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Restricted Large Deviations:
Kac's Process
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- Theorem of Basile-Benedetto-Bertini-Caglioti: counterexample by a different construction, improved rate function which is $>0$ on $\mathcal{A}_{\ominus}$.
- LDP rate function still not correct for other Boltzmann kernels (e.g. cutoff Maxwell Molecules).
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for some $\Phi$ determined by the jump rate $g$.
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(and $\mathcal{X}$ is the set of $u_{0}$ where the infimum is finite).
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- Theorem (Fehrman-Gess, 2019) Under general hypotheses on $\Phi$, inclduing all porous medium nonlinearities $\Phi(u)=u^{\alpha}, \alpha \geq 1$, the LSC envelope is given by
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- 'pathwise regularity in (b,e); rapid local equilibration in (c,f).'
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\end{aligned}
$$

- Still formally, $|\alpha D \mathcal{H}(u)|_{u}^{2}=\alpha \mathcal{D}_{\alpha}(u)$.
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- Full proof via LDP.
- Consider LDP with global equilibrium $\rho=1$ initial conditions. Detailed balance $\Longrightarrow\left(\mathcal{T} \eta_{\bullet}^{N}\right)_{t}:=\eta_{T-t-}^{N}$ has the same law as the original process!
- Contraction principle and uniqueness of rate functions:

$$
\mathcal{I}\left(\mathcal{T} u_{\mathbf{0}}\right)=\mathcal{I}\left(u_{\mathbf{0}}\right)
$$

for all $u_{0}$.

- "Improbability of starting at nonequilibrium $u_{0}$ and evolving forwards by $(P M E)=$ Improbability of evolving via backwards (PME) into $u_{0}$ ".


## Theorem 4: Gradient Flow

## Theorem (H.-Gess 2023)

Let $u_{\bullet} \in \mathbb{D}$ with $\mathcal{H}\left(u_{0}\right)<\infty$. Then we have the identity

$$
\begin{equation*}
\mathcal{J}\left(u_{\bullet}\right)=\frac{1}{2}\left(\alpha \mathcal{H}\left(u_{T}\right)-\alpha \mathcal{H}\left(u_{0}\right)+\frac{\alpha}{2} \int_{0}^{T} \mathcal{D}_{\alpha}\left(u_{s}\right) d s+\frac{1}{2} \mathcal{A}\left(u_{\bullet}\right)\right) \tag{EDI}
\end{equation*}
$$

allowing both sides to be infinite, where

$$
\mathcal{A}\left(u_{\bullet}\right)=\frac{1}{2} \inf \left\{\|\theta\|_{L_{t, x}^{2}}^{2}: \partial_{t} u_{t}+\nabla \cdot\left(\frac{1}{2} u_{t}^{\alpha / 2} \theta_{t}\right)=0\right\} .
$$

In particular, the functional on the right-hand side is nonnegative, and vanishes if and only if $u_{\bullet}$ is a solution to (PME).
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g, \theta \in \Lambda_{u_{\bullet}}:=\overline{\left\{u^{\alpha / 2} \nabla \varphi: \varphi \in C^{1,2}\left([0, T] \times \mathbb{T}^{d}\right)\right\}^{L_{t, x}^{2}} .}
$$

## Gradient Flow: Sketch Proof

- The unique optimisers for $g, \theta$ are characterised by

$$
g, \theta \in \Lambda_{u_{\bullet}}:=\overline{\left\{u^{\alpha / 2} \nabla \varphi: \varphi \in C^{1,2}\left([0, T] \times \mathbb{T}^{d}\right)\right\}^{L_{t, x}^{2}} .}
$$

Geometric interpretation: tangent vectors for a.e. $t$.

## Gradient Flow: Sketch Proof

- The unique optimisers for $g, \theta$ are characterised by

$$
g, \theta \in \Lambda_{u_{\bullet}}:=\overline{\left\{u^{\alpha / 2} \nabla \varphi: \varphi \in C^{1,2}\left([0, T] \times \mathbb{T}^{d}\right)\right\}^{L_{t, x}^{2}} .}
$$

Geometric interpretation: tangent vectors for a.e. $t$.

- If $g$ is optimal for $u_{\bullet}$, optimal control for $v_{\bullet}:=\mathcal{T} u_{\bullet}$ is

$$
g_{\mathrm{r}}:=2 \Pi\left[v_{\bullet}\right] \nabla v^{\alpha / 2}-g
$$

## Gradient Flow: Sketch Proof

- The unique optimisers for $g, \theta$ are characterised by

$$
g, \theta \in \Lambda_{u_{\bullet}}:=\overline{\left\{u^{\alpha / 2} \nabla \varphi: \varphi \in C^{1,2}\left([0, T] \times \mathbb{T}^{d}\right)\right\}^{L_{t, x}^{2}} .}
$$

Geometric interpretation: tangent vectors for a.e. $t$.

- If $g$ is optimal for $u_{\bullet}$, optimal control for $v_{\mathbf{\bullet}}:=\mathcal{T} u_{\boldsymbol{\bullet}}$ is

$$
g_{\mathrm{r}}:=2 \Pi\left[v_{\mathbf{0}}\right] \nabla v^{\alpha / 2}-g .
$$

Substitute into

$$
\mathcal{I}\left(v_{\bullet}\right)=\alpha \mathcal{H}\left(u_{T}\right)+\frac{1}{2}\left\|g_{r}\right\|_{L_{t, x}^{2}}^{2}=\mathcal{I}\left(u_{\bullet}\right)=\alpha \mathcal{H}\left(u_{0}\right)+\frac{1}{2}\|g\|_{L_{t, x}}^{2} .
$$

## Gradient Flow: Sketch Proof

- The unique optimisers for $g, \theta$ are characterised by

$$
g, \theta \in \Lambda_{u_{\bullet}}:=\overline{\left\{u^{\alpha / 2} \nabla \varphi: \varphi \in C^{1,2}\left([0, T] \times \mathbb{T}^{d}\right)\right\}^{L_{t, x}^{2}} .}
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Geometric interpretation: tangent vectors for a.e. $t$.

- If $g$ is optimal for $u_{\mathbf{\bullet}}$, optimal control for $v_{\mathbf{0}}:=\mathcal{T} u_{\mathbf{\bullet}}$ is

$$
g_{\mathrm{r}}:=2 \Pi\left[v_{\mathbf{0}}\right] \nabla v^{\alpha / 2}-g .
$$

Substitute into

$$
\mathcal{I}\left(v_{\bullet}\right)=\alpha \mathcal{H}\left(u_{T}\right)+\frac{1}{2}\left\|g_{r}\right\|_{L_{t, x}^{2}}^{2}=\mathcal{I}\left(u_{\bullet}\right)=\alpha \mathcal{H}\left(u_{0}\right)+\frac{1}{2}\|g\|_{L_{t, x}}^{2} .
$$

- After some manipulations,

$$
\mathcal{J}\left(u_{0}\right)=\frac{1}{2}\left(\alpha \mathcal{H}\left(u_{T}\right)-\alpha \mathcal{H}\left(u_{0}\right)+\left\|\Pi\left[u_{0}\right] \nabla u^{\alpha / 2}\right\|_{L_{t, x}^{2}}^{2}+\mathcal{A}\left(u_{\bullet}\right)\right) .
$$
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- $\left\|\Pi\left[u_{\bullet}\right] \nabla u^{\alpha / 2}\right\|_{L_{t, x}^{2}}^{2} \leq \frac{\alpha}{2} \int_{0}^{T} \mathcal{D}_{\alpha}\left(u_{s}\right) d s$, so the previous argument yields the inequality

$$
\begin{equation*}
\mathcal{J}\left(u_{\bullet}\right) \leq \frac{1}{2}\left(\alpha \mathcal{H}\left(u_{T}\right)-\alpha \mathcal{H}\left(u_{0}\right)+\frac{\alpha}{2} \int_{0}^{T} \mathcal{D}_{\alpha}\left(u_{s}\right) d s+\frac{1}{2} \mathcal{A}\left(u_{\bullet}\right)\right) . \tag{1}
\end{equation*}
$$

- If $u_{\bullet} \in \mathcal{X}$, then $\nabla u^{\alpha / 2}=\frac{2}{\alpha} u^{\alpha / 2} \nabla \log u \in \Lambda_{u_{\bullet}}$, so both of the inequalities are equalities.
- For the general case, use recovery sequences and use (1) again.
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## Gradient Flow: Remark

- LDP* allows us to shortcut proving a 'chain rule for entropy' (Erbar, '16).
- Same argument: equality in the $H$-Theorem for (PME) and (BE), at least for solutions in $\mathcal{X}_{\mathrm{BE}}$.
- A new look at properties of controlled equations:
- Construction of $g_{\mathrm{r}}$ shows how antidissipative effects can arise.
- Hence why $L_{x}^{p}$ estimates had to be false: trajectories with $u_{0} \notin L_{x}^{p}$, $u_{T} \in C_{x}^{\infty}$ give reversal $v_{0} \in C_{x}^{\infty}$ but $v_{T} \notin L_{x}^{p}$.
- Same argument works for $\left(\mathrm{BE}_{K}\right)$ : no possible regularity or moment estimates beyond finite entropy.
- ( $\star$ ): Could be done purely by PDE tools from Fehrman-Gess - but not obvious starting from PME!
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