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Preface

This volume grew out of lectures given at the conference “Motives, Quantum
Field Theory, and Pseudodifferential Operators,” held at Boston University on June
2 – 12, 2008. Over 90 participants listened to both introductory and advanced
lectures in these subjects. It is becoming increasingly clear that the three conference
topics are deeply linked, but since few mathematicians and physicists are conversant
in any two of the conference areas, it seemed worthwhile to collect the lectures into
a volume of proceedings.

In general, quantum field theory (QFT) is a puzzling subject for mathemati-
cians. It is a broad field with established rules of remarkable predicative power in
the laboratory. Moreover, over the past 30 years QFT has developed into a “con-
jecture machine” in algebraic geometry, symplectic geometry and number theory
[9]. However, to date there is no rigorous mathematical foundation for the standard
path integral techniques in QFT in physically relevant dimensions, either in the ex-
act or topological approaches predominant in string theory or in the perturbative
approach so successful in particle physics.

Thinking like physicists, we can (and did) avoid the foundational questions
and concentrate instead on the business of perturbative QFT, namely the calcula-
tion of Feynman integrals associated to the infinite number of Feynman graphs of
a particular QFT. Since around 1990, by stepping back a bit from the extensive
calculations in the literature, mathematicians and mathematical physicists have un-
covered surprising algebraic and analytic structures within perturbative QFT, and
have produced still incompletely explained overlaps with analytic number theory.
These discoveries include the Hopf algebra structure of perturbative QFT due to
Connes-Kreimer [5, 6] and the appearance of multiple zeta values as specific Feyn-
man integrals [3]. There results indicate a deep connection between perturbative
QFT and the theory of motives. Investigations of this connection include e.g. [2, 7],
but the theory is certainly incomplete at present. The connection between pertur-
bative QFT and pseudodifferential operators (ΨDOs) is similarly incomplete; while
elementary Feynman integrals, resp. multiple zeta functions, can be interpreted as
integrals, resp. sums, of symbols of ΨDOs and obey algebraic rules seen in the
combinatorics of the Connes-Kreimer Hopf algebra, the extent and depth of these
relationships are currently unknown.

From the beginning, we felt the need to present an overview of the three con-
ference fields, and the writeups of these lectures appear in the first part of the
volume. André’s article outlines those aspects of the theory of motives most rel-
evant to Feynman integral computations. The surprising appearance of multiple
zeta values as coefficients in the Taylor expansion of suitably regularized Feynman
integrals suggests that these integrals are in fact periods for some motive underlying

vii



viii PREFACE

the theory. Since the theory of motives is greatly enhanced by artihmetic methods
such as assembling information from counting p points on varieties, we see hints
of a deep connection between long established computational techniques in physics
and arithmetic geometry.

The introductory article by Kreimer makes the general considerations in An-
dré’s article more concrete for specific QFTs. After motivating the general setup
of perturbative QFT, Kreimer discusses how a particular QFT produces Feynman
integrals which are periods for a specific sequence of blowups of projective spaces.
This article outlines the Hopf algebra structures which both encode time honored
Feynman integral manipulations and greatly simplify calculations. The companion
article by Manchon strips away much of the physical and analytic aspects to focus
more directly on the relevant algebra.

Finally, the survey article by Lesch both outlines the basic theory of ΨDOs
and focuses on the theory of regularized traces of ΨDOs. There is a simple minded
overlap between QFT and ΨDOs, namely that both fields must develop a system-
atic method to regularize, i.e. extract a finite part from, divergent integrals. For
example, in ΨDO theory one often wants to compute a meaningful trace of a non-
trace class operator by some sort of integral expression. However, it is impossible
to extend the ordinary integral for L1 functions to a functional on pseudodiffer-
ential symbols with the desired integration by parts and translation invariance.
The standard replacements for the usual integral are the Wodzicki residue or the
canonical integral of Kontsevich-Vishik, which applies only to non-integer order
symbols. (Physicists choose this second option for the corresponding Feynman
integrals, avoiding integer order symbols via dimensional regularization, which per-
turbs the integer dimension of spacetime to a complex dimension.) In particular, it
is impossible to extend the ordinary operator trace to all ΨDOs, and one is forced
to either use the Wodzicki residue or the Kontsevich-Vishik trace. The Wodzicki
residue is locally computable and so is in the spirit of QFT’s locality requirement,
but does not extend the operator trace; in contrast, the Kontsevich-Vishik trace
extends the operator trace, but is not local and is not defined for integer order
ΨDOs. Again, it is difficult to draw deep conclusions at present about the exact
interface between ΨDOs and QFT.

The second part of this volume contains more technical articles on current
research related to the conference themes. The article of Bergström-Brown focuses
on the Poincaré series for the moduli space M0,n and the Tate motive underlying an
associated moduli space. This moduli space is a fundamental object in string theory,
which leads us to the unresolved question of the relationship between QFT and
string theory: it has been claimed that QFT is some sort of limit of string theory,
but the physics arguments are not formulated in terms that can be checked with
current mathematics. In any case, the appearance of arithmetic methods in string
theory [10] mirrors the corresponding appearance in QFT, and the article of Roth-
Yui concretely uses motivic techniques from arithmetic geometry to calculate string
theory generating functions. The article of Bouwknegt-Hannabuss-Mathai is also
motivated by aspects of string theory, in this case by T-duality, and relies heavily on
noncommutative geometry techniques. In fact, noncommutative geometry has been
proposed in [4, 7] as a framework to understand the relationships between QFT
and motives, so we once again note the similarities between rigorous mathematical
approaches to the two presently ill-defined physical theories.
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Another group of articles covers topics directly related to QFT. In contrast to
the many papers in mathematics which talk about QFT, the papers of Bluemlein
and Schneider actually do the QFT computations needed to compare the theory
with laboratory results. These state of the art results go far beyond “doing really
hard integrals.” Indeed, these papers involve the nontrivial combinatorics of nested
harmonic sums, and Schneider produces a novel human-computer generated recur-
rence relation for these sums. The papers of Foissy and van Suijlekom provide a
mathematical counterpart. Foissy examines the fine algebraic structure of the Hopf
algebra of rooted trees, and van Suijlekom extends the Connes-Kreimer Hopf alge-
bra to incorporate gauge theory aspects which are necessary for fermionic theories.
Finally, the paper of Mickelsson treats gauge theoretic QFT geometrically, relating
the modern theory of gerbes to classical quantization questions. It is striking to
see the range of mathematical issues in analysis, algebra and geometry that are
motivated by the mathematically non-existent theory of QFT!

The final group of articles involves ΨDO techniques. Scott’s paper places his
and others’ work on exotic determinants and other spectral invariants associated
to ΨDOs into the more abstract framework of logarithmic structures associated to
TQFTs. The article of Albin-Melrose extends their earlier work on ΨDOs on mani-
folds with boundary, treating the technical issues of Fredholmness of operators, and
prove an index theorem in their context. The adiabatic techniques in this paper are
refinements of quantum mechanical techniques, and have become an important tool
in global analysis since Witten’s supersymmetric derivation of the Morse inequal-
ities [15]. Ponge’s paper produces invariants in conformal, pseudohermitian and
CR geometry from the logarithmic singularity of the kernel of appropriate ΨDOs.
This analysis of singularities is an essential step in understanding any regularization
scheme for divergent integrals, and there is a surprising amount of local and global
geometry contained in the singularities.

Participants in this conference could not be expected to be experts in all three
areas, and neither can the reader. For background material on motives, one can con-
sult André’s book [1] and the more technical book by Levine [12]. Different math-
ematicians have their favorite QFT text, including Ryder [13] for a mathematics-
friendly physics approach and Deligne et al. [8] for a physics-friendly mathematical
approach. For ΨDOs, one can consult Shubin [14] for the basics (and beyond) or
Gilkey [11] for geometric applications.

In summary, the conference and these proceedings fail to present an overarching
theory uniting motives, QFT and ΨDOs, simply because no such theory exists at
present. Nevertheless, we hope that this volume gives a thorough overview of the
clues that point to the existence of a comprehensive theory. We hope some readers
will add evidence to this detective story or even solve the case completely!

We were very fortunate to have had financial support from the Boston Univer-
sity Department of Mathematics and Statistics, the Boston University Graduate
School of Arts and Sciences, the Clay Mathematics Institute, and the National
Science Foundation. The Scientific Advisory Committee of Spencer Bloch, Louis
Boutet de Monvel, Alain Connes, Dirk Kreimer, and Noriko Yui greatly helped to
produce a coherent conference over widely separated fields. We would also like to
express our deep thanks to Kathleen Heavey for her administrative work for the
conference, Amanda Battese for her administrative work at CMI, Vida Salahi for
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her production work on these proceedings, and Arthur Greenspoon for his lightning
quick copyediting.

Alan Carey, David Ellwood, Sylvie Paycha, Steve Rosenberg
August 2010
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An Introduction to Motivic Zeta Functions of Motives

Yves André

Abstract. It oftens occurs that Taylor coefficients of (dimensionally regular-
ized) Feynman amplitudes I with rational parameters, expanded at an integral
dimension D = D0, are not only periods (Belkale-Brosnan, Bogner-Weinzierl)
but actually multiple zeta values (Broadhurst, Kreimer, ..., Bierenbaum-Weinz-
ierl, Brown).

In order to determine, at least heuristically, whether this is the case in
concrete instances, the philosophy of motives - more specifically, the theory of
mixed Tate motives - suggests an arithmetic approach (Kontsevich): counting
points of algebraic varieties related to I modulo sufficiently many primes p and
checking that the number of points varies polynomially in p.

On the other hand, Kapranov has introduced a new “zeta function”, the
role of which is precisely to “interpolate” between zeta functions of reductions
modulo different primes p.

In this survey, we outline this circle of motivic ideas and some of their
recent developments.

This article is divided in two parts.
In the second and main part, we survey motivic zeta functions of motives,

which “interpolate” between Hasse-Weil zeta functions of reductions modulo differ-
ent primes p of varieties defined by polynomial equations with rational coefficients.

In the first and introductory part, we give some hints about the relevance of the
concepts of motives and motivic zeta functions in questions related to computations
of Feynman integrals in connection with multiple zeta values.

Acknowledgments. I am grateful to P. Brosnan for some enlightening remarks
about Feynman amplitudes, and to the organizers of the Boston Conference for their
invitation and advice.

1. Periods and motives

1.1. Introduction. Relations between Feynman integrals and (Grothendieck)
motives are manifold and mysterious. The most direct conceptual bridge relies on
the notion of period, in the sense of arithmetic geometry; that is, integrals where

2010 Mathematics Subject Classification. 81Q, 32G, 19F, 19E, 14F.
Key words and phrases. Feynman integral, period, multiple zeta value, motive, zeta function,

L-function, Tamagawa number, moduli stack of bundles.

c© 2010 Yves André

3



4 YVES ANDRÉ

both the integrand and the domain are defined in terms of polynomials with rational
(or algebraic) coefficients. The ubiquitous multiple zeta values encountered in the
computation of Feynman amplitudes are emblematic examples of periods.

Periods are just complex numbers, but they carry a rich hidden structure re-
flecting their geometric origin. They occur as entries of a canonical isomorphism
between the complexification of two rational cohomologies attached to algebraic va-
rieties defined over Q: algebraic De Rham cohomology, defined in terms of algebraic
differential forms1, and Betti2 cohomology, defined in terms of topological cochains.

Periods are thus best understood in the framework of motives, which are sup-
posed to play the role of pieces of universal cohomology of algebraic varieties. For
instance, the motive of the projective space Pn splits into n + 1 pieces (so-called
Tate motives) whose periods are 1, 2πi, . . . , (2πi)n.

To each motive over Q is associated a square matrix of periods (well defined
up to left or right multiplication by matrices with rational coefficients), and a deep
conjecture of Grothendieck predicts that the period matrix actually determines the
motive.

For instance, multiple zeta values (cf. (1.12) below) are periods of so-
called mixed Tate motives over Z, which are iterated extensions of Tate motives.
Grothendieck’s conjecture implies that these are the only motives (over Q) with
(rational linear combinations of) multiple zeta values as periods.

In the philosophy of motives, cohomologies are thought of interchangeable real-
izations (functors with vector values), and one should take advantage of switching
from one cohomology to another. Aside from de Rham or Betti cohomology, one
may also consider etale cohomology, together with the action of the absolute Ga-
lois group Gal(Q̄/Q); this amounts, more or less, to considering the number Np of
points of the reduction modulo p for almost all prime numbers p.

A deep conjecture of Tate, in the same vein as Grothendieck’s conjecture, pre-
dicts that the numbers Np determine the motive, up to semi-simplification. For
mixed Tate motives3, the Np are polynomials in p, and Tate’s conjecture implies
the converse.

To decide whether periods of a specific algebraic variety over Q, say a hyper-
surface, are (rational linear combinations of) multiple zeta values may be a difficult
problem about concrete integrals. The philosophy of motives suggests, as a test, to
look at the number of points Np of this hypersurface modulo p, and check whether
they grow polynomially in p (if not, there is no chance for the periods to be multi-
ple zeta values: this would contradict either Grothendieck’s or Tate’s conjecture).
Recently, various efficient algorithms have been devised for computing Np, at least
for curves or for some hypersurfaces, cf. e.g. [27][33].

1.2. Periods. A period is a complex number whose real and imaginary parts
are absolutely convergent multiple integrals

α =
1

πm

∫
Σ

Ω

1first defined by Grothendieck
2or singular
3not necessarily over Z
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where Σ is a domain in Rn defined by polynomial inequations with rational co-
efficients, Ω is a rational differential n-form with rational coefficients, and m is a
natural integer4. The set of periods is a countable subring of C which contains Q̄.

This is the definition proposed in [32]5. There are some variants, which turn
out to be equivalent. For instance, one could replace everywhere “rational” by
“algebraic”. Also one could consider a (not necessarily closed) rational k-form in
n variables with rational coefficients, integrated over a domain in Rn defined by
polynomial equations and inequations with rational coefficients (interpreting the
integral of a function as the volume under the graph, one can also reduce to the
case when k = n and Ω is a volume form).

More geometrically, the ring of periods is generated by 1
π and the numbers

of the form
∫
γ
ω where ω ∈ Ωn(X) is a top degree differential form on a smooth

algebraic variety X defined over Q, and γ ∈ Hn(X(C), Y (C);Q) for some divisor
Y ⊂ X with normal crossings cf. [32, p. 3, 31]).

In many examples, e.g. multiple zeta values (see below), the integrals have
singularities along the boundary, hence are not immediately periods in the above
sense. However, it turns out that any convergent integral

∫
γ
ω where ω ∈ Ωn(X\Y )

is a top degree differential form on the complement of a closed (possibly reducible)
subvariety Y of a smooth algebraic variety X defined over Q, and γ is a semialge-
braic subset of X(R) defined over Q (with non-empty interior), is a period (cf. [9,
th. 2.6]).

1.3. Periods and motives. Periods arise as entries of a matrix of the com-
parison isomorphism, given by integration of algebraic diffential forms over chains,
between algebraic De Rham and ordinary Betti relative cohomology

(1.1) HDR(X,Y )⊗ C
�X,Y∼= HB(X,Y )⊗ C.

X being a smooth algebraic variety overQ, and Y being a closed (possibly reducible)
subvariety6.

This is where motives enter the stage. They are intermediate between algebraic
varieties and their linear invariants (cohomology). One expects the existence of an
abelian category MM(Q) of mixed motives (over Q, with rational coefficients), and
of a functor

h : V ar(Q) → MM(Q)

(from the category of algebraic varieties over Q) which plays the role of universal
cohomology (more generally, to any pair (X,Y ) consisting of a smooth algebraic
variety and a closed subvariety, one can attach a motive h(X,Y ) which plays the
role of the universal relative cohomology of the pair).

The morphisms in MM(Q) should be related to algebraic correspondences. In
addition, the cartesian product on V ar(Q) corresponds via h to a certain tensor
product ⊗ on MM(Q), which makes MM(Q) into a tannakian category, i.e. it

4the very name “period” comes from the case of elliptic periods (in the case of an elliptic
curve defined over Q̄, the periods of elliptic functions in the classical sense are indeed periods in
the above sense)

5except for the factor 1
πm . We prefer to call effective period an integral α in which m = 0,

to parallel the distinction motive versus effective motive
6by the same trick as above, or using the Lefschetz’s hyperplane theorem, one can express a

period of a closed form of any degree as a period of a top degree differential form
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has the same formal properties as the category of representations of a group. The
(positive or negative) ⊗-powers of h2(P1) (and their direct sums) are called the
pure Tate motives.

The cohomologies HDR and HB factor through h, giving rise to two ⊗-functors

HDR, HB : MM(Q) → V ecQ

with values in the category of finite-dimensional Q-vector spaces. Moreover, corre-
sponding to (1.1), there is an isomorphism in V ecC

(1.2) �M : HDR(M)⊗ C ∼= HB(M)⊗ C

which is ⊗-functorial in the motive M . The entries of a matrix of �M with respect
to some basis of the Q-vector space HDR(M) (resp. HB(M)) are the periods of M .

One can also consider, for each prime number �, the �-adic etale realization

H� : MM(Q) → RepQ�
(Gal(Q̄/Q))

with values in the category of finite-dimensional Q�-vector spaces endowed with
continuous action of the absolute Galois group of Q. As for varieties over Q, it
makes sense to reduce any motive M ∈ MM(Q) modulo sufficiently large primes p,
and to “count the number of points of M modulo p”. This number can be evaluated
using the trace of Frobenius element at p acting on H�(M).

1.4. Motivic Galois groups, period torsors, and Grothendieck’s pe-
riod conjecture. Let 〈M〉 be the tannakian subcategory of MM(Q) generated by
a motive M : its objects are given by algebraic constructions on M (sums, subquo-
tients, duals, tensor products).

One defines the motivic Galois group of M to be the group scheme

(1.3) Gmot(M) := Aut⊗ HB |〈M〉

of automorphisms of the restriction of the ⊗-functor HB to 〈M〉.
This is a linear algebraic group over Q: in heuristic terms, Gmot(M) is just

the Zariski-closed subgroup of GL(HB(M)) consisting of matrices which preserve
motivic relations in the algebraic constructions on HB(M).

Similarly, one can consider both HDR and HB , and define the period torsor of
M to be

(1.4) Pmot(M) := Isom⊗ (HDR|〈M〉, HB |〈M〉) ∈ V ar(Q)

of isomorphisms of the restrictions of the ⊗-functors HDR and HB to 〈M〉. This is
a torsor under Gmot(M), and it has a canonical complex point:

(1.5) �M ∈ Pmot(M)(C).

Grothendieck’s period conjecture asserts that the smallest algebraic subvariety
of Pmot(M) defined over Q and containing � is Pmot(M) itself.

In more heuristic terms, this means that any polynomial relations with rational
coefficients between periods should be of motivic origin (the relations of motivic
origin being precisely those which define Pmot(M)). This implies that a motive
M ∈ MM(Q) can be recovered from its periods.

The conjecture is also equivalent to: Pmot(M) is connected (over Q) and

(1.6) tr. degQ Q[periods(M)] = dim Gmot(M).
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For further discussion, see [2, ch. 23].

1.4.1. Example. The motive of Pn decomposes as

(1.7) h(Pn) = Q(0)⊕ . . .⊕Q(−n),

with periods 1, 2πi, . . . , (2πi)n. Its motivic Galois group is the mutiplicative group
Gm. In this case, Grothendieck’s conjecture amounts to the transcendence of π.

1.4.2. Remark. By definition, periods are convergent integrals of a certain
type. They can be transformed by algebraic changes of variable, or using additivity
of the integral, or using Stokes formula.

M. Kontsevich conjectured that any polynomial relation with rational coeffi-
cients between periods can be obtained by way of these elementary operations from
calculus (cf. [32]). Using ideas of M. Nori 7, it can be shown that this conjecture
is actually equivalent to Grothendieck’s conjecture (cf. [2, ch. 23]).

Grothendieck’s conjecture can be developed further into a Galois theory for
periods, cf. [3][4].

1.5. Periods and Feynman amplitudes. Let Γ be a finite graph (without
self-loop), with set of vertices V and set of edges E. Let ΨΓ be its classical Kirchhoff
(determinant) polynomial, i.e. the homogeneous polynomial of degree b1(Γ) defined
by

(1.8) ΨΓ =
∑
T

∏
e/∈T

xe,

where T runs through the spanning trees of a given graph Γ ((xe) is a set of
indeterminates indexed by the edges of Γ).

Let D0 be an even integer (in practice, D0 = 4). The graph Γ can be considered
as a (scalar) Feynman graph without external momenta. According to the Feynman
rules, when all masses are equal to 1, the corresponding D0-dimensional Feynman
amplitude is written as

(1.9) IΓ(D0) =

∫
RD0|E|

∏
e∈E

(1 + |pe|2)−1
∏
v∈V

δ(
∑
e→v

pe −
∑
v→e

pe)
∏
e∈E

dD0pe.

Its dimensional-regularization, for D close to D0, can be evaluated, using the tech-
nique of Feynman parameters, to be

(1.10) IΓ(D) =
πb1(Γ)·D/2 · Γ(|E| − b1(Γ)D/2)

Γ(|E|) · JΓ(D)

where

(1.11) JΓ(D) =

∫
Δ|E|

Ψ
−D/2
Γ

∏
e∈E

dxe,

(an integral over the standard simplex Δ|E| in |E| variables).
This integral converges for D << 0, but may diverge for D = D0. The conver-

gence issue was already studied in detail fifty years ago by S. Weinberg [36]8; see

also [13][14][30] (one has to cope with the singularities of Ψ
−D0/2
Γ

∏
dxe on Δ|E|,

by means of a sequence of blow-ups).

7and granting the expected equivalence of various motivic settings
8we are indebted to P. Brosnan for this reference
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On the other hand, P. Belkale and P. Brosnan gave a meaning to JΓ(D) in
general, using analytic continuation [9]. Moreover, they showed that the Taylor
coefficients of JΓ(D) at D0 are always periods (of varieties closely related to he
hypersurface XΓ : ΨΓ = 0: for higher Taylor coefficients, one has to add an
indeterminate, cf. [9, p. 2660]).

In [15], this result was extended (by another method) to the case when Γ is
a semi-graph (i.e. in the presence of external momenta) and when the masses are
not necessarily equal to 1 but are commensurable to each other.

1.5.1. Remark. Taking into account these results, polynomial relations be-
tween Feynman amplitudes attached to different graphs Γ (like the relations which
lead to Kreimer’s Hopf algebra) can be intepreted as period relations. According
to Grothendieck’s conjecture, they should be of motivic origin, i.e. come from rela-
tions between the motives attached to the hypersurfaces XΓ (and related varieties).
The work [13] provides some indirect evidence for this.

1.6. Multiple zeta values, Feynman amplitudes and Hasse-Weil zeta
functions. Multiple zeta values

(1.12) ζ(s1, . . . , sk) =
∑

n1>···>nk≥1

1

ns1
1 . . . nsk

k

(where si are integers ≥ 1, with s1 ≥ 2) can be written in integral form: setting

ω0 =
dt

t
ω1 =

dt

1− t
, ωr = ω

∧(r−1)
0 ∧ ω1 pour r ≥ 2,

one has

(1.13) ζ(s1, . . . , sk) =

∫
1>t1>···>ts>0

ωs1 . . . ωsk ,

which is thus a period. This is actually the period of a mixed Tate motive over
Z, i.e. an iterated extension in MM(Q) of pure Tate motives, which is unramified
with respect to the Galois action on etale cohomology (cf. [2, ch. 25] for more
detail).

These numbers have long been known to occur in a pervasive manner in the
computation of Feynman amplitudes (cf. e.g. [17], [37]). In particular, it has been
shown in [10] that all Taylor coefficients of J(D) at D = 4 are (rational linear
combinations of) multiple zeta values when the semi-graph Γ is a wheel with one
spoke and two external edges, and this was extended to some higher-loop semi-
graphs in [18].

Kontsevich once speculated that the periods of the hypersurface XΓ : ΨΓ = 0
were (rational linear combinations of) multiple zeta values.

According to Grothendieck’s period conjecture, this would imply that the mo-
tive of XΓ is a mixed Tate motive over Z. If this is the case, the number 
XΓ(Fp)
of points of the reduction of XΓ modulo p should be polynomial in p; equivalently,
the poles of the Hasse-Weil zeta function of XΓ ⊗ Fp should be integral powers of
p.

This has been checked for graphs with less than 12 edges by J. Stembridge [33],
but disproved in general by Belkale and Brosnan [8].
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However, this leaves open the interesting general question, for anyX ∈ V ar(Q),
of controlling 
X(Fp) uniformly in p - or equivalently, of the variation of Z(X ⊗
Fp, t) with p.

As we shall see, there are mathematical tools well-suited to tackle this question:
the Kapranov zeta function, and its variant the motivic zeta function.

1.6.1. Remark. The relationship between Feynman diagrams and motives has
been investigated much further. For instance, in [1], P. Aluffi and M. Marcolli
propose an algebro-geometric version of the Feynman rules, which takes place in a
certain K0-ring built from immersed conical varieties.

2. Motivic zeta functions

2.1. The ring of varieties. The idea of building a ring out of varieties by
viewing pasting as the addition is very old. In the case of algebraic varieties over a
field k, this leads to the ring K0(V ar(k))9: the generators are denoted by [X], one
for each isomorphism class of k-variety; the relations are generated by

(2.1) [X − Y ] = [X]− [Y ]

when Y is a closed subvariety of X. With the product given by

(2.2) [X × Y ] = [X] · [Y ],

K0(V ar(k)) becomes a ring.
It is standard to denote by L the class [A1] of the affine line.

2.1.1. Examples. 1) One has

(2.3) [GLn] = (Ln − 1) · · · (Ln − Ln−1) = (L− 1) · [SLn].

2) In the case of a Zariski locally trivial fibration X → S with fiber Y , one has
[X] = [S] · [Y ]. This applies to GLn-fibrations (which are locally trivial); in order
to recover [S] from [X], taking into account the formula for [GLn], it will often be
convenient to localize K0(V ar(k)) by L and Ln − 1, n > 0.

3) (McWilliams, Belkale-Brosnan [8]): the class of the space of forms of rank r in
n variables is

(2.4) [Symn
r ] =

s∏
1

L2i

L2i − 1

2s−1∏
0

(Ln−i − 1)

if 0 ≤ r = 2s ≤ n,

(2.5) [Symn
r ] =

s∏
1

L2i

L2i − 1

2s∏
0

(Ln−i − 1)

if 0 ≤ r = 2s+ 1 ≤ n.

4) In [8], it is shown that the classes of the hypersurfaces XΓ attached to all graphs
Γ (cf. §1.5) generate the localization of K0(V ar(Q)) by L and Ln − 1, n > 0.

9which occurs in some early letters from Grothendieck to Serre about motives
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5) (Bloch [12]): in contrast to this result, for any fixed positive integer n, the

weighted sum
∑ n!


AutΓ
·[XΓ], running over all connected graphs Γ with n vertices,

no multiple edge and no tadpole (edge with just one vertex), belongs to Z[L] ⊂
K0(V ar(Q)).

The structure of the ring K0(V ar(k)) is rather mysterious. It is slightly better
understood when k is of characteristic zero, using strong versions of the resolution
of singularities.

2.1.2. Proposition. [11] If char k = 0, K0(V ar(k)) admits the following pre-
sentation: generators are classes of smooth projective varieties X, with the blow-up
relations:

(2.6) [BlY X]− [E] = [X]− [Y ]

where E denotes the exceptional divisor in the blow-up BlY X of X along the smooth
subvariety Y .

2.2. Relation to motives. In the category MM(k) of mixed motives over
k with rational coefficients10, relations (2.1), (2.2), (2.3), (2.6) have more sophis-
ticated counterparts, which actually reduce to analogous relations if one passes to
K0(MM(k), the Grothendieck group constructed in terms of extensions of mixed
motives.

In fact, one expects that the functor11 h : V ar(k) → MM(k) gives rise to a
ring homomorphism

(2.7) K0(V ar(k)) → K0(MM(k)).

This can be made rigorous, if char k = 0, using the previous proposition and a
category M∼(k) of pure motives (i.e. of motives of smooth projective k-varieties,
with morphisms given by algebraic correspondences modulo some fixed equivalence
relation ∼). One gets a canonical ring homomorphism

(2.8) μc : K0(V ar(k)) → K0(M∼(k))

(where K0(M∼(k)) denotes the Grothendieck group constructed in terms of direct
sums of pure motives; which is actually a ring with respect to the multiplication
induced by tensoring motives). It sends L to [Q(−1)].

Recent work by H. Gillet and C. Soulé [22] allows one to drop the assumption
on char k.

2.2.1. Remark. Conjecturally, K0(M∼(k)) = K0(MM(k)) and does not de-
pend on the chosen equivalence ∼ used in the definition of the M∼(k). In fact, this
independence would follow from a conjecture due to S. Kimura and P. O’Sullivan,
which predicts that any pure motive M ∈ M∼(k) decomposes (non-canonically) as
M+ ⊕M−, where SnM− =

∧n
M+ = 0 for n >> 0 (cf. e.g. [2, ch. 12]12; here Sn

and
∧n

denote the n-th symmetric and antisymmetric powers, respectively). This
is for instance the case for motives of products of curves.

10there are actually several candidates for this category, some conditional, some not
11more accurately, its variant with compact supports
12for the coarsest equivalence ∼ (the so-called numerical equivalence), this conjecture

amounts to the following: the even Künneth projector H(X) → Heven(X) → H(X) is algebraic



AN INTRODUCTION TO MOTIVIC ZETA FUNCTIONS OF MOTIVES 11

In the sequel, we shall deal with sub-⊗-categories of M∼(k) which satisfy this
conjecture, and we will drop ∼ from the notation K0(M∼(k)).

2.3. Kapranov zeta functions. When k is a finite field, counting k-points
of varieties factors through a ring homomorphism

(2.9) ν : K0(V ar(k)) → Z, [X] → 
X(k),

which factors through K0(M(k)). One of the expressions of the Hasse-Weil zeta
function, which encodes the number of points of X in all finite extensions of k, is

(2.10) Z(X, t) =
∞∑
0


((SnX)(k)) tn ∈ Z[[t]],

and it belongs to Q(t) (Dwork).

M. Kapranov had the idea [26] to replace, in this expression, 
((SnX)(k)) by
the class of SnX itself in K0(V ar(k))13). More precisely, he attached to any ring
homomorphism

μ : K0(V ar(k) → R

the series

(2.11) Zμ(X, t) :=
∞∑
0

μ[SnX] tn ∈ R[[t]],

which satisfies the equation

Zμ(X
∐

X ′, t) = Zμ(X, t).Zμ(X
′, t).

When μ = ν (counting k-points), one recovers the Hasse-Weil zeta function.
When k = C and μ = χc (Euler characteristic), Zμ(X, t) = (1 − t)−χc(X)

(MacDonald).
The universal case (the Kapranov zeta function) corresponds to μ = id. When

k = Q, one can reduce X modulo p >> 0 and count Fp-points of the reduction.
The Kapranov zeta function then specializes to the Hasse-Weil zeta function of the
reduction, and thus may be seen as some kind of interpolation of these Hasse-Weil
zeta functions when p varies.

See [19] for further discussion in the perspective of motivic integration.

2.4. The Kapranov zeta function of a curve. Let us assume that X is a
smooth projective curve of genus g, defined over the field k. The Kapranov zeta
function

(2.12) Zμ(X, t) :=

∞∑
0

μ[SnX] tn

has the same features as the usual Hasse-Weil zeta function:

13for X quasiprojective, say, in order to avoid difficulties with symmetric powers
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2.4.1. Proposition. [26]

(2.13) Zμ(X, t) =
Pμ(X, t)

(1− t)(1− Lt)

where Pμ is a polynomial of degree 2g, and one has the functional equation

(2.14) Zμ(X, t) = Lg−1t2g−2Zμ(X,L−1t−1).

Sketch of proof of (2.13) (assuming for simplicity that X has a k-rational point
x0): the mapping

Xn → J(X), (x1, . . . , xn) → [x1] + · · ·+ [xn]− n[x0]

factors through SnX → J(X), which is a projective bundle if n ≥ 2g − 1.
Moreover, one has an injection

Sn(X) ↪→ Sn+1(X), x1 + · · ·+ xn → x0 + x1 + · · ·+ xn

and the complement of its image is a vector budle of rank n + 1 − g over J(X).
This implies [Sn+1(X)] − [Sn(X)] = [J(X)]Ln+1−g hence, by telescoping, that
Zμ(X,T )(1− T )(1− LT ) is a polynomial of degree ≤ 2g. �

When k is a finite field, the Hasse-Weil zeta function of X can also be written
in the form

(2.15) Z(X, t) =
∑
D≥0

tdegD (sum over effective divisors)

(2.16) =
∑
L

h0(L)q. tdegL (sum over line bundles),

where one uses the standard notation nq = 1 + q + · · ·+ qn−1.
R. Pellikan [31] had the idea to substitute, in this expression, q by an indeter-

minate u. He proved that

(2.17) Z(X, t, u) :=
∑
L

h0(L)u. tdegL

is a rational function of the form P (X,t,u)
(1−t)(1−ut) .

Finally, F. Baldassarri, C. Deninger and N. Naumann [6] unified the two gener-
alizations (2.12) (Kapranov) and (2.17) (Pellikaan) of the Hasse-Weil zeta function
(2.15) by setting:

(2.18) Zμ(X, t, u) :=
∑
n,d

[Picdn]nu. t
d ∈ R[[t, u]]

(where Picdn classifies line bundles of degree d with h0(L) ≥ n, and nu = 1 +
u+ · · ·+ un−1), and they proved that this is again a rational function of the form
Pμ(X,t,u)

(1−t)(1−ut) .

One thus has a commutative diagram of specializations

Zμ(X, t)
u �→q

↗
μ �→ν

↘
Zμ(X, t, u) Z(X, t).

μ �→ν

↘
u �→q

↗
Z(X, t, u)
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On the other hand, M. Larsen and V. Lunts investigated the Kapranov zeta
function of products of curves.

2.4.2. Proposition. [28][29] If X is a product of two curves of genus > 1,
Zμ(X, t) is not rational for μ = id.

In the sequel, following [2, 13.3], we remedy this by working with a μ which
is “sufficiently universal”, but for which one can nevertheless hope that Zμ(X, t) is
always rational. Namely, we work with μc (cf. (2.8)): in other words, we replace
the ring of varieties by the K-ring of pure motives.

2.5. Motivic zeta functions of motives. Thus, let us define, for any pure
motive M over k (with rational coefficients), its motivic zeta function to be the
series

(2.19) Zmot(M, t) :=

∞∑
0

[SnM ].tn ∈ K0(M(k))[[t]].

One has

Zmot(M ⊕M ′, t) = Zmot(M, t) · Zmot(M
′, t).

2.5.1. Proposition. [2, 13.3] If M is finite-dimensional in the sense of
Kimura-O’Sullivan (i.e. M = M+ ⊕ M−, SnM− =

∧n M+ = 0 for n >> 0),
then Zmot(M, t) is rational.

(This applies for instance to motives of products of curves - and conjecturally
to any motive).

Moreover, B. Kahn [25] (cf. also [24]) has established a functional equation of
the form

(2.20) Zmot(M
∨, t−1) = (−1)χ+(M) · detM · tχ(M) · Zmot(M, t)

(where detM =
∧χ+ M+ ⊗ (S−χ−M−)

−1).

2.6. Motivic Artin L-functions. One can play this game further. Hasse-
Weil zeta functions of curves can be decomposed into (Artin) L-functions. A.
Dhillon and J. Minác upgraded this formalism at the level of motivic zeta functions
[21].

Starting in slightly greater generality, let V be a Q-vector space of finite di-
mension. To any pure motive M , one attaches another one V ⊗M , defined by

Hom(V ⊗M,M ′) = HomF (V,Hom(M,M ′)).

Let G be a finite group acting on M , and let ρ : G → GL(V ) be a homomorphism.
The motivic L-function attached to M and ρ is

(2.21) Lmot(M,ρ, t) := Zmot((V ⊗M)G, t).

This definition extends to characters χ of G (that is, Z-linear combinations
of ρ’s), and gives rise to a formalism analogous to the usual formalism of Artin
L-functions. Namely, one has the following identities in K0(M(k))(t):

(2.22) Lmot(M,χ+ χ′, t) = Lmot(M,χ, t) · Lmot(M,χ′, t)

(2.23) Lmot(M,χ′, t) = Lmot(M, IndGG′χ′, t)
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(for G′ a subgroup of G),

(2.24) Lmot(M,χ′′, t) = Lmot(M,χ, t)

(G′ � G, χ coming from a character χ′′ of G/G′),

(2.25) Zmot(M, t) =
∏
χ irr.

Lmot(M,χ, t)χ(1).

2.6.1. Example. Let X be again a smooth projective curve, and let G act on
X. Then G acts on the motive h(X) of X via (g∗)−1. By definition Lmot(X,χ, t)
is the motivic L-function of h(X).

If k is finite, ν(Lmot(X,χ, t)) is nothing but the Artin non-abelian L-function
L(X,χ, t), defined by the formula (where F denotes the Frobenius)

logL(X,χ, t) =
∑

νn(X)
tn

n
, νn(X) =

1


G

∑
χ(g−1)
F ix(gFn).

This leads to the definition of motivic Artin symbols and to a motivic avatar of
Chebotarev’s density theorem [21].

2.7. The class of the motive of a semisimple group G. Let G be a
connected split semisimple algebraic group over k. Let T ⊂ G be a maximal torus
(of dimension r), with character group X(T ). The Weyl group W acts on the
symmetric algebra S(X(T )Q)), and its invariants are generated in degree d1, . . . , dr
(for G = SLn, one has d1 = 2, . . . , dr = n).

One has the classical formulas

(2.26) (t− 1)r
∑
w∈W

t�(w) =

r∏
1

(tdi − 1),
∑

di =
1

2
(dimG+ r).

K. Behrend and A. Dhillon gave the following generalization of formula (2.3)
for [SLn].

2.7.1. Proposition. In K0(V ar(k))[L−1] or K0(M(k)), one has

(2.27) [G] = LdimG
r∏
1

(1− L−di).

(In K0(M(k)), it is preferable to write [Q(m)] instead of L−m).
Sketch of proof: let B be a Borel subgroup, U its unipotent radical. Then [G] =

[G/B] · [T ] · [U ] (in K0(V ar(k)) or K0(M(k))). On the other hand, one computes

easily [U ] = L
1
2 (dimG−r), [T ] = (L − 1)r, and using the Bruhat decomposition,

[G/B] =
∑

w∈W L�(w). Combining these formulas with (2.26), one gets (2.27). �

2.7.2. Remark. With proper interpretation, (2.27) can be reformulated as a
formula for the class of the classifying stack of G-torsors over k, in a suitable
localization of K0(M(k)):

(2.28) [BG] = [G]−1 = [Q(dimG)]
∏
i

(1− [Q(di)])
−1.

Here BG is understood as the Artin quotient stack [ Spec k/G]. The classes in
K0(M(k)) of such quotient stacks with linear stabilizers are well-defined, according
to [7]; the key point is that for any connected linear algebraic group G and any
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G-torsor P → X, one has the relation [P ] = [X] · [G] in the K-group of Voevodsky
motives (cf. [7, app. A]), which coincides with K0(M(k)) according to [16].

2.8. G-torsors over a curve X, and special values of Zmot(X). Let us
now look at G-torsors not over the point, but over a smooth projective curve X of
genus g.

More precisely, let G be a simply connected split semisimple algebraic group
over k (e.g. SLn), and let BunG,X be the moduli stack of G-torsors on X (which
is smooth of dimension (g − 1). dimG).

This Artin stack admits an infinite stratification by pieces of the form
[Xi/GLni

], whose dimensions tend to −∞. According to Behrend and Dhillon
[7], this allows to define unambiguously the class

(2.29) [BunG,X ] :=
∑

[Xi][GLni
]−1

in a suitable completion of K0[M(k)] with respect to [Q(1)], taking into account
the fact that [GLn]

−1 = [BGLn] = Q(n2) · (1 + · · · ) ∈ Z[[Q(1)]].

2.8.1. Conjecture. (Behrend-Dhillon)

(2.30) [BunG,X ] = [Q((1− g). dimG)]
∏
i

Zmot(X, [Q(di)]).

This has to be compared with (2.28), where the di have the same meaning;. Note
that the special values Zmot(X, [Q(di)]) are well-defined since Zmot(X, t) is rational
with poles at 1 and [Q(1)] only.

2.8.2. Proposition. [7] The conjecture holds for X = P1 and any G, and for
G = SLn and any X.

Let us consider the case of SLn to fix ideas (cf. [20]), and comment briefly on
some specializations of the motivic formula (2.30).

1) For k = C, μ = χc, the formula specializes to a formula for the Euler
characteristic of BunG,X , which can be established via gauge theory à la Yang-
Mills (Atiyah-Bott [5], see also Teleman [34]).

More precisely, H∗(BunG,X) ∼= H∗(G)⊗2g ⊗H∗(BG)⊗H∗(ΩG).

2) For k = Fq, μ = ν (counting points), the formula specializes to a formula
for the number of k-points of BunG,X (Harder, cf. [23]).

More precisely, BunG,X can be viewed as the transformation groupoid of

G(K) on G(AK)/K, for K = k(X), K =
∏

x G(ÔX,x); so that 
BunG,X(k) =

vol(G(K)\G(AK))
vol(K) . One has vol(K) = q(1−g).(n2−1)

n∏
2

ζK(i)−1, and the Tamagawa

number vol(G(K)\G(AK)) is 1, whence

(2.31) 
BunG,X(k) = q(g−1).(n2−1)
n∏
2

ζK(i).

In the last section of [5], one finds a precise comparison between the Morse-
Yang-Mills approach to the cohomology of BunG,X and the (Harder-Narasimhan)
arithmetic approach via the computation of the number of points modulo primes p,
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followed by some interesting speculation. The (Behrend-Dhillon) motivic approach
goes one step forward in this direction.
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Algebra for Quantum Fields

Dirk Kreimer

Abstract. We give an account of the current state of the approach to quan-
tum field theory via Hopf algebras and Hochschild cohomology. We empha-
size the versatility and mathematical foundations of this algebraic structure,
and collect algebraic structures here in one place which are either scattered
throughout the literature, or only implicit in previous writings. In particular

we point out mathematical structures which can be helpful to further develop
our mathematical understanding of quantum fields.

Introduction

Acknowledgments. It is a pleasure to thank my former students Christoph
Bergbauer, Kurusch Ebrahimi-Fard and Karen Yeats for discussions and advice.

The reason for QFT. What is quantum field theory (QFT) about? For that
matter, what is quantum physics about? The answer, given with the necessary
grain of pragmatism, is simple: sum over all histories connecting a chosen initial
state with a particular final state. Square that complex-valued sum.

Various attempts had been made to make this paradigm precise: the desired
“sum over histories” has not yet reached its final form though, and mathematicians
are still, and rightfully so, baffled by QFT.

Physicists have created myriads of examples meanwhile where one can stretch
one’s mind and flex one’s muscles on what is usually called the path integral.
Many results point to rather fascinating structures, carefully formulated in a self-
consistent way. A mathematical definition of said path integral beyond perturbaton
theory is lacking though, leaving the author with considerable unease.

Early on, it was recognized that the desired Green functions in field theory are
constrained by quantum equations of motion, the Dyson–Schwinger equations. The
latter suffer from short-distance singularities, leading to the need for renormaliza-
tion.

It took us physicists a while to learn how to handle this routinely, and in a
mathematically consistent way. Progress was made by elaborate attempts at low
orders of perturbation theory, and the above equations of motion took a backseat in
contemporary physics, while formal approaches starting from the functional integral
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(constructive methods) typically failed to come to conclusions for renormalizable
theories, which remain theories of prime interest.

Meanwhile, perturbative renormalization was embarrassingly effective in de-
scribing reality, and kept QFT, understood as an expansion in Feynman graphs,
in its role as the best-tested and most-used workhorse in the stables of theoretical
physics. It is commonly denied the status of being a theory these days though, as
at the moment of writing it is not yet defined in mathematically satisfying terms.

It is a personal belief of the author that this is not testimony for bigger (read
extended) things hiding behind local quantum fields, but rather testimony to the
subtlety by which nature hides its concepts.

On an optimistic note, I indeed believe that the clear mathematical understand-
ing we have now of the practice of perturbative renormalization paves the way for
a mathematically consistent approach to QFT which bridges the gap between what
practitioners of QFT have learned, and what is respectable mathematics.

The approach exhibited in the following is based solely on the representation
theory of the Poincaré group and the requirement that interactions are local.

Before we start, let me emphasize that here is not the place to comment in
detail on progress with analytic aspects.

Still, let me mention two encouraging developments: non-perturbative aspects
can now be studied using Dyson–Schwinger equations in a much more effective
manner [29, 31, 32, 3, 4], and the relation to periods and motivic theory became
a (little!) bit clearer in collaboration with Esnault and Bloch [10, 11].

In particular, Feynman integrals are periods [2, 17, 10, 11] (considered as a
function of masses and external momenta, they are periods when those parameters
take rational values [13], though a much better argument should be made for the
Taylor coefficients in the expansion in such variables).

Better still, these periods are interesting: in a suitable parametric representa-
tion based on edge variables Ae for edges e [10, 9, 11], they appear as periods of
the mixed Hodge structure on the middle-dimensional cohomology

H2m−1(P\YΓ, B\B ∩ YΓ)

constructed from blow-ups P → · · · → P2m−1 which separate the boundary of the
chain of integration (contained in Δ = ∪e∈E(Γ)Ae = 0) from the singularities of the
graph hypersurface XΓ, with YΓ the strict transform of XΓ and B the inverse image
of Δ.

For example, the complete graph on four vertices (a contribution to the vertex
function of φ4 theory) has a period 6ζ(3) contained in ζ(3)Q, [10, 9]. Such results
have been recently extended by Dzimitry Doryn [21].

Now back to the underlying algebraic structures. Let’s first get edges and
vertices for our graphs.

1. Free QFT, interacting QFT

Classical geometry does not rule the day when it comes to quantum fields.
Much to the contrary, the often beautiful classical geometry of fields, gauge fields
in particular, must emerge as a classical limit of quantum field theory. Hence
we speak about QFT without us taking recourse to classical fields. We ignore
the geometry of the classical spacetime manifold over which we want to construct
QFT, and just remember that it has a four-dimensional tangent and cotangent
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space locally, isomorphic to flat Minkowski space. It is over such local fibres that
one formulates QFT.

Our first concern is to understand the elementary amplitudes which we use to
describe the observable physics which results from quantum field theory.

They come in two garden varieties: amplitudes for propagation, and ampli-
tudes for scattering. The former are provided by free quantum field theory: free
propagators, in momentum space, are obtained as the inverse of the free covariant
wave equations. Hence, for Minkowski space, it is Wigner’s representation theory
of the Lorentz and Poincaré groups which rules the day, providing us with free
propagators for massless and massive bosons and fermions.

The latter, amplitudes for scattering, are again provided by the representation
theory of the Poincaré group, augmented by the requirement for locality.

Let us look at a simple example to see how this comes about. Assume we take
from free quantum fields the covariances for a free propagating electron, positron
and photon. Assume we want to couple these in a local interaction. Representation
theory tells us that this interaction will have to transform as a Lorentz vector vμ,
coupling the spin-one photon to a spin-1/2 electron and positron. Also, knowing
the scaling weights of free photons, electrons and positrons as determined from
the accompanying free field monomials, such a vertex itself must have zero scaling
weight, as the scaling weights of those monomials add up to the dimension of
spacetime. Indeed,

[ψ̄∂/ψ] = 4 ⇒ [ψ̄] = [ψ] = 3/2,(1)

1

4
[F 2] = 4 ⇒ [A] = 1,(2)

(3) [vμψ̄Aμψ] = 4 ⇒ [vμ] = 0.

So what would be the Feynman rule, in momentum space say, for such an
amplitude? If the electron has momentum p1, the positron momentum p2, and the
photon momentum q = −p1 − p2, the vertex can be a linear combination of twelve
invariants

(4) vμ = c1γμ + c2
qμq/

q2
+ · · · .

But if we have to have a local theory, any graph for a quantum correction for
the unknown vertex built from that unknown vertex and the known propagators
will be, by a simple powercounting exercise – we know the scaling weight of our
unknown vertex at least – logarithmically divergent.

If we are to absorb this logarithmic divergence by a local counterterm, this
gives us information on the desired Feynman rule. Let us work it out. To keep the
example simple, let us assume we suspect that the vertex is of the form

(5) vμ = vμ(q) = c1γμ + c2
qμq/

q2
.

Let us consider the one-loop 1PI graph –the lowest order quantum correction– to
find the sought after Feynman rule.
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With three vertices in the graph we have 23 = 8 integrals to do which appear
in the limit

lim
Λ→+∞

1

lnΛ
Φ
( )

∼ lim
Λ→+∞

1

lnΛ

∫ Λ

−Λ

vα(k)
1

k/
vμ(k)

1

k/
vβ(k)Dαβ((k + q)2)d4k

= f(c1, c2)γμ.

In a local theory, the coefficient of lnΛ from the integral must be proportional to
the desired vertex. Hence, dividing and taking the limit, we confirm that the term
∼ qμq/ vanishes like 1/ ln Λ in all eight terms. We hence conclude c2 = 0, and this
gives a good idea how locality is needed for quantum field theory to stabilize at
dintinguished Feynman rules in a self-similar manner. The same result would have
been obtained if we had done the example with the full 123 terms of the full vertex,
as it must be for a renormalizable theory.

We also conclude that the price for Feynman rules determined by locality is
that we indeed pick up local short-distance singularities. That leaves us the freedom
to set a scale, which is no big surprise: looking only at quantum fields for a typical
fibre, the cotangent space, we hence miss the only parameter around to set a scale:
the curvature of the underlying manifold. The extension of such local notions to
the whole manifold awaits future understanding of quantum gravity. This might
well start from understanding how gravity with its peculiar powercounting behaves
as a Hopf algebra [26].

Let us now proceed to see what comes with those edges and vertices as pre-
scribed above: graphs, obviously.

2. 1PI graphs, Hopf algebras

Having thus elementary scattering and propagation amplitudes available, we
can set up a quantum theory: we define incoming and outgoing asymptotic states,
and sum over all unobserved intermediate states. This is standard material for
a physicist, and we leave it to the reader to acquaint himself with the necessary
details on the LSZ formalism and other such aspects [45, 14, 12, 25].

While many textbooks on contemporary physics proceed using the path integral
to define Green functions for amplitudes, for connected amplitudes and for 1PI
amplitudes, we emphasize that these Green functions can be given a mathematically
precise meaning through the study of the Hopf algebra structure underlying the
graphs constructed from the representation theory mentioned above.1

So, having Feynman rules for edges and vertices, the above gives us Feynman
rules for n-PI graphs, graphs which do not disconnect upon removal of any n inter-
nal edges. Amplitudes for connected graphs are obtained from 1-PI Green functions
by connecting them via free covariances, and disconnected graphs finally by expo-
nentiation. It is for 1-PI graphs that the underlying algebraic structure of field
theory becomes fully visible.

The basic such algebraic structures then at our disposal are:
i) the Hopf and Lie algebras coming with such graphs,[40, 18, 19, 20]
ii) the corresponding Hochschild cohomology and the sub-Hopf algebras generated

1This might implicitly define the path integral, which has to be seen in future work. Too
often, in the authors opinion, the path integral is in the context of quantum field theory only
a reparametrization of our lack of understanding, giving undue prominence to the classical
Lagrangian.
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by the grading,[8, 23]
iii) the co-ideals corresponding to symmetries in the Lagrangian,[33, 43]
iv) the coradical filtration and Dynkin operators governing the renormalization
group and leading log expansion,[16, 30, 42]
v) the semi-direct product structure between superficially convergent and divergent
graphs, [19]
vi) and finally the core Hopf algebra [11, 27], suggesting co-ideals leading to re-
cursions à la Britto–Cachazo–Feng–Witten (BCFW) [15], showing that loops and
legs speak to each other in many ways: it is indeed the hope of the author that the
rather disparate structures we observe in experience with multi-loop vs multi-leg
expansions will combine finally in a common mathematical framework [28].

We omitted in this list Rota–Baxter algebras [22], which are useful for minimal
subtracton (MS) schemes but less so in renormalization schemes based on on-shell
or momentum space subtractions. The reader can find a detailed study of Rota–
Baxter algebras in the above-cited work of Ebrahimi-Fard and Manchon, while the
use of momentum space subtractions was exhibited recently beyond perturbation
theory in [31]. We also omit the algebraic structure of field theory in coordinate
space, see [5, 7, 6] for a clarification on how to connect it with the approach
described here.

In this contribution, we will mainly review combinatorial and algebraic aspects
developed in recent years. We include a few results only implicit in published work
so far. A summary of analytic and algebro-geometric achievements will have to be
given elsewhere.

Let us now illustrate these algebraic structures. For that we develop our muscles
on quantum electrodynamics (QED) graphs for the vertex, fermion and photon
selfenergy, up to two loops each. Here they are:

c
ψ̄A/ψ
1 = ,(6)

c
ψ̄A/ψ
2 = ++ + + + + + ,(7)

cψ̄ψ
1 = ,(8)

cψ̄ψ
2 = + + ,(9)

c
1
4F

2

1 = ,(10)

c
1
4F

2

2 = + + +

.(11)

2.1. The Hopf algebra. We define a family of Hopf algebras H. Each Hopf
algebra H ∈ H is generated by generators given by 1-PI graphs and its algebra
structure is given as the free commutative Q-algebra over those generators, with
the empty graph furnishing the unit I.

For a graph Γ, we let Γ[0] be the set of its vertices, Γ
[1]
int be the set of its internal

edges, and Γ
[1]
ext be the set of its external edges. Each edge is assigned an arbitrary

orientation (all physics is independent of that choice), so that we can speak of a

source s(e) and target t(e) for an edge e. For each internal edge e ∈ Γ
[1]
int, s(e) ∈ Γ[0]

and t(e) ∈ Γ[0]. We do not require that s(e) �= t(e). For each e ∈ Γ
[1]
ext, t(e) ∈ Γ[0]

but s(e) �∈ Γ[0].
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To each internal edge e we assign a weight w(e), to each vertex v we assign
similarly a weight w(v). We write

∑
w∈Γ w for the sum over all these edge and

vertex weights. Then, we define

(12) ω2n(Γ) := −2n|Γ|+
∑
w∈Γ

w.

Here, a grading |Γ| is used which is provided by the number of independent cycles
in a graph Γ, its lowest Betti number, and we hence write

(13) H = H0︸︷︷︸
QI

⊕

⎛
⎝ ∞⊕

j=1

Hj

⎞
⎠

︸ ︷︷ ︸
Aug(H)

.

So H is reduced to scalars off the augmentation ideal Aug(H). We let 〈Γ〉 be the
linear span of the generators.

We distinguish these Hopf algebras H = H2n by an even integer 0 ≤ 2n, n ∈ N.
They are all based on the same set of generators, hence have an identical algebra
structure. There are slight differences in their coalgebra structure though, as we
give them a coproduct depending on 2n:

(14) Δ2n(Γ) := Γ⊗ I+ I⊗ Γ +
∑

γ=
∏

i γi⊂Γ,ω2n(γi)≤0

γ ⊗ Γ/γ.

The sum is over all disjoint unions of 1-PI subgraphs γi such that for each γi,
ω2n(γi) ≤ 0. In the limit n → ∞, we hence obtain the core Hopf algebra Hcore with
coproduct

(15) Δcore(Γ) = Γ⊗ I+ I⊗ Γ +
∑

γ=
∏

i γi⊂Γ

γ ⊗ Γ/γ.

We also use the reduced coproducts

(16) Δ′
2n(Γ) :=

∑
γ=

∏
i γi⊂Γ,ω2n(γi)≤0

γ ⊗ Γ/γ.

This gives us a tower of quotient Hopf algebras [11]

(17) H0 ⊂ H2 ⊂ H4 ⊂ · · · ⊂ H2n · · · ⊂ Hcore.

In the following, we often omit the subscript 2n as it is either clear which integer
we speak about, or the statement holds for arbitrary 2n in an obvious manner.

Note that H0 is the trivial Hopf algebra in which every graph is primitive.
It is the free commutative and cocommutative bialgebra of polynomials in all its
generators ∈ 〈Γ〉. Fittingly, its use in zero-dimensional field theory is an excellent
tool to count graphs [1].

For any other such H2n ∈ H, n < ∞, we find that the Hopf algebra decomposes
into a semi-direct product

(18) H2n = Hren
2n ×Hab

2n,

where Hren
2n is generated by graphs Γ such that ω2n(Γ) ≤ 0 and Hab

2n is the abelian
factor generated by graphs such that ω2n(Γ) > 0. See [19].

Let us explain the above tower a bit more. The core Hopf algebra allows us to
shrink any 1-PI subgraph γi to a point, and hence is built on graphs with internal
vertices of arbitrary valence, coupling an arbitrary numbers of edges and all types of
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edges for which we had free covariances. Again, locality and representation theory
provide for such vertices Feynman rules as before, which are in general a sum over
all local operators which are in accordance with the quantum numbers of those
covariances. We can distinguish those operators by labeled vertices, which does not
hinder us from setting up the Hopf algebra as before. For the core Hopf algebra,
all primitives which we find in the linear span 〈Γ〉 have degree one,

(19) Δ′
core(Γ) �= 0 ⇒ |Γ| > 1.

Note that for any chosen finite 2n, the results can be very different. A renor-
malizable theory is distinguished by the fact that for some finite n0,

(20) ω2n0
(Γ) = ω2n0

(Γ′), ∀Γ,Γ′ with res(Γ) = res(Γ′).

Here, res(Γ) is the map which assigns to a graph Γ the vertex obtained by shrinking
all internal edges to zero length. What remains is the external edges connected to
the same point. If the number of external edges is greater than two, this gives us
a vertex. If it is two, we identify those two connected edges to a single edge.

If such an n0 exists, we call 2n0 the critical dimension of the theory. Particle
physics so far is concerned with theories critical at n0 = 2, i.e. in four dimensions
of spacetime.

In such a case, all graphs with the same type of external edges evaluate to the
same result under evaluation by ω2n0

. ω2n0
(Γ) then takes values ∈ {−r0, . . . ,+∞},

where −r0 is the value achieved for vacuum graphs, and we obtain arbitrary positive
values on considering graphs with a sufficient number of external edges.

For n > n0, for any configuration of external edges we find, at sufficiently high
degree |Γ|, graphs such that ω2n(Γ) ≤ 0. The theory becomes non-renormalizable.

If n < n0, only a finite number of graphs fulfill ω2n(Γ) ≤ 0 and the theory is
super-renormalizable.

In any case, for a Hopf algebra H2n, continuing our appeal to self-similarity,
we consider graphs made out of vertices such that ω2n(Γ) ≤ 0. This defines a Hopf
algebra Hren

2n . Graphs made out of such vertices but with sufficiently many external
edges such that ω2n(Γ) > 0 then provide a semi-direct product H2n = Hren

2n ×Hab
2n.

This Hopf algebra is a quotient of the core Hopf algebra, eliminating any graph
with undesired vertices.

So, already at this elementary level, there is a nice interplay between the
above-mentioned representation theory of the Lorentz and Poincaré groups and
such towers of Hopf algebras, as it is this representation theory which determines
the covariances and their possible local vertices, and hence the quotient algebras
we get.

Let us now continue to list the other structural maps of these Hopf algebras.
An antipode:

(21) S(Γ) = −Γ−
∑
γ⊂Γ

S(γ)Γ/γ.

A counit ē : H → Q and unit E : Q → H0 ⊂ H:

(22) ē(qI) = q, ē(X) = 0, X ∈ Aug(H), E(q) = qI.
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Finally, an example:

Δ

(
++ + + + + +

)
= 3 ⊗

+2 ⊗ + ⊗ .

As a final remark, note that there are many more quotient Hopf algebras, by re-
stricting generators to planar, or parquet, or whatever graphs.

Also, we will find all the Hopf algebras needed for an operator product expan-
sion as quotient Hopf algebras, using that, for monomials (in operator-valued fields
and their derivatives) Oa,Ob, the expansion of vacuum expectation values (vev’s)
of products of two monomials at different spacetime points x, y into localized field
monomials

(23) 〈Oa(x)Ob(0)
∏
i

Odi
(yi)〉 =

∑
c

Cc
ab(x) 〈Oc(0)

∏
i

Odi
(yi)〉,

(for |x| < |yi| ∀i and suitable (generalized) functions on spacetime Cc
ab determined

only by the operators labelled a, b, c) proceeds on a set of graphs having as local
vertices the tree-level vev’s of the operators Oc, again in accordance with Wigner’s
representation theory. Note that all such vertices appear naturally in the core Hopf
algebra (as we have quotients Γ/γ), and hence the core Hopf algebra is the endpoint
in this tower of Hopf algebras, which allows us to formulate a full field algebra in
the sense of operator product expansions. In passing, we mention that the operator
product expansion has a connection to vertex algebras as recently established by
Hollands and Olbermann [24].

Such expansions in the core Hopf algebra also then underlie any study of
the renormalization group flow in the sense of Wilson from the Hopf algebraic
viewpoint. Let us finish this section with a cautionary remark: the difference
between Minkowski or Euclidean signature is rather irrelevant for most combinato-
rial considerations below. It is crucial though in the operator product expansions,
where the set of operators Oc above needs much more careful consideration in the
Minkowskian case for expansions on the lightcone.

2.2. The Lie algebra L such that U∗(L) = H. As a graded commutative
Hopf algebra ([35]), any H ∈ H can be regarded as the dual U∗(L) of the universal
enveloping algebra U(L) of a Lie algebra L. The tower H of quotient Hopf algebras
H2n corresponds to a tower L of sub-Lie algebras L2n. We write for each L ∈ L,

(24) U(L) = QI⊕ L⊕
( ∞⊕

k=2

L⊗̂k

)
,

where ⊗̂k
indicates the symmetrized k-fold tensor product of L as usual for an

universal enveloping algebra, obtained by dividing the tensor algebra L⊗k

by the
ideal l1 ⊗ l2 − l2 ⊗ l1 − [l1, l2] = 0.

We manifest the duality by a pairing between generators of L and generators
of H,

(25) (Zγ ,Γ) = δγ,Γ,

the Kronecker pairing. It extends to U(L) thanks to the coproduct.
There is an underlying pre-Lie algebra structure:

(26) [ZΓ1
, ZΓ2

] = ZΓ1
⊗ ZΓ2

− ZΓ2
⊗ ZΓ1
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with

(27) [ZΓ1
, ZΓ2

] = ZΓ2�Γ1−Γ1�Γ2
.

Here, Γi 	 Γj sums over all ways of gluing Γj into Γi, which can be written as

(28) Γi 	 Γj =
∑
Γ

n(Γi,Γj ,Γ)Γ.

For any Γ ∈ H, we have

(29) ([ZΓ1
, ZΓ2

],Γ) = (ZΓ1
⊗ ZΓ2

− ZΓ2
⊗ ZΓ1

,Δ(Γ)),

for consistency.
With such section coefficients n(Γi,Γj ,Γ) we then have

(30) Δ(Γ) =
∑
h,g

n(h, g,Γ)g ⊗ h.

The (necessarily finite, as Δ respects the grading) sum is over all graphs h including
the empty graph and all monomials in graphs g.

Note that we can regard a graph Γ obtained by inserting Γj into Γi as an
extension

(31) 0 → Γj → Γ → Γi → 0.

A proper mathematical discussion of this idea has been given recently by Kobi
Kremnizer and Matt Szczesny [34].

2.3. Hochschild cohomology. The Hochschild cohomology is encaptured by
non-trivial one-cocycles Bγ

+ : H → Aug(H). The one-cocycle condition (see [8])
means

(32) bBγ
+ = 0 ⇔ ΔBγ

+(X) = Bγ
+(X)⊗ I+ (id⊗Bγ

+)Δ(X).

We define ∀γ ∈ 〈Γ〉, such that Δ′(γ) = 0, linear maps

(33) Bγ
+(X) :=

∑
Γ∈〈Γ〉

bij(γ,X,Γ)

|X|∨
1

maxf(Γ)

1

(γ|X)
Γ.

Here, the sum is over the linear span 〈Γ〉 of generators of H. Furthermore,
i) maxf(Γ) is the number of maximal forests of Γ defined as the integer

(34) maxf(Γ) =
∑

p,γ∈〈Γ〉,Δ′(p)=0

(Zγ ,Γ
′)(Zp,Γ

′′),

(we used Sweedler’s notation Δ(Γ) = Γ′ ⊗ Γ′′)
ii) |X|∨ is the number of distinct graphs obtained by permuting external edges of
a graph,
iii) bij(γ,X,Γ) is the number of bijections between the external edges of X and
half-edges of γ such that Γ results,
iv) and (γ|X) is the number of insertion places for X in γ.
Finally, for any r which can appear as a residue res(Γ), we define

(35) Br;k
+ =

∑
res(γ)=r,|γ|=k

1

Aut(γ)
Bγ

+,

which sums over all Bγ
+ with a specified external leg structure and loop number,

weighted by the rank Aut(γ) of their automorphism groups.
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We want to understand these notions. We will do so by going through an
example (see [33] for a more thorough exploration):

(36) Γ = + + + .

We will investigate

(37) B+

( )
=?

and

(38) B+

(
+

)
=?

Let us start with (37). We have

(39)
∣∣ ∣∣

∨ = 1.

As fermion lines are oriented and hence all external edges distinguished, we can-
not permute external edges and obtain a different graph contributing to the same
amplitude. Now let us count the bijections.

(40) bij
(

, , X
)
= 1,

for all

X ∈
{

, , ,

}
.

Indeed, to glue the argument X of Bγ
+(X) into γ, we identify the factors X =

∏
i γi.

The multiset res(γi) identifies a number of edges and vertices. From the internal
edges and vertices of γ we choose a corresponding set m which contains the same
type and number of internal edges and vertices.

We then consider the external edges of elements γi of X and count bijections
between this set and the similar set defined from m. Summing over all choices of
m and counting all bijections at a given m such that Γ is obtained gives bij by
definition. In the example, there is a unique such bijection for each of the four
different graphs X.

(41)
(

|
)
= 4.

This counts the number of insertion places. has two internal vertices and
two internal edges, hence four possible choices of an insertion place.

Next, the maximal forests: we count the number of different subsets γ of 1PI
subgraphs such that Γ/γ is a primitive element, Δ′(Γ/γ) = 0.

(42) maxf (X) = maxf

( )
= 2,

for any of the four graphs X as above. For each of the four graphs there are two
such possibilities. We indicate them in a way which makes the underlying tree
structure ([40, 18]) obvious:

(43) .
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This is one major asset of systematically building graphs from images of Hochschild
closed one-cocycles: it resolves for us overlapping divergences into rooted trees.

Let us now collect:

B+

( )
=(44)

=
1

8

(
+ + +

)
.(45)

The reader will notice that this fails to satisfy the desired cocycle property. To
understand the reason for this failure and the solution to this problem, we turn to
(38). We have

(46)
∣∣∣

∣∣∣
∨
=

∣∣∣
∣∣∣
∨
= 1,

as before.

bij
(

, , X
)

= 1,(47)

bij
(

, , X
)

= 1,(48)

where X can still be any of the four graphs defined above.
Next,

(49)
(

|
)
= 2 =

(
|

)
.

There are now two insertion places for the vertex graph to be inserted into the
one-loop photon selfenergy graph.

The maximal forests remain unchanged as we are generating the same graphs
X in the two examples. Hence

B+

(
+

)
=(50)

=
1

4

(
+ + +

)
.(51)

Again, this fails to satisfy the cocycle property. But let us now consider

B+

(
4 + 2

(
+

))
(52)

=

(
+ + +

)
.(53)

We see that with these weights we do fulfill the cocycle condition. For this, it
is actually sufficient that the ratio of the weights is two-to-one. Taking those
weights to be four and two gives the result with the proper weights needed in the
perturbative expansion of the photon propagator. It was a major result of [33]
that these weights always work out in field theory such that we do have the desired
perturbative expansion and cocycle properties. So while the maps Bγ

+ are one-
cocycles for Hopf algebras generated by suitable subsets of graphs, one finds that

the maps Br;k
+ are proper cocycles for a Hopf algebra generated by sums of graphs

with given external leg structure and loop number.
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So, working out

(54) B+

( )
=

1

2
,

and

(55) B+

( )
=

1

2
+ ,

we indeed confirm

(56) ΔB+ (X) = B+ (X)⊗ I+

(
id⊗B+

)
Δ(X),

for

(57) X = 4 + 2

(
+

)
.

We will understand soon how the weights 4 and 2 in (53) come about.
As a final exercise the reader might finally wish to confirm

B+

(
2 + 2

)
= + + +

,(58)

ΔB+

(
2 + 2

)
= B+

(
2 + 2

)
⊗ I

+

(
id⊗B+

)
Δ
(
2 + 2

)
.

To put it shortly:

(59) B
1
4F

2;1
+ (2c

ψ̄A/ψ
1 + 2c1ψ̄ψ) = c

ψ̄A/ψ
2 ,

where we indicated the residue res( ) of the one-loop primitive graph
by its corresponding monomial 1

4F
2 in the Lagrangian of QED, and there is indeed

only one primitive at first loop order,

(60) B
1
4F

2;1
+ = B+ .

2.4. Sub-Hopf algebras. In the example above, we looked at the sum of all
1-PI graphs contributing to a chosen amplitude r at a given loop order k . This
gives us Hopf algebra elements crk ∈ Hk as particular linear combinations of degree-
homogeneous elements. Such Hopf algebra elements generate a sub-Hopf algebra.
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For example in QED we have

Δ′(c
ψ̄A/ψ
k ) =

k−1∑
j=1

[
(2(k − j) + 1)c

ψ̄A/ψ
j + 2(k − j)cψ̄ψ

j + (k − j)c
1
4F

2

j

]
(61)

⊗c
ψ̄A/ψ
k−j + terms nonlinear on the lhs

Δ′(cψ̄ψ
k ) =

k−1∑
j=1

[
(2(k − j))c

ψ̄A/ψ
j + (2(k − j)− 1)cψ̄ψ

j + (k − j)c
1
4F

2

j

]
(62)

⊗cψ̄ψ
k−j + terms nonlinear on the lhs

Δ′(c
1
4F

2

k ) =
k−1∑
j=1

[
(2(k − j))c

ψ̄A/ψ
j + (2(k − j)− 1)cψ̄ψ

j + (k − j)c
1
4F

2

j

]
(63)

⊗c
1
4F

2

k−j + terms nonlinear on the lhs.

We omit to give explicit expressions for the terms nonlinear on the lhs of the co-
product. They are not really needed, as we will soon see when we study the Dynkin
operator. Similar to these sub-Hopf algebras, one can determine the corresponding
quotient Lie algebras.

2.5. Co-ideals. Often, sub-Hopf algebras like the above only emerge when
divided by suitable co-ideals. An immediate application is a derivation of Ward–
Takahashi and Slavnov–Taylor identities in this context [33, 43]. Lifting the idea
of capturing relations between Green functions to the core Hopf algebra leads to
the celebrated BCFW recursion relations [28]. All this needs much further work.
The upshot is that dividing by a suitable co-ideal I, Feynman rules Φ : H → C can
be well-formulated as maps

(64) Φ : H/I → C.

Let us consider as an example (following van Suijlekom [44]) the ideal and
co-ideal I in QED given by

(65) ik := c
ψ̄A/ψ
k + cψ̄ψ

k = 0, ∀k > 0.

So, for example,

(66) i1 = + .

For I to be a co-ideal we need

(67) Δ(I) ⊂ (H ⊗ I)⊕ (I ⊗H).
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Let us look at Δ(i2) for an example:

Δ′

⎛
⎜⎜⎝ ++ + + + + + + + +

︸ ︷︷ ︸
∈I

⎞
⎟⎟⎠ =

+ ⊗
(

+
)

︸ ︷︷ ︸
∈H⊗I

+
(

+
)
⊗
(
2 +

)
︸ ︷︷ ︸

∈I⊗H

+ ⊗
(

+
)

︸ ︷︷ ︸
∈H⊗I

.

For a thorough discussion of the role of co-ideals and their interplay with Hochschild
cohomology in renormalization and core Hopf algebras, see [28] and references there.

2.6. Co-radical filtration and the Dynkin operator. For our graded com-
mutative Hopf algebras H there is a co-radical filtration. We consider iterations
[Δ′]k : H → Aug(H)⊗(k+1) of the map Δ′ : H → Aug(H) ⊗ Aug(H), and filter
Hopf algebra elements by the smallest integer k such that they lie in the kernel of
such a map. We can write the Hopf algebra as a direct sum over the corresponding
graded spaces H [j],

(68) H =

∞⊕
j=0

H [j].

Elements qI are in H [0], primitive elements are in H [1], and so on.
A Hochschild one-cocycle is now a map

(69) Bγ
+ : H [j] → H [j+1].

Note that for example in H [2],

(70) Bx
+(I)B

y
+(I) = Bx

+ ◦By
+(I) +By

+ ◦Bx
+(I),

with the difference between the lhs and the rhs being an element in H [1].
In [11] this was used to reduce the study of renormalization theory to the study

of flags of subdivergent sectors. This is closely connected to the Dynkin operator
[16, 30, 42]

(71) D : H → 〈Γ〉, D := S 	 Y = m(S ⊗ Y )Δ.

Here, Y (Γ) = |Γ|Γ for all homogeneous elements, extended by linearity.
Indeed, the above difference can be calculated as

D(Bx
+ ◦By

+(I) +By
+ ◦Bx

+(I)) = (|x|+ |y|)
(
Bx

+ ◦By
+(I) +By

+ ◦Bx
+(I)

−Bx
+(I)B

y
+(I)

)
.(72)

In physics, this leads to the next-to-leading log expansion, see [16], upon recognising
that the Feynman rules send elements in H to polynomials in suitable variables
L = ln q2/μ2, say, such that elements in H [k] are mapped to the terms ∼ Lk.

There is an interesting remark to be made concerning the fact that the Dynkin
operator vanishes on products. This allows for all things concerning renormalization
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(including for example the derivation of the renormalization group [20]) to rely on
a linearized coproduct

(73) Δlin := (Plin ⊗ id)Δ : H → H ⊗H,

with Plin : H → 〈Γ〉 the projector into the linear span of generators.
Obviously, this is not a coassociative map.

(74) (Δlin ⊗ id)Δlin �= (id⊗Δlin)Δlin.

To control this loss of associativity is a fascinating task on which we hope to report
in the future.

2.7. Unitarity of the S-matrix. A fact which will need much more attention
in the future from the viewpoint of mixed Hodge structures is the fact that Feynman
amplitudes are boundary values of analytic functions. We hence have dispersion
relations available, and can relate, in the spirit of the Cutkosky rules, branchcut
ambiguities to cuts on diagrams.

In particular, following the guidance of the core Hopf algebra whose primitives
are the one-loop cycles in the graph, the structure of the following matrix should
reveal the desired relation between Feynman amplitudes and (variations of) mixed
Hodge structures.

Actually, let us study a simple example where the renormalization Hopf algebra
suffices (as the extra co-graphs in the core Hopf algebra would all be tadpoles [27]):

= B+ ( ).(75)

Then, the two-particle cuts on Γ := are given by the two-particle cuts on

the primtives appearing in the one-cocycles:

(76) B+

( )
= + .

The whole imaginary part can be obtained from this plus the three-particle cut

.

This can be combined into a nice matrix MΓ which indeed suggests to study
the connection to mixed Hodge structures more deeply.

(77) M :=

⎛
⎜⎝

I 0 0

0

+

⎞
⎟⎠ .

In each column we cut one loop at a time, such that suitable linear combinations
of columns will express the branchcut ambiguities of the first column.

We hope that such matrices will come in handy in an attempt to deepen the
connection between Hodge theory and quantum fields, which started with the study
of limiting mixed Hodge structures and renormalization in a recent collaboration
between Spencer Bloch and the author [11]. While there it was the nilpotent orbit
theorem which was at work in the background, we hope that the reader gets an idea
from the above how we hope to further the connection to Hodge structures. This
hopefully succeeds in giving a precise mathematical backing to renormalizability
and unitarity simultaneously, a treat notoriously missing in all attempts at quantum
field theory (and gauge theories in particular) at present.
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2.8. Fix-point equations. Let us finish this paper by listing the final fix-
point equations (we give them for QED, and refer the reader to [33, 43, 28] for
the general case) which generate the whole Feynman graph expansion of QED. We
distinguish between the two formfactors of the massive fermion, mψ̄ψ for its mass
and ψ̄∂/ψ for its wave function renormalization. Let

(78) RQED := {ψ̄∂/ψ,mψ̄ψ, ψ̄A/ψ,
1

4
F 2}.

Then

(79) Xr(α) = I±
∞∑
k=1

αkBr;k
+ (Xr(α)Q2k(α)),

where we take the plus sign for r = ψ̄A/ψ and the minus sign otherwise, if r corre-
sponds to an edge. We let

(80) Q =
X ψ̄A/ψ

X ψ̄∂/ψ
√
X

1
4F

2
.

Upon evaluation by renormalized Feynman rules this delivers the invariant charge

of QED. The resulting maps Br;k
+ are Hochschild closed:

(81) bBi,K
+ = 0.

Dividing by the (co-)ideal I simplifies Q;

(82) Q =
1√

X
1
4F

2
.

See for example [31] for a far-reaching application of these techniques in QED.

Let us finally mention that upon adding suitable exact terms, Br;k
+ → Br;k

+ +

Lr;k
0 with Lr;k

0 = bφr,k, b being the Hochschild differential b2 = 0, φr,k : H → C,
we can capture the change of parameters in the Feynman rules by suitable such
coboundaries [41].
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Pseudodifferential Operators and Regularized Traces

Matthias Lesch

Abstract. This is a survey on trace constructions on various operator alge-
bras with an emphasis on regularized traces on algebras of pseudodifferential
operators. For motivation our point of departure is the classical Hilbert space
trace which is the unique semifinite normal trace on the algebra of bounded
operators on a separable Hilbert space. Dropping the normality assumption

leads to the celebrated Dixmier traces.
Then we give a leisurely introduction to pseudodifferential operators. The

parameter dependent calculus is emphasized and it is shown how this calculus
leads naturally to the asymptotic expansion of the resolvent trace of an elliptic
differential operator.

The Hadamard partie finie regularization of an integral is explained and
used to extend the Hilbert space trace to the Kontsevich-Vishik canonical trace
on pseudodifferential operators of non–integral order.

Then the stage is well prepared for the residue trace of Wodzicki-Guillemin
and its purely functional analytic interpretation as a Dixmier trace by Alain
Connes.

We also discuss existence and uniqueness of traces for the algebra of pa-
rameter dependent pseudodifferential operators; the results are surprisingly
different.

Finally, we will discuss the analogue of the regularized traces on the sym-
bolic level and study the de Rham cohomology of Rn with coefficients being
symbol functions. This generalizes a recent result of S. Paycha concerning the
characterization of the Hadamard partie finie integral and the residue integral
in light of the Stokes property.
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1. Introduction

Traces on an algebra are important linear functionals which come up in various
incarnations in various branches of mathematics, e.g. group characters, norm and
trace in field extensions, many trace formulas, to mention just a few.

On a separable Hilbert space H there is a canonical trace (tracial weight, see
Section 2) Tr defined on non–negative operators by

(1.1) Tr(T ) :=

∞∑
j=0

〈Tej , ej〉,

where (ej)j≥0 is an orthonormal basis. This is the unique semifinite normal trace
on the algebra B(H ) of bounded operators on H . In the 1930’s Murray and von

Neumann [MuvN36], [MuvN37], [vN40], [MuvN43] studied traces on weakly
closed ∗–subalgebras (now known as von Neumann algebras) of B(H ). They
showed that on a von Neumann factor there is up to a normalization a unique
semifinite normal trace.

Guillemin [Gui85] and Wodzicki [Wod84], [Wod87] discovered indepen-
dently that a similar uniqueness statement holds for the algebra of pseudodifferen-
tial operators on a compact manifold. The residue trace, however, has nothing to
do with the Hilbert space trace: it vanishes on trace class operators.

In the 60s Dixmier [Dix66] had already proved that the uniqueness statement
for the Hilbert space trace fails if one gives up the assumption that the trace is
normal.

In the late 80’s and early 90’s then the Dixmier trace had a celebrated comeback
when Alain Connes [Con88] proved that in important cases the residue trace
coincides with a Dixmier trace.

The aim of this note is to survey some of these results. We will not touch von
Neumann algebras, however, any further.

The paper is organized as follows:
In Section 2 our point of departure is the classical Hilbert space trace. We

give a short proof that it is up to a factor the unique normal tracial weight on the
algebra B(H ) of bounded operators on a separable Hilbert space H .

Then we reproduce Dixmier’s very elegant construction which shows that non–
normal tracial weights are abundant. We do confine ourselves however to those
Dixmier traces which will later turn out to be related to the residue trace.

Section 3 presents the basic calculus of pseudodifferential operators with pa-
rameter on a closed manifold.

In Section 4 we pause the discussion of pseudodifferential operators and look
at the problem of extending the Hilbert space trace to pseudodifferential operators
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of higher order. A pseudodifferential operator A of order < − dimM on a closed
manifold M is of trace class and its trace is given by integrating is Schwartz kernel
kA(x, y) over the diagonal

(1.2) Tr(A) =

∫
M

kA(x, x)dx.

We will show that the classical Hadamard partie finie regularization of integrals
allows to extend Eq. (1.2) to all pseudodifferential operators of non–integral order.
This is the celebrated Kontsevich-Vishik canonical trace.

Section 5 on asymptotic analysis then shows how the parameter dependent
pseudodifferential calculus leads naturally to the asymptotic expansion of the re-
solvent trace of an elliptic differential operator. For the resolvent of elliptic pseu-
dodifferential operators a refinement, due to Grubb and Seeley, of the parametric
calculus is necessary. Without going into the details of this refined calculus we
will explain why additional log λ terms appear in the asymptotic expansion of
Tr(B(P − λ)−N ) if B or P are pseudodifferential rather than differential opera-
tors. These log λ terms are at the heart of the noncommutative residue trace. The
straightforward relations between the resolvent expansion, the heat trace expansion
and the meromorphic continuation of the ζ–function, which are based on the Mellin
transform respectively a contour integral method, are also briefly discussed.

In Section 6 we state the main result about the existence and uniqueness of
the residue trace. We present it in a slightly generalized form due to the author
for log–polyhomogeneous pseudodifferential operators. A formula for the relation
between the residue trace of a power of the Laplacian and the Einstein–Hilbert
action due to Kalau–Walze [KaWa95] and Kastler [Kas95] is proved in an
example.

Then we give a proof of Connes’ Trace Theorem which states that on pseu-
dodifferential operators of order minus dimM on a closed manifold M the residue
trace is proportional to the Dixmier trace.

Having seen the significance of the parameter dependent calculus it is natural
to ask whether the algebras of parameter dependent pseudodifferential operators
have an analogue of the residue trace. Somewhat surprisingly the results for these
algebras are quite different: there are many traces on this algebra, however, there is
a unique symbol–valued trace from which many other traces can be derived. This
result resembles very much the center valued trace in von Neumann algebra theory.
Furthermore, in contrast to the non–parametric case the L2–Hilbert space trace
extends to a trace on the whole algebra. This part of the paper surveys results
from a joint paper with Markus J. Pflaum [LePf00].

Finally, in the short Section 7 we will discuss the analogue of the regularized
traces on the symbolic level and announce a generalization of a recent result of S.
Paycha concerning the characterization of the Hadamard partie finie integral and
the residue integral in light of the Stokes property. The result presented here allows
one to calculate de Rham cohomology groups of forms on Rn whose coefficients lie in
a certain symbol space. We will show that both the Hadamard partie finie integral
and the residue integral provide an integration along the fiber on the cone R∗

+×M
and as a consequence there is an analogue of the Thom isomorphism.

Acknowledgments. I would like to thank the organizers of the conference
on Motives, Quantum Field Theory and Pseudodifferential Operators for inviting
me to contribute these notes. Also I would like to thank the anonymous referee
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for taking his job very seriously and for making very detailed remarks on how
to improve the paper. I think the paper has benefited considerably from those
remarks.

2. The Hilbert space trace (tracial weight)

2.1. Basic definitions. Let H be a separable Hilbert space. Denote by
B(H ) the algebra of bounded operators on H . Let A be a C∗–subalgebra, that
is, a norm closed self–adjoint (a ∈ A ⇒ a∗ ∈ A ) subalgebra. It follows that A is
invariant under continuous functional calculus, e.g. if a ∈ A is non–negative then√
a ∈ A .
Denote by A+ ⊂ A the set of non–negative elements. A+ is a cone in the

following sense:

(1) T ∈ A+, λ ∈ R+ ⇒ λT ∈ A+,
(2) S, T ∈ A+, λ, μ ∈ R+ ⇒ λS + μT ∈ A+.

A weight on A is a map

(2.1) τ : A+ −→ R+ ∪ {∞}, R+ := [0,∞),

such that

(2.2) τ (λS + μT ) = λτ (S) + μτ (T ), λ, μ ≥ 0, S, T ∈ A+.

A weight is called tracial if

(2.3) τ (TT ∗) = τ (T ∗T ), T ∈ A+.

It follows from (2.3) that for a unitary U ∈ A and T ∈ A+

τ (UTU∗) = τ ((UT 1/2)(UT 1/2)∗) = τ ((UT 1/2)∗(UT 1/2)) = τ (T ).(2.4)

(2.2) implies that τ is monotone in the sense that if 0 ≤ S ≤ T then

(2.5) τ (T ) = τ (S) + τ (T − S) ≥ τ (S).

Remark 2.1. In the literature tracial weights are often just called traces. We
adopt here the convention of Kadison and Ringrose [KaRi97, Chap. 8].

We reserve the word trace for a linear functional τ : R −→ C on a C–algebra
R which satisfies τ (AB) = τ (BA) for A,B ∈ R. A priori a tracial weight τ is only
defined on the positive cone of A and it may take the value ∞. Below we will see
that there is a natural ideal in A on which τ is a trace.

2.1.1. The canonical tracial weight on bounded operators on a Hilbert space.
Let (ej)j∈Z+

be an orthonormal basis of the Hilbert space H ; Z+ := {0, 1, 2, . . .}.
For T ∈ B+(H ) put

(2.6) Tr(T ) :=

∞∑
j=0

〈Tej , ej〉.

Tr(T ) is indeed independent of the choice of the orthonormal basis and it is a tracial
weight on B(H ) (Pedersen [Ped89, Sec. 3.4]).
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2.1.2. Trace ideals. We return to the general set–up of a tracial weight on a
C∗–subalgebra A ⊂ B(H ). Put

(2.7) L 1
+(A , τ ) :=

{
T ∈ A+

∣∣ τ (T ) < ∞
}

and denote by L 1(A , τ ) the linear span of L 1
+(A , τ ). Furthermore, let

(2.8) L 2(A , τ ) :=
{
T ∈ A

∣∣ τ (T ∗T ) < ∞
}
.

Using the inequality

(S + T )∗(S + T ) ≤ (S + T )∗(S + T ) + (S − T )∗(S − T )

= 2(S∗S + T ∗T )
(2.9)

and the polarization identity

(2.10) 4T ∗S =
3∑

k=0

ik(S + ikT )∗(S + ikT )

one proves exactly as for the tracial weight Tr in [Ped89, Sec. 3.4]:

Proposition 2.2. L 1(A , τ ) and L 2(A , τ ) are two–sided self–adjoint ideals
in A .

Moreover for T, S ∈ L 2(A , τ ) one has TS, ST ∈ L 1(A , τ ) and

τ (ST ) = τ (TS).

The same formula holds for T ∈ L 1(A , τ ) and S ∈ B(H ).
In particular τ � L p(A , τ ), p = 1, 2, is a trace.

2.2. Uniqueness of Tr on B(H ). As for finite–dimensional matrix algebras
one now shows that up to a normalization there is a unique trace on the ideal of
finite rank operators.

Lemma 2.3. Let FR(H ) be the ideal of finite rank operators on H . Any trace
τ : FR(H ) −→ C is proportional to Tr � FR(H ).

Proof. Let P,Q ∈ B(H ) be rank one orthogonal projections. Choose v ∈
imP,w ∈ imQ with ‖v‖ = ‖w‖ = 1 and put

(2.11) T := 〈v, ·〉 w.

Then T ∈ FR(H ) and T ∗T = P, TT ∗ = Q. Consequently τ takes the same value
λτ ≥ 0 on all orthogonal projections of rank one.

If T ∈ FR(H ) is self–adjoint then T =
∑N

j=1 μjPj with rank one orthogonal
projections Pj . Thus

(2.12) τ (T ) = λτ

N∑
j=1

μj = λτ Tr(T ).

Since each T ∈ FR(H ) is a linear combination of self–adjoint elements of FR(H )
we reach the conclusion. �

The properties of Tr we have mentioned so far are not sufficient to show that
a tracial weight on B(H ) is proportional to Tr. The property which implies this
is normality :
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Proposition 2.4. 1. Tr is normal, that is, if (Tn)n∈Z+
⊂ B+(H ) is an

increasing sequence with Tn → T ∈ B+(H ) strongly then Tr(T ) = supn∈Z+
Tr(Tn).

2. Let τ be a normal tracial weight on B(H ). Then there is a constant
λτ ∈ R+ ∪ {∞} such that for T ∈ B+(H ) we have τ (T ) = λτ Tr(T ).

Remark 2.5. In the somewhat pathological case λ = ∞ the tracial weight τ∞
is given by

(2.13) τ∞(T ) =

{
∞, T ∈ B+(H ) \ {0},
0, T = 0.

In all other cases τ is semifinite, that means for T ∈ B+(H ) there is an increasing
sequence (Tn)n∈Z+

with τ (Tn) < ∞ and Tn ↗ T strongly. Here, Tn may be chosen
of finite rank.

Proof. 1. Let (ek)k∈Z+
be an orthonormal basis of H . Since Tn → T strongly

we have 〈Tnek, ek〉 ↗ 〈Tek, ek〉. The Monotone Convergence Theorem for the
counting measure on Z+ then implies

(2.14) Tr(T ) =

∞∑
k=0

〈Tek, ek〉 = sup
n∈Z+

∞∑
k=0

〈Tnek, ek〉 = sup
n∈Z+

Tr(Tn).

2. Let τ : B+(H ) −→ R+∪{∞} be a normal tracial weight. As in the proof of
Lemma 2.3 one shows that τ � FR(H ) = λτ Tr � FR(H ) for some λτ ∈ R+∪{∞}.

Choose an increasing sequence of orthogonal projections (Pn)n∈Z+
, rankPn =

n. Given T ∈ B+(H ) the sequence of finite rank operators (T 1/2PnT
1/2)n∈Z+

is
increasing and it converges strongly to T . Since τ is assumed to be normal we thus
find

τ (T ) = sup
n∈Z+

τ (T 1/2PnT
1/2)

= sup
n∈Z+

λτ Tr(T
1/2PnT

1/2) = λτ Tr(T ). �

Remark 2.6. The uniqueness of the trace Tr we presented here is in fact a
special case of a rich theory of traces for weakly closed self–adjoint subalgebras of
B(H ) (von Neumann algebras) due to Murray and von Neumann [MuvN36],
[MuvN37], [vN40], [MuvN43].

2.3. The Dixmier Trace. In view of Proposition 2.4 it is natural to ask
whether there exist non–normal tracial weights on B(H ). A cheap answer to this
question would be to define for T ∈ B+(H )

(2.15) τ (T ) :=

{
Tr(T ), T ∈ FR(H ),

∞, T �∈ FR(H ).

Then τ is certainly a non–trivial non–normal tracial weight on B(H ).
To make the problem non–trivial, one should ask whether there exists a non–

trivial non–normal tracial weight on B(H ) which vanishes on trace class operators.
This was answered affirmatively by J. Dixmier in the short note [Dix66]. We
briefly describe Dixmier’s very elegant argument.

Denote by K (H ) the ideal of compact operators. We abbreviate

(2.16) L p(H ) := L p(B(H ),Tr),
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see Section 2.1.2. A compact operator T is in L 1(H ) if and only if
∞∑
j=1

μj(T ) <

∞. Here μj(T ), j ≥ 1, denotes the sequence of eigenvalues of |T | counted with
multiplicity.

By L (1,∞)(H ) ⊃ L 1(H ) one denotes the space of T ∈ K (H ) for which

N∑
j=1

μj(T ) = O(logN), N → ∞.

For an operator T ∈ L (1,∞)(H ) the sequence

αN (T ) :=
1

log(N + 1)

N∑
j=1

μj(T ), N ≥ 1,

is thus bounded.

Proposition 2.7 (J. Dixmier [Dix66]). Let ω ∈ l∞(Z+ \ {0})∗ be a linear
functional satisfying

(1) ω is a state, that is, a positive linear functional with
ω(1, 1, . . . ) = 1.

(2) ω((αN )N≥1) = 0 if lim
N→∞

αN = 0.

(3)

(2.17) ω(α1, α2, α3, . . . ) = ω(α1, α1, α2, α2, . . . ).

Put for non–negative T ∈ L (1,∞)(H )

Trω(T ) := ω
(( 1

log(N + 1)

N∑
j=1

μj(T )
)
N≥1

)

=: lim
ω

1

log(N + 1)

N∑
j=1

μj(T ).

(2.18)

Then Trω extends by linearity to a trace on L (1,∞)(H ). If T ∈ L 1(H ) is of trace
class then Trω(T ) = 0 . Furthermore,

(2.19) Trω(T ) = lim
N→∞

1

log(N + 1)

N∑
j=1

μj(T ),

if the limit on the right hand side exists.
Finally, by putting Trω(T ) = ∞ if T ∈ B+(H ) \L (1,∞)(H ) one extends Trω

to B+(H ) and hence one obtains a non–normal tracial weight on B(H ).

Proof. Let us make a few comments on how this result is proved: First the
existence of a state ω with the properties (1), (2), and (3) can be shown by a fixed
point argument; in this simple case even Schauder’s Fixed Point Theorem would
suffice. Alternatively, the theory of Cesàro means leads to a more constructive
proof of the existence of ω, Connes [Con94, Sec. 4.2.γ].

Next we note that (1) and (2) imply that if (αN )N≥1 is convergent then
ω((αN )N≥1) = lim

N→∞
αN . Thus changing finitely many terms of (αN )N≥1 (i.e.
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adding a sequence of limit 0) does not change its ω–limit. Together with the posi-
tivity of ω this implies

(2.20) if αN ≤ βN for N ≥ N0 then ω((αN )N≥1) ≤ ω((βN )N≥1).

The previously mentioned facts imply furthermore

(2.21) lim inf
N→∞

αN ≤ ω((αN )N≥1) ≤ lim sup
N→∞

αN .

Now let T1, T2 ∈ L (1,∞) be non–negative operators and put

αN :=
1

log(N + 1)

N∑
j=1

μj(T1), βN :=
1

log(N + 1)

N∑
j=1

μj(T2),

γN :=
1

log(N + 1)

N∑
j=1

μj(T1 + T2).

(2.22)

Using the min-max principle one shows the inequalities

(2.23)

N∑
j=1

μj(T1 + T2) ≤
N∑
j=1

μj(T1) + μj(T2) ≤
2N∑
j=1

μj(T1 + T2),

cf. Hersch [Her61a, Her61b], thus

γN ≤ αN + βN ,(2.24)

αN + βN ≤ log(2N + 1)

log(N + 1)
γ2N .(2.25)

(2.24) gives ω((γN )N≥1) ≤ ω((αN )N≥1) + ω((βN )N≥1).
The proof of the converse inequality makes essential use of the crucial assump-

tion (2.17). Together with (2.25) and (2.20) we find

ω((αN )N≥1) + ω((βN )N≥1) ≤ ω(γ2, γ4, γ6, . . . )

= ω(γ2, γ2, γ4, γ4, . . . ),
(2.26)

so, in view of 2.7 (2), it only remains to remark that

lim
N→∞

(γ2N − γ2N−1) = 0.

Thus Trω is additive on the cone of positive operators. Since Trω(T ) depends
only on the spectrum, it is certainly invariant under conjugation by unitary opera-
tors. Now it is easy to see that Trω extends by linearity to a trace on L (1,∞)(H ).
The other properties follow easily. �

3. Pseudodifferential operators with parameter

3.1. From differential operators to pseudodifferential operators. His-
torically, pseudodifferential operators were invented to understand differential op-
erators. Suppose given a differential operator

(3.1) P =
∑
|α|≤d

pα(x) i
−|α| ∂

α

∂xα
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in an open set U ⊂ Rn. Representing a function u ∈ C∞
0 (U) in terms of its Fourier

transform

(3.2) u(x) =

∫
Rn

ei〈x,ξ〉û(ξ)d̄ξ, d̄ξ = (2π)−ndξ,

where û(ξ) =
∫
Rn e−i〈x,ξ〉u(x)dx, we find

Pu(x) =

∫
Rn

e−i〈x,ξ〉p(x, ξ)û(ξ)d̄ξ

=

∫
Rn

(∫
U

ei〈x−y,ξ〉p(x, ξ)u(y)dy
)
d̄ξ

=:
(
Op(p)u

)
(x).

(3.3)

Here

(3.4) p(x, ξ) =
∑
|α|≤d

pα(x)ξ
α

denotes the complete symbol of P . The right hand side of (3.3) shows that P is a
pseudodifferential operator with complete symbol function p(x, ξ).

Note that p(x, ξ) is a polynomial in ξ. One now considers pseudodifferential
operators with more general symbol functions such that inverses of differential
operators are included into the calculus. E.g. a first approximation to the resolvent
(P − λd)−1 is given by Op((p(·, ·) − λd)−1). For constant coefficient differential
operators this is indeed the exact resolvent.

Let us now describe the most commonly used symbol spaces. In view of the
resolvent example above we are going to consider symbols with an auxiliary param-
eter.

3.2. Basic calculus with parameter. We first recall the notion of conic
manifolds and conic sets from Duistermaat [Dui96, Sec. 2]. A conic manifold
is a smooth principal fiber bundle Γ → B with structure group R∗

+ := (0,∞). It

is always trivializable. A subset Γ ⊂ RN \ {0} which is a conic manifold by the
natural R∗

+-action on RN \ {0} is called a conic set. The base manifold of a conic

set Γ ⊂ RN \ {0} is diffeomorphic to SΓ := Γ ∩ SN−1. By a cone Γ ⊂ RN we
will always mean a conic set or the closure of a conic set in RN such that Γ has
nonempty interior. Thus RN and RN \ {0} are cones, but only the latter is a conic
set. {0} is a zero–dimensional cone.

3.2.1. Symbols. Let U ⊂ Rn be an open subset and Γ ⊂ RN a cone. A typical
example we have in mind is Γ = Rn × Λ, where Λ ⊂ C is an open cone.

We denote by Sm(U ; Γ), m ∈ R, the space of symbols of Hörmander type (1, 0)
(Hörmander [Hör71], Grigis–Sjøstrand [GrSj94]). More precisely, Sm(U ; Γ)
consists of those a ∈ C∞(U × Γ) such that for multi–indices α ∈ Zn

+, γ ∈ ZN
+ and

compact subsets K ⊂ U,L ⊂ Γ we have an estimate

(3.5)
∣∣∂α

x ∂
γ
ξ a(x, ξ)

∣∣ ≤ Cα,γ,K,L(1 + |ξ|)m−|γ|, x ∈ K, ξ ∈ Lc.

Here Lc =
{
tξ

∣∣ ξ ∈ L, t ≥ 1
}
. The best constants in (3.5) provide a set of semi-

norms which endow S∞(U ; Γ) :=
⋃

m∈C Sm(U ; Γ) with the structure of a Fréchet
algebra. We mention the following variants of the space S•:
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3.2.2. Classical symbols CSm(U ; Γ). A symbol a ∈ Sm(U ; Γ) is called classical
if there are am−j ∈ C∞(U × Γ) with

(3.6) am−j(x, rξ) = rm−jam−j(x, ξ), r ≥ 1, |ξ| ≥ 1,

such that for N ∈ Z+

(3.7) a−
N−1∑
j=0

am−j ∈ Sm−N (U ; Γ).

The latter property is usually abbreviated a ∼
∞∑
j=0

am−j .

Many authors require the functions in (3.6) to be homogeneous everywhere
on Γ \ {0}. Note however that if Γ = Rp and f : Γ → C is a function which is
homogeneous of degree α then f cannot be smooth at 0 unless α ∈ Z+. So such a
function is not a symbol in the strict sense. We prefer the functions in the expansion
(3.7) to be smooth everywhere and homogeneous only for r ≥ 1 and |ξ| ≥ 1.

The space of classical symbols of order m is denoted by CSm(U ; Γ). In view of

the asymptotic expansion (3.7) we have CSm
′
(U ; Γ) ⊂ CSm(U ; Γ) only if m−m′ ∈

Z+ is a non–negative integer.

3.2.3. log–polyhomogeneous symbols CSm,k(U ; Γ). a ∈ Sm(U ; Γ) is called log–
polyhomogeneous (cf. Lesch [Les99]) of order (m, k) if it has an asymptotic ex-
pansion in S∞(U ; Γ) of the form

(3.8) a ∼
∞∑
j=0

am−j with am−j =
k∑

l=0

bm−j,l,

where am−j ∈ C∞(U × Γ) and bm−j,l(x, ξ) = b̃m−j,l(x, ξ/|ξ|)|ξ|m−j logl |ξ| for |ξ| ≥
1.

By CSm,k(U ; Γ) we denote the space of log–polyhomogeneous symbols of order

(m, k). Classical symbols are those of log degree 0, i.e. CSm(U ; Γ) = CSm,k(U ; Γ).
3.2.4. Symbols which are holomorphic in the parameter. If Γ = Rn × Λ, where

Λ ⊂ C is a cone one may additionally require symbols to be holomorphic in the Λ
variable. This aspect is important if one deals with the resolvent of an elliptic dif-
ferential operator since the latter depends analytically on the resolvent parameter.
This class of symbols is not emphasized in this paper.

3.2.5. Pseudodifferential operators with parameter. Fix a ∈ Sm(U ;Rn×Γ) (re-
spectively ∈ CSm(U ;Rn×Γ)). For each fixed μ0 ∈ Γ we have a(·, ·, μ0) ∈ Sm(U ;Rn)
(respectively ∈ CSm(U ;Rn)) and hence we obtain a family of pseudodifferential op-
erators parametrized over Γ by putting[

Op(a(μ0)) u
]
(x) :=

[
A(μ0) u

]
(x)

:=

∫
Rn

ei〈x,ξ〉 a(x, ξ, μ0) û(ξ) d̄ξ

=

∫
Rn

∫
U

ei〈x−y,ξ〉 a(x, ξ, μ0) u(y)dyd̄ξ.

(3.9)

Note that the Schwartz kernel KA(μ0) of A(μ0) = Op(a(μ0)) is given by

(3.10) KA(μ0)(x, y, μ0) =

∫
Rn

ei〈x−y,ξ〉 a(x, ξ, μ0) d̄ξ.
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In general the integral is to be understood as an oscillatory integral, for which we
refer the reader to [Shu01], [GrSj94]. The integral exists in the usual sense if
m+ n < 0.

The extension to manifolds and vector bundles is now straightforward, al-
though historically it took quite a while until the theory of singular integral op-
erators had evolved into a theory of pseudodifferential operators on vector bun-
dles over smooth manifolds (Calderón-Zygmund [CaZy57], Seeley [See59,
See65], Kohn-Nirenberg [KoNi65]). For a smooth manifold M and a vector
bundle E over M we define the space CLm(M,E; Γ) of classical parameter de-
pendent pseudodifferential operators between sections of E in the usual way by
patching together local data:

Definition 3.1. Let E be a complex vector bundle of finite fiber dimension
N over a smooth closed manifold M and let Γ ⊂ Rp be a cone. A classical pseudo-
differential operator of order m with parameter μ ∈ Γ is a family of operators
B(μ) : Γ∞(M ;E) −→ Γ∞(M ;E), μ ∈ Γ, such that locally B(μ) is given by

[
B(μ) u

]
(x) = (2π)−n

∫
Rn

∫
U

ei〈x−y,ξ〉b(x, ξ, μ)u(y)dydξ

with b an N ×N matrix of functions belonging to CSm(U,Rn × Γ).

CLm,k(M,E; Γ) is defined similarly, although we will discuss CLm,k only in the
non–parametric case. Of course, operators may act between sections of different
vector bundles E,F . In that case we write CLm,k(M,E, F ; Γ).

Remark 3.2. 1. In case Γ = {0} we obtain the usual (classical) pseudo-
differential operators of order m on U . Here we write CLm(M,E) instead of
CLm(M,E; {0}) respectively CLm(M,E, F ) instead of CLm(M,E, F ; {0}).

2. Parameter dependent pseudodifferential operators play a crucial role, e.g., in
the construction of the resolvent expansion of an elliptic operator (Gilkey [Gil95]).

A pseudodifferential operator with parameter is more than just a map from Γ
to the space of pseudodifferential operators, cf. Corollary 3.8 and Remark 3.9.

To illustrate this let us consider a single elliptic operator A ∈ CLm(U). For
simplicity let the symbol a(x, ξ) of A be positive definite. Then we can consider
the “parametric symbol” b(x, ξ, λ) = a(x, ξ)− λm for λ ∈ Λ := C \ R+.

However, in general b lies in CSm(U ; Λ) only if A is a differential operator. The
reason is that b will satisfy the estimates (3.5) only if a(x, ξ) is polynomial in ξ,

because then ∂β
ξ a(x, ξ) = 0 if |β| > m. If a(x, ξ) is not polynomial in ξ, however,

(3.5) will in general not hold if β > m.
This problem led Grubb and Seeley [GrSe95] to invent their calculus of

weakly parametric pseudodifferential operators. b(x, ξ, λ) = a(x, ξ)− λm is weakly
parametric for any elliptic A with positive definite leading symbol (or more generally
if A satisfies Agmon’s angle condition). The class of weakly parametric operators
is beyond the scope of this survey, however.

3. The definition of the parameter dependent calculus is not uniform in the
literature. It will be crucial in the sequel that differentiating by the parameter
reduces the order of the operator. This is the convention, e.g. of Gilkey [Gil95]
but differs from the one in Shubin [Shu01]. In Lesch–Pflaum [LePf00, Sec. 3]
it is shown that parameter dependent pseudodifferential operators can be viewed
as translation invariant pseudodifferential operators on U × Γ and therefore our
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convention of the parameter dependent calculus contains Melrose’s suspended
algebra from [Mel95].

Proposition 3.3. CL•,•(M,E; Γ) is a bi–filtered algebra, that is,

AB ∈ CLm+m′,k+k′
(M,E; Γ)

for A ∈ CLm,k(M,E; Γ) and B ∈ CLm′,k′
(M,E; Γ).

The following result about the L2–continuity of a parameter dependent pseudo-
differential operator is crucial. We denote by L2

s(M,E) the Hilbert space of sections
of E of Sobolev class s.

Theorem 3.4. Let A ∈ CLm(M,E; Γ). Then for fixed μ ∈ Γ the operator
A(μ) extends by continuity to a bounded linear operator L2

s(M,E) −→ L2
s−m(M,E),

s ∈ R.
Furthermore, for m ≤ 0 one has the following uniform estimate in μ: for

0 ≤ ϑ ≤ 1, μ0 ∈ Γ, there is a constant C(s, ϑ) such that

‖A(μ)‖s,s+ϑ|m| ≤ C(s, ϑ, μ0)(1 + |μ|)−(1−ϑ)|m|, |μ| ≥ |μ0|, μ ∈ Γ.

Here ‖A(μ)‖s,s+ϑ|m| denotes the norm of the operator A(μ) as a map from the

Sobolev space L2
s(M,E) into L2

s+ϑ|m|(M,E).

If Γ = Rn then we can omit the μ0 in the formulation of the Theorem (i.e.
μ0 = 0). For a proof of Theorem 3.4 see e.g. [Shu01, Theorem 9.3].

3.2.6. The parametric leading symbol. The leading symbol of a classical pseu-
dodifferential operator A of order m with parameter is now defined as follows: if A

has complete symbol a(x, ξ, μ) with expansion a ∼
∞∑
j=0

am−j then

σm
A (x, ξ, μ) := lim

r→∞
r−ma(x, rξ, rμ)

= (|ξ|2 + |μ|2)m/2am(x,
(ξ, μ)√
|ξ|2 + |μ|2

).
(3.11)

σm
A has an invariant meaning as a smooth function on

T ∗M × Γ \
{
(x, 0, 0)

∣∣ x ∈ M
}

which is homogeneous in the following sense:

σm
A (x, rξ, rμ) = rmσm

A (x, ξ, μ) for (ξ, μ) �= (0, 0), r > 0.

This symbol is determined by its restriction to the sphere in

S(T ∗M × Γ) =
{
(ξ, μ) ∈ T ∗M × Γ

∣∣ |ξ|2 + |μ|2 = 1
}

and there is an exact sequence

(3.12) 0 −→ CLm−1(M ; Γ) ↪→ CLm(M ; Γ)
σ−→ C∞(S(T ∗M × Γ)) −→ 0;

the vector bundle E being omitted from the notation just to save horizontal space.

Example 3.5. Let us look at an example to illustrate the difference between
the parametric leading symbol and the leading symbol for a single pseudodifferential
operator. Let

(3.13) a(x, ξ) =
∑

|α|≤m

aα(x)ξ
α
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be the complete symbol of an elliptic differential operator. Then (cf. Remark (3.2)
2.)

(3.14) b(x, ξ, λ) = a(x, ξ)− λm

is a symbol of a parameter dependent (pseudo)differential operator B(λ) with pa-
rameter λ in a suitable cone Λ ⊂ C. The parameter dependent leading symbol of
B is σm

B (x, ξ, λ) = am(x, ξ)− λm while for fixed λ the leading symbol of the single
operator B(λ) is σm

B(λ)(x, ξ) = am(x, ξ) = σm
B (x, ξ, λ = 0).

In fact we have in general:

Lemma 3.6. Let A ∈ CLm(M,E; Γ) with parameter dependent leading symbol
σm
A (x, ξ, μ). For fixed μ0 ∈ Γ the operator A(μ0) ∈ CLm(M,E) has leading symbol

σm
A(μ0)

(x, ξ) = σm
A (x, ξ, 0).

Proof. It suffices to prove this locally in a chart U for a scalar operator A.
Since the leading symbols are homogeneous it suffices to consider ξ with |ξ| = 1.

So suppose that A has complete symbol a(x, ξ, μ) in U . Write a(x, ξ, μ) =
am(x, ξ, μ)+ã(x, ξ, μ) with ã ∈ CSm−1(U ;Rn×Γ) and am(x, rξ, rμ) = rmam(x, ξ, μ)
for r ≥ 1, |ξ|2 + |μ|2 ≥ 1. Then for fixed μ0 ∈ Γ we have ã(·, ·, μ0) ∈ CSm−1(U ;Rn)
and hence lim

r→∞
r−mã(x, rξ, μ0) = 0. Consequently

σm
A(μ0)

(x, ξ) = lim
r→∞

r−mam(x, rξ, μ0)

= lim
r→∞

am(x, ξ, μ0/r) = am(x, ξ, 0). �

3.2.7. Parameter dependent ellipticity. This is now defined as the invertibility
of the parametric leading symbol. The basic example of a pseudodifferential oper-
ator with parameter is the resolvent of an elliptic differential operator (cf. Remark
3.2 and Example 3.5). The following two results can also be found in [Shu01,
Section II.9].

Theorem 3.7. Let M be a closed manifold and E,F complex vector bun-
dles over M . Let A ∈ CLm(M,E, F ; Γ) be elliptic. Then there exists a B ∈
CL−m(M,F,E; Γ) such that AB− I ∈ CL−∞(M,F ; Γ), BA− I ∈ CL−∞(M,E; Γ).

Note that in view of Theorem 3.4 this implies the estimates

(3.15) ‖B(μ)A(μ)− I‖s,t + ‖A(μ)B(μ)− I‖s,t ≤ C(s, t,N)(1 + |μ|)−N

for all s, t ∈ R, N > 0. This result has an important implication:

Corollary 3.8. Under the assumptions of Theorem 3.7, for each s ∈ R there
is a μ0 ∈ Γ such that for |μ| ≥ |μ0| the operator

A(μ) : L2
s(M,E) −→ L2

s−m(M,F )

is invertible.

Proof. In view of (3.15) there is a μ0 = μ0(s) such that

‖(BA− I)(μ)‖s < 1 and ‖(AB − I)(μ)‖s−m < 1,

for |μ| ≥ |μ0| and hence AB : L2
s −→ L2

s and BA : L2
s−m −→ L2

s−m are invertible.
�
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Remark 3.9. This result causes an interesting constraint on those pseudodif-
ferential operators which may appear as special values of an elliptic parametric
family. Namely, if A ∈ CLm(M,E, F ; Γ) is parametric elliptic then for each μ the
operator A(μ) ∈ CLm(M,E, F ) is elliptic. Furthermore, by the previous Corollary
and the stability of the Fredholm index we have indA(μ) = 0 for all μ.

4. Extending the Hilbert space trace to pseudodifferential operators

We pause the discussion of pseudodifferential operators and look at the Hilbert
space trace Tr on pseudodifferential operators.

4.1. Tr on operators of order < − dimM . Consider the local situation, i.e.
a compactly supported operator A = Op(a) ∈ CLm,k(U,E) in a local chart.

If m < − dimM then A is trace class and the trace is given by integrating the
kernel of A over the diagonal:

Tr(A) =

∫
U

trEx

(
kA(x, x)

)
dx

=

∫
U

∫
Rn

trEx

(
a(x, ξ)

)
d̄ξdx,

(4.1)

where we have used (3.10).
The right hand side is indeed coordinate invariant. To explain this consider a

coordinate transformation κ : U → V . Denote variables in U by x, y and variables
in V by x̃, ỹ. It is not so easy to write down the symbol of κ∗A. However, an
amplitude function (these are “symbols” which depend on x and y, otherwise the
basic formula (3.9) still holds) for κ∗A is given by

(4.2) (x̃, ỹ, ξ) �→ a(κ−1x̃, φ(x̃, ỹ)−1ξ)
| detDκ−1(x̃, ỹ)|
| detφ(x̃, ỹ)| ,

cf. [Shu01, Sec. 4.1, 4.2], where φ(x̃, ỹ) is smooth with φ(x̃, x̃) = Dκ−1(x̃)t. Com-
paring the trace densities in the two coordinate systems requires a linear coordinate
change in the ξ–variable. Indeed,

Tr(κ∗A) =

∫
V

∫
Rn

trEx̃

(
a(κ−1x̃, φ(x̃, x̃)−1ξ)

)
d̄ξdx̃

=

∫
V

∫
Rn

trEx̃

(
a(κ−1x̃, ξ)

)
d̄ξ | detDκ−1(x̃)|dx̃,

=

∫
U

∫
Rn

trEx

(
a(x, x, ξ)

)
d̄ξ dx = Tr(A).

(4.3)

Therefore, the trace of a pseudodifferential operator A ∈ CLm,k(M,E) of or-
der m < − dimM =: −n on the closed manifold M may be calculated from the
complete symbol of A in coordinates as follows. Choose a finite open cover by
coordinate neighborhoods Uj , j = 1, . . . , r, and a subordinated partition of unity
ϕj , j = 1, . . . , r. Furthermore, let ψj ∈ C∞

0 (Uj) with ψjϕj = ϕj . Denoting by
aj(x, ξ) the complete symbol in the coordinate system on Uj we obtain

(4.4) Tr(A) =
r∑

j=1

Tr(ϕjAψj) =
r∑

j=1

∫
Uj

∫
Rn

ϕj(x) trEx

(
aj(x, ξ)

)
d̄ξ dx.

A priori the previous argument is valid only for operators of order m < −n.
However, the symbol function aj(x, ξ) is rather well–behaved in ξ. If for a class of
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pseudodifferential operators we can regularize
∫
Rn aj(x, ξ)d̄ξ in such a way that the

change of variables (4.3) works then indeed (4.4) extends the trace to this class of
operators. Such a regularization is provided by:

4.2. The Hadamard partie finie regularized integral. The problem of
regularizing divergent integrals is in fact quite old. The method we are going to
present here goes back to Hadamard who used his method to regularize integrals
which arose when solving the wave equation [Had32].

Given a function f ∈ CSm,k(Rp), e.g. a(x, ·) above for fixed x. Then f has an
asymptotic expansion

(4.5) f(x) ∼|x|→∞

∞∑
j=0

k∑
l=0

fjl(x/|x|)|x|m−j logl |x|.

Integrating over balls of radius R gives the asymptotic expansion

(4.6)

∫
|x|≤R

f(x)dx ∼R→∞

∞∑
j=0

k+1∑
l=0

f̃jlR
m+n−j logl R.

The regularized integral −
∫
Rp

f(x)dx is, by definition, the constant term in this as-

ymptotic expansion. Some authors call the regularized integral partie finie integral
or cut–off integral.

It has a couple of peculiar properties, cf. [Mel95], which were further investi-
gated in [Les99, Sec. 5] and [LePf00]. The most notable features are a modified
change of variables rule for linear coordinate changes and, as a consequence, the
fact that Stokes’ theorem does not hold in general:

Proposition 4.1. [Les99, Prop. 5.2] Let A ∈ GL(p,R) be a regular matrix.

Furthermore, let f ∈ CSm,k(Rp) with expansion (4.5). Then we have the change of
variables formula

(4.7) −
∫
Rp

f(Aξ)dξ

= | detA|−1

(
−
∫
Rp

f(ξ)dξ +
k∑

l=0

(−1)l+1

l + 1

∫
Sp−1

f−p,l(ξ) log
l+1 |A−1ξ|dξ

)
.

The following proposition, which substantiates the mentioned fact that Stokes’
Theorem does not hold for −

∫
, was stated as a Lemma in [LePf00]. A couple of

years later it was rediscovered by Manchon, Maeda, and Paycha [MMP05],
[Pay05].

Proposition 4.2. [LePf00, Lemma 5.5] Let f ∈ CSm,k(Rp) with asymptotic
expansion (4.5). Then

−
∫
Rp

∂f

∂ξj
dξ =

∫
Sp−1

f1−p,k(ξ)ξjdvolS(ξ).

We will come back to this below when we discuss the residue trace.
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4.3. The Kontsevich–Vishik canonical trace. Using the Hadamard partie
finie integral we can now follow the scheme outlined in Subsection 4.1. Let A ∈
CLa,k(M,E) be a log–polyhomogeneous pseudodifferential operator on a closed
manifold M . If a �∈ Z we put, using the notation of (4.4) and (4.3),

(4.8) TR(A) :=
∑
j=1

∫
Uj

−
∫
Rn

ϕj(x) trEx

(
aj(x, ξ)

)
d̄ξ dx.

By Proposition 4.1 one shows exactly as in (4.3) that TR(A) is well–defined.
In fact we have (essentially) proved the following:

Theorem 4.3 (Kontsevich–Vishik [KoVi95], [KoVi94],
Lesch [Les99, Sec. 5]). There is a linear functional TR on⋃

a∈C\{−n,−n+1,−n+2,...},k≥0

CLa,k(M,E)

such that

(i) In a local chart TR is given by (4.1), with
∫
Rn to be replaced by the cut–off

integral −
∫
Rn .

(ii) TR � CLa,k(M,E) = Tr � CLa,k(M,E) if a < − dimM .

(iii) TR([A,B]) = 0 if A ∈ CLa,k(M,E), B ∈ CLb,l(M,E), a+ b �∈ Z.

We mention a stunning application of this result [KoVi95, Cor. 4.1]. Let G
be a domain in the complex plane and let A(z), B(z) be holomorphic families of

operators in CL•,k(M,E) with ordA(z) = ordB(z) = z. We do not formalize the
notion of a holomorphic family here. What we have in mind are e.g. families of
complex powers A(z) = Az. Assume that G contains points z with Re z < − dimM .
Then TR(A(z)) is the analytic continuation of Tr(A(·)) � G ∩

{
z ∈ C

∣∣ Re z <

− dimM
}
; a similar statement holds for B(z).

If for a point z0 ∈ G \ {−n,−n + 1, . . . } we have A(z0) = B(z0) we can
conclude that the value of the analytic continuation of Tr(A(·)) � G ∩

{
z ∈ C

∣∣
Re z < − dimM

}
to z0 coincides with the value of the corresponding analytic

continuation of Tr(B(·)) � G ∩
{
z ∈ C

∣∣ Re z < − dimM
}
. Namely, we obviously

have TR(A(z0)) = TR(B(z0)). The author does not know of a direct proof of this
fact.

Proposition 4.1 shows that if A is of integral order additional terms show up
when making the linear change of coordinates (4.3), indicating that TR cannot be
extended to a trace on the algebra of pseudodifferential operators. The following
no go result shows that the order constraints in Theorem 4.3 are indeed sharp:

Proposition 4.4. There is no trace τ on the algebra CL0(M) of classical
pseudodifferential operators of order 0 such that τ (A) = Tr(A) if A ∈ CL−∞(M).

Proof. We reproduce here the very easy proof: from Index Theory we use the
fact that on M there exists an elliptic system T ∈ CL0(M,Cr) of non–vanishing
Fredholm index; in general we cannot find a scalar elliptic operator with non–
trivial index. Let S ∈ CL0(M,Cr) be a pseudodifferential parametrix (cf. Theorem
3.7) such that I − ST, I − TS ∈ CL−∞(M,Cr). τ and Tr extend to traces on
CL0(M,Cr) = CL0(M)⊗M(r,C) via τ (A⊗X) = τ (A) Tr(X), A ∈ CLa(M), X ∈
M(r,C) and Tr(X) is the usual trace on matrices. Since smoothing operators are
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of trace class one has

(4.9) indT = Tr(I − ST )− Tr(I − TS)

and we arrive at the contradiction

0 �= indT = Tr(I − ST )− Tr(I − TS)

= τ (I − ST )− τ (I − TS) = τ ([T, S]) = 0. �

5. Pseudodifferential operators with parameter: Asymptotic
expansions

We take up Section 3 and continue the discussion of pseudodifferential operators
with parameter.

5.1. The Resolvent Expansion. The following result is the main technical
result needed for the residue trace. It goes back to Minakshisundaram and
Pleijel [MiPl49] who follow carefully Hadamard’s method of the construction
of a fundamental solution for the wave equation [Had32]. It is at the heart of
the Local Index Theorem and therefore has received much attention. In the form
stated below it is essentially due to Seeley [See67], see also [GrSe95]. The
(straightforward) generalization to log–polyhomogeneous symbols was done by the
author [Les99]. Of the latter the published version contains annoying typos, the
arxiv version is correct.

Theorem 5.1. 1. Let U ⊂ Rn open, Γ ⊂ Rp a cone, and a ∈ CSm,k(U ; Γ),
m+ n < 0, A = Op(a). Let kA(x;μ) :=

∫
Rn a(x, ξ, μ)d̄ξ be the Schwartz kernel (cf.

Eq. (3.10)) of A on the diagonal. Then kA ∈ CSm+n,k(U ; Γ). In particular there
is an asymptotic expansion

(5.1) kA(x, x;μ) ∼|μ|→∞

∞∑
j=0

k∑
l=0

em−j,l(x, μ/|μ|)|μ|m+n−j logk |μ|.

2. Let M be a compact manifold, dimM =: n, and A ∈ CLm,k(M,E; Γ). If

m + n < 0 then A(μ) is trace class for all μ ∈ Γ and Tr A(·) ∈ CSm+n,k(Γ). In
particular,

Tr A(μ) ∼|μ|→∞

∞∑
j=0

k∑
l=0

em−j,l(μ/|μ|)|μ|m+n−j logk |μ|.

3. Let P ∈ CLm(M,E) be an elliptic classical pseudodifferential operator and
assume for simplicity that with respect to some Riemannian structure on M and
some Hermitian structure on E the operator P is self–adjoint and non–negative.
Furthermore, let B ∈ CLb,k(M,E) be a pseudodifferential operator. Let Λ =

{
λ ∈

C
∣∣ | arg λ| ≥ ε

}
be a sector in C \ R+. Then for N > (b+ n)/m, n := dimM, the

operator B(P − λ)−N is of trace class and there is an asymptotic expansion

Tr(B(P − λ)−N ) ∼λ→∞

∞∑
j=0

k+1∑
l=0

cjlλ
n+b−j

m −N logl λ+

+

∞∑
j=0

dj λ
−j−N

, λ ∈ Λ.(5.2)

Furthermore, cj,k+1 = 0 if (j − b− n)/m �∈ Z+.
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Proof. We present a proof of 1. and 2. and sketch the proof of 3. in a special
case.

Since a ∈ CSm,k(U ; Γ) we have Eq. (3.8). Thus we write

(5.3) a =

N∑
j=0

am−j +RN ,

with RN ∈ Sm−N (U ; Γ). In fact, RN ∈ Sm−N−1+ε(U ; Γ) for every ε > 0, but we
don’t need this below. Now pick L ⊂ Γ,K ⊂ U, compact and a multi–index α.
Then for x ∈ K the kernel kA,N of RN satisfies∣∣∣∂α

μkA,N (x, x;μ)
∣∣∣

=
∣∣∣
∫
Rn

∂α
μRN (x, ξ, μ)d̄ξ

∣∣∣
≤ Cα,K,L

∫
Rn

(1 + (|ξ|2 + |μ|2)1/2)m−|α|−N d̄ξ

≤ Cα,K,L(1 + |μ|)m+n−|α|−N .

(5.4)

Now consider one of the summands of (3.8). We write it in the form

(5.5) bm−j,l(x, ξ, μ) = b̃m−j,l(x, ξ, μ) log
l(|ξ|2 + |μ|2),

with

(5.6) b̃m−j,l(x, rξ, rμ) = rm−j b̃m−j,l(x, ξ, μ), for r ≥ 1, |ξ|2 + |μ|2 ≥ 1.

Then the contribution km−j,l of bm−j,l to the kernel of A satisfies

km−j,l(x, x; rμ)

=

∫
Rn

b̃m−j,l(x, ξ, rμ) log
l(|ξ|2 + r2|μ|2) d̄ξ

= rm−j

∫
Rn

b̃m−j,l(x, r
−1ξ, μ)

(
log r2 + log(|r−1ξ|2 + |μ|2)

)l
d̄ξ

= rm+n−j

∫
Rn

b̃m−j,l(x, ξ, μ)
(
log r2 + log(|ξ|2 + |μ|2)

)l
d̄ξ,

(5.7)

proving the expansion (5.1).
2. follows simply by integrating (5.1). In view of (5.4) the expansion (5.1)

is uniform on compact subsets of U and hence may be integrated over compact
subsets. Covering the compact manifold M by finitely many charts then gives the
claim.

3. We cannot give a full proof of 3. here; but we at least want to explain where
the additional log terms in (5.2) come from. Note that even if B ∈ CLb(M,E) is
classical there are log terms in (5.2). In general the highest log power occurring on
the rhs of (5.2) is one higher than the log degree of B.

For simplicity let us assume that P is a differential operator. This ensures that
(P − λm)−N (note the λm instead of λ) is in the parametric calculus (cf. Remarks
3.2 2., 3.5). We first describe the local expansion of the symbol of B(P − λm)−N .
To obtain the claim as stated one then has to replace λm by λ and integrate over M :
choose a chart and denote the complete symbol of B by b(x, ξ) and the complete
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parametric symbol of (P −λm)−N by q(x, ξ, λ). Then the symbol of the product is
given by

(5.8) (b ∗ q)(x, ξ, λ) ∼
∑
α∈Zn

+

i−α

α!

(
∂α
ξ b(x, ξ)

)(
∂α
x q(x, ξ, λ)

)
.

Expanding the rhs into its homogeneous components gives

(b ∗ q)(x, ξ, λ)

∼
∞∑
j=0

∑
|α|+l+l′=j

i−α

α!

(
∂α
ξ bb−l(x, ξ)

)
︸ ︷︷ ︸

(b−l−|α|)−(log)homogeneous

(
∂α
x q−mN−l′(x, ξ, λ)

)
︸ ︷︷ ︸
(−mN−l′)−homogeneous︸ ︷︷ ︸

(b−mN−j)−(log)homogeneous

.
(5.9)

The contribution to the Schwartz kernel of B(P − λm)−N of a summand is given
by

(5.10)
i−α

α!

∫
Rn

(
∂α
ξ bb−l(x, ξ)

)(
∂α
x q−mN−l′(x, ξ, λ)

)
d̄ξ.

We will see that the asymptotic expansion of each of these integrals a priori con-
tributes to the term λ−N in the expansion (5.2). So additional considerations, which
we will not present here, are necessary to show that by expanding the individual
integrals (5.10) one indeed obtains the asymptotic expansion (5.2).

The asymptotic expansion of (5.10) will be singled out as Lemma 5.2 below.
The proof of it will in particular explain why the highest possible log-power in (5.2)
is one higher than the log-degree of B. �

The following expansion Lemma is maybe of interest in its own right. Its
proof will explain the occurrence of higher log powers in the resolvent respectively
heat expansions. The homogeneous version of the Lemma can again be found in
[GrSe95]. We generalize it here slightly to the log–polyhomogeneous setting (cf.
[Les99]).

Lemma 5.2. Let B ∈ C∞(Rn), Q ∈ C∞(Rn × [1,∞)) and assume that B,Q
have the following properties

B(ξ) = B̃(ξ/|ξ|)|ξ|b logk |ξ|, |ξ| ≥ 1,

Q(rξ, rλ) = rqQ(ξ, λ), r ≥ 1, λ ≥ 1,

|Q(ξ, 1)| ≤ C(|ξ|+ 1)−q,

(5.11)

where b, q ∈ R and b+ q + n < 0. Then the following asymptotic expansion holds:

F (λ) =

∫
Rn

B(ξ)Q(ξ, λ)dξ

∼λ→∞

k+1∑
j=0

cjλ
q+b+n logj λ+

∞∑
j=0

djλ
q−j .

(5.12)

ck+1 = 0 if b is not an integer ≤ −n.
The coefficients cj , dj will be explained in the proof.

Proof. The integral on the lhs of (5.12) exists since b+ q + n < 0.
We split the domain of integration into the three regions:

1 ≤ λ ≤ |ξ|, |ξ| ≤ 1, and 1 ≤ |ξ| ≤ λ.
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1 ≤ λ ≤ |ξ|: Here we are in the domain of homogeneity and a change of variables
yields

∫
λ≤|ξ|

B(ξ)Q(ξ, λ)dξ

= λq

∫
λ≤|ξ|

B̃(ξ/|ξ|)|ξ|b
(
logk |ξ|

)
Q(ξ/λ, 1)dξ

= λq+b+n

∫
1≤|ξ|

B̃(ξ/|ξ|)|ξ|b
(
log λ+ log |ξ|

)k
Q(ξ, 1)dξ,

=
k∑

j=0

αjλ
q+b+n logj λ,

(5.13)

giving a contribution to the coefficient cj for 0 ≤ j ≤ k.
|ξ| ≤ 1: For the remaining two cases we employ the Taylor expansion of the

smooth function η �→ Q(η, 1) about η = 0:

(5.14) Q(η, 1) =

N∑
j=0

Qj(η) +RN (η),

where Qj(η) ∈ C[η1, , . . . , ηn] are homogeneous polynomials of degree j and RN

is a smooth function satisfying RN (η) = O(|η|N+1), η → 0. Respectively, for
ξ ∈ Rn, λ ≥ 1,

(5.15) Q(ξ, λ) = Q(ξ/λ, 1) λq =

N∑
j=0

Qj(ξ) λ
q−j +RN (ξ/λ) λq.

Plugging (5.15) into the integral for |ξ| ≤ 1 we find

∫
|ξ|≤1

B(ξ)Q(ξ, λ)dξ =

=

N∑
j=0

∫
|ξ|≤1

B(ξ)Qj(ξ)dξ λq−j +O(λq−N−1), λ → ∞,

(5.16)

giving a contribution to the coefficient dj .
1 ≤ |ξ| ≤ λ: We again use the Taylor expansion (5.15) with N large enough

such that b+N + 1 > −n to ensure
∫
|ξ|≤1

|ξ|b logj |ξ| |RN (ξ)|dξ < ∞ for all j. Let

Bh(ξ) := B̃(ξ/|ξ|)|ξ|b logk |ξ| be the homogeneous extension of B(ξ) to all ξ �= 0.
Then

(5.17)

∫
|ξ|≤1

(
|B(ξ)|+ |Bh(ξ)|

)
λq|RN (ξ/λ)|dξ = O(λq−N−1), λ → ∞,
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and thus ∫
1≤|ξ|≤λ

B(ξ)λqRN (ξ/λ)dξ

=

∫
0≤|ξ|≤λ

Bh(ξ)λqRN (ξ/λ)dξ +O(λq−N−1)

=

∫
|ξ|≤1

B̃(ξ/|ξ|)|ξ|b
(
log λ+ log |ξ|

)k
RN (ξ)dξ λq+b+n+

+O(λq−N−1), λ → ∞.

(5.18)

So the contribution of the “remainder” RN to the expansion is not small, rather it
contributes to the coefficient cj of the λq+b+n logj λ term for 0 ≤ j ≤ k. Note that
so far we have not obtained any contribution to the coefficient ck+1.

Such a contribution will show up only now when we finally deal with the sum-
mands in the Taylor expansion. Using polar coordinates we find∫

1≤|ξ|≤λ

B(ξ)Qj(ξ)dξ λq−j

= λq−j

∫ λ

1

∫
Sn−1

B̃(ω)rb
(
logk r

)
Qj(rω)r

n−1d volSn−1(ω)dr

= Cjλ
q−j

∫ λ

1

rb+n−1+j logk rdr

= Cjλ
q−j

⎧⎪⎨
⎪⎩

k∑
σ=0

α′
σλ

b+n+j logσ λ+ βj , b+ n+ j �= 0,

1
k+1 log

k+1 λ, b+ n+ j = 0.

(5.19)

As a side remark note the explicit formula

(5.20)

∫ λ

1

rα logk rdr

=

⎧⎪⎨
⎪⎩

k∑
j=0

(−1)jk!
(k−j)!(α+1)j+1λ

α+1 logk−j λ+ (−1)k+1k!
(α+1)k+1 , α �= −1,

1
k+1 log

k+1 λ, α = −1.

The constant term in (5.20) respectively βj on the rhs of (5.19) was omitted in
[Les99, Eq. 3.16]. Fortunately the error was inconsequential for the formulation
of the expansion result because βj is just another contribution to the coefficient
dj . �

5.2. Resolvent expansion vs. heat expansion. From the resolvent expan-
sion one can easily derive the heat expansion and the meromorphic continuation of
the ζ–function. In fact under a mild additional assumption the resolvent expansion
can be derived from the heat expansion of the meromorphic continuation of the
ζ–function (cf. e.g. Lesch [Les97, Theorem 5.1.4 and 5.1.5], Brüning–Lesch

[BrLe99, Lemma 2.1 and 2.2]).
Let B,P be as above. Next let γ be a contour in the complex plane as sketched

in Figure 1. Then Be−tP has the following contour integral representation:
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Figure 1. Contour of integration for calculating Be−tP from the resolvent.

Be−tP =
−1

2πi

∫
γ

e−tλB(P − λ)−1dλ

= −(−t)−N+1 (N − 1)!

2πi

∫
γ

e−tλB(P − λ)−Ndλ.

(5.21)

Taking the trace on both sides and plugging in the asymptotic expansion of
Tr(B(P − λ)−N ) one easily finds

(5.22) Tr(Be−tP ) ∼t→0+

∞∑
j=0

k+1∑
l=0

ajl(B,P )t
j−b−n

m logl t+
∞∑
j=0

d̃j(B,P ) tj .

aj,k+1 = 0 if (j − b− n)/m �∈ Z+.

5.3. Heat expansion vs. ζ–function. Finally we briefly explain how the
meromorphic continuation of the ζ–function can be obtained from the heat expan-
sion. As before let B ∈ CLb,k(M,E) and let P ∈ CLm(M,E) be an elliptic operator
which is self–adjoint with respect to some Riemannian structure on M and some
Hermitian structure on E. Furthermore, assume that P ≥ 0 is non–negative. Let
ΠkerP be the orthogonal projection onto kerP and put for Re s > 0

(5.23) P−s :=
(
I −ΠkerP

)(
P +ΠkerP

)−s
.

I.e. P−s � kerP = 0 and for ξ ∈ imP we let P−sξ be the unique η ∈ kerP⊥

with P sη = ξ. The ζ–function of (B,P ) is defined (up to a Γ–factor) as the Mellin
transform of the heat trace Tr(B(I −ΠkerP )e

−tP ):

ζ(B,P ; s) = Tr
(
BP−s

)

=
1

Γ(s)

∫ ∞

0

ts−1 Tr
(
B(I −ΠkerP )e

−tP
)
dt, Re s � 0.

(5.24)

Tr
(
B(I −ΠkerP )e

−tP
)
decays exponentially as t → ∞. The meromorphic continu-

ation is thus obtained by plugging the short time asymptotic expansion (5.22) into
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the rhs of (5.24) (cf. e.g. [Les97, Sec. II.1]):

Γ(s)ζ(B,P ; s) =

∫ 1

0

ts−1 Tr(Be−tP )dt

− 1

s
Tr

(
BΠkerP

)
+ Entire function(s),

∼
∞∑
j=0

k+1∑
j=0

a′jl(B,P )

(s− n+b−j
m )j+1

+
∞∑
j=0

d̃′j(B,P )

s+ j
,

(5.25)

where the formal sum on the right is meant to display the principal parts of the
Laurent series at the poles of Γ(s)ζ(B,P ; s).

The Γ–function has simple poles in Z− = {0,−1,−2, . . . }, hence the d̃′j do

not contribute to the poles of ζ(B,P ; s). The a′jl depend linearly on the ajl and

consequently a′j,k+1 = 0 if (n + b − j)/m is not a pole of the Γ–function. Let us
summarize:

Theorem 5.3. Let M be a compact closed manifold of dimension n. Let B ∈
CLb,k(M,E) and let P ∈ CLm(M,E) be an elliptic operator which is self–adjoint
with respect to some Riemannian structure on M and some Hermitian structure on
E. Then the ζ–function ζ(B,P ; s) is meromorphic for s ∈ C with poles of order at
most k + 1 in (n+ b− j)/m.

6. Regularized traces

6.1. The Residue Trace (Noncommutative Residue). We have seen in
Proposition 4.4 that the Hilbert space trace Tr cannot be extended to all classical
pseudodifferential operators.

However, in his seminal papers [Wod84], [Wod87] M. Wodzicki was able
to show that, up to a constant, the algebra CL•(M) has a unique trace which he
called the noncommutative residue; we prefer to call it residue trace. The residue
trace was independently discovered by V. Guillemin [Gui85] as a byproduct of
his axiomatic approach to the Weyl asymptotics. In [Les99] the author generalized
the residue trace to the algebra CL•,•(M,E). Strictly speaking there is no residue
trace on the full algebra CL•,•(M,E). Rather one has to restrict to operators with
a given bound on the log degree.

In detail: let A ∈ CLa,k(M,E) and let P ∈ CLm(M,E) elliptic, non–negative
and invertible, cf. Subsection 5.3. Put

Resk(A,P )

:= mk+1Resk+1Tr(AP−s)|s=0

= mk+1(−1)k+1(k + 1)!× coefficient of logk+1 t in the

asymptotic expansion of Tr(Ae−tP ) as t → 0.

(6.1)

In [Les99] it was assumed in addition that the leading symbol of P is scalar.
This assumption allows one to use Duhamel’s principle and to systematically exploit
the fact that the order of a commutator [A,P ] is at most ordA+ ordP − 1. Using
the resolvent approach it was shown in Grubb [Gru05] that for defining Resk
and to derive its properties one does not need to assume that P has scalar leading
symbol.
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The main properties of Resk can now be summarized as follows:

Theorem 6.1 (Wodzicki–Guillemin; log–polyhomogeneous case [Les99]).

Let A ∈ CLa,k(M,E) and let P ∈ CLm(M,E) be elliptic, non–negative and
invertible.

1. Resk(A,P ) =: Resk(A) is independent of P , i.e.

Resk : CL•,k(M,E) −→ C

is a linear functional.
2. If A ∈ CLa,k(M,E), B ∈ CLb,l(M,E) then Resk([A,B]) = 0. In particular,

Res := Res0 is a trace on CL•(M,E).

3. For A ∈ CLa,k(M,E) the k-th residue Resk(A) vanishes if

a �∈ − dimM + Z+.

4. In a local chart one puts

(6.2) ωk(A)(x) =
(k + 1)!

(2π)n

(∫
|ξ|=1

trEx
(a−n,k(x, ξ))|dξ|

)
|dx|.

Then ωk(A) ∈ Γ∞(M, |Ω|) is a density (in particular independent of the choice of
coordinates), which depends functorially on A. Moreover

(6.3) Resk(A) =

∫
M

ωk(A).

5. If M is connected and n = dimM > 1 then Resk induces an isomorphism
CLa,k(M)/[CLa,k(M),CL1,0(M)] −→ C. In particular, Res is up to scalar multi-
ples the only trace on CL•(M).

Example 6.2. 1. Let A be a classical pseudodifferential operator of order
−n = − dimM which is assumed to be elliptic, non–negative and invertible. To
calculate the residue trace of A we may use P := A−1. Thus

(6.4) Res(A) = nResTr(A1+s)|s=0 = nRes ζ(A−1; s)|s=1 > 0,

where ζ(A−1; s) = ζ(I, A−1; s) is the ζ–function of the elliptic operator A−1. The
positivity follows from Eq. (6.2).

2. Let Δ be the Laplacian on a closed Riemannian manifold (M, g). Then the
heat expansion (5.22) (with B = I and P = Δ) simplifies: since Δ is a differential
operator there are no log terms and by a parity argument every other heat coefficient
vanishes [Gil95]. Thus we have an asymptotic expansion

(6.5) Tr(e−tΔ) ∼t→0

∞∑
j=0

aj(Δ)t(j−n)/2, a2j+1(Δ) = 0.

The aj(Δ) are enumerated such that (6.5) is consistent with (5.22). The first
few aj(Δ) have been calculated although the computational complexity increases
drastically with j (cf. e.g. [Gil95]). One has

a0(Δ) = cn vol(M)

a2(Δ) = c′n

∫
M

scal(M, g)d vol .
(6.6)

The latter is known as the Einstein-Hilbert action in the physics literature. There-
fore the following relation between the heat coefficients (and in particular the EH
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action) and the residue trace has received some attention from the physics commu-
nity, e.g. Kalau–Walze [KaWa95], Kastler [Kas95]. We find for real α

Res(Δα) = 2 lim
s→0

sTr(Δα−s)

= 2 lim
s→0

sζ(I,Δ; s− α)

= 2 lim
s→0

s

Γ(s− α)

∫ 1

0

ts−α−1
(
Tr(e−tΔ)− dimkerΔ

)
dt(6.7)

= 2
∞∑
j=0

lim
s→0

aj(Δ)s

Γ(s− α)(s− α+ j−n
2 )

(6.8)

=

{
2aj(Δ)

Γ(n−j
2 )

, α = j−n
2 < 0,

0, otherwise.
(6.9)

Here we have used that the ζ–function of Δ has only simple poles (cf. Theorem
5.3). Furthermore, in (6.7) we use that due to the exponential decay of (Tr(e−tΔ)−
dimkerΔ) the function s �→

∫∞
1

ts−α−1(Tr(e−tΔ)−dimkerΔ)dt is entire and hence
does not contribute to the residue at s = 0. Furthermore, note that the sum in
(6.8) is finite.

In view of (6.6) we have the following special cases of (6.9):

Res(Δ−n/2) =
2a0(Δ)

Γ(n2 )
= cn vol(M),(6.10)

Res(Δ1−n/2) = c′n EH(M, g),(6.11)

where EH denotes the above mentioned Einstein-Hilbert action. It is formula (6.11)
which caused physicists to become enthusiastic about this business. Needless to say,
the calculation we present here goes through for any Dirac Laplacian. One only has
to replace the scalar curvature in (6.6) by the second local heat coefficient, which
can be calculated for any Dirac Laplacian.

We wanted to show that the relation between the heat asymptotic and the poles
of the ζ–function, which is an easy consequence of the Mellin transform, leads to a
straightforward proof of (6.11). There also exist “hard” proofs of this fact which
check that the local Einstein-Hilbert action coincides with the residue density of
the operator Δ1−n/2 [KaWa95],[Kas95].

6.2. Connes’ Trace Theorem. The famous trace Theorem of Connes gives
a relation between the Dixmier trace and the Wodzicki–Guillemin residue trace for
pseudodifferential operators of order minus dimM . It was extended by Carey et.
al. [CPS03], [CRSS07] to the von Neumann algebra setting.

Theorem 6.3 (Connes’ Trace Theorem [Con88]). Let M be a closed man-
ifold of dimension n and let E be a smooth vector bundle over M . Further-
more let P ∈ CL−n(M,E) be a pseudodifferential operator of order −n. Then
P ∈ L (1,∞)(L2(M,E)) and for any ω satisfying the assumptions of the previous
Proposition one has

(6.12) Trω(P ) =
1

n
ResP.

We give a sketch of the proof of Connes’ Theorem using a Tauberian argu-
ment. This was mentioned without proof in [Con94, Prop. 4.2.β.4] and has been



62 MATTHIAS LESCH

elaborated in various ways by many authors. The argument we present here is an
adaption of an argument in [CPS03] to the type I case.

Let us mention the following simple version of Ikehara’s Tauberian Theorem:

Theorem 6.4 ([Shu01, Sec. II.14]). Let F : [1,∞) → R be an increasing
function such that

(1) ζF (s) =
∫∞
1

λ−sdF (λ) is analytic for Re s > 1,
(2) lim

s→1+
(s− 1)ζF (s) = L.

Then

(6.13) lim
λ→∞

F (λ)

λ
= L.

Corollary 6.5. Let F : [1,∞) → R be an increasing function such that∫∞
1

e−tλdF (λ) = L
t + O(tε−1), t → 0+, for some ε > 0. Then Ikehara’s Theorem

applies to F and (6.13) holds.

Proof. The ζ–function of F satisfies

ζF (s) =

∫ ∞

1

λ−sdF (λ)

=

∫ ∞

1

1

Γ(s)

∫ ∞

0

ts−1e−tλdt dF (λ)

=

∫ 1

0

ts−1

Γ(s)

∫ ∞

1

e−tλdF (λ) dt+ holomorphic near s = 1

∼ 1

Γ(s)

L

s− 1
near s = 1. �

Proof of Connes’ Trace Theorem. Each P ∈ CL−n(M,E) is a linear
combination of at most 4 non–negative operators: to see this we first write P =
1
2 (P + P ∗) + 1

2i (P − P ∗) as a linear combination of two self–adjoint operators. So

consider a self–adjoint P = P ∗. We choose an elliptic operator Q ∈ CL−n(M,E)
with Q > 0 and positive definite leading symbol. Since we are on a compact mani-
fold it then follows that c ·Q−P ≥ 0 for c large enough. Hence P = c ·Q−(c ·Q−P )
is the desired decomposition of P as a difference of non–negative operators.

So it suffices to prove the claim for a non–negative operator P . Then P + εQ
is elliptic and invertible for each ε > 0. By an approximation argument we are
ultimately left with the problem of proving the claim for an elliptic positive operator
P ∈ CL−n(M,E).

Let μ1 ≥ μ2 ≥ μ3 ≥ · · · > 0 be the eigenvalues of P counted with multiplicity.
We consider the counting function

(6.14) F (λ) = #
{
j ∈ N

∣∣ μ−1
j ≤ λ

}
.

The associated ζ–function

(6.15) ζF (s) =

∫ ∞

1

λ−sdF (λ) = Tr(P s)−
∑
μj>1

μs
j

is, up to the entire function
∑

μj>1
μs
j , the ζ–function of the elliptic operator P−1.

Thus by Theorem 5.3 the function ζF is holomorphic for Re s > 1 and it has a
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meromorphic extension to the complex plane, and 1 is a simple pole with

(6.16) lim
s→1

(s− 1)ζF (s) =
1

n
Res(P ) �= 0,

cf. Example 6.2 1. Thus Ikehara’s Theorem 6.4 applies to F and hence

(6.17) lim
λ→∞

F (λ)

λ
=

1

n
Res(P ).

Claim:

(6.18) lim
j→∞

jμj =
1

n
Res(P ) =: L.

To see this let ε > 0 be given. Then there exists a λ0 such that for λ ≥ λ0

(6.19) 1− ε ≤ F (λ)

λL
≤ 1 + ε.

Thus

(6.20) ∃λ0
∀λ≥λ0

(1− ε)λL ≤ #
{
j ∈ N

∣∣ μ−1
j ≤ λ

}
≤ (1 + ε)λL.

Hence for j ≥ (1 + ε)λL we have μ−1
j ≥ λ and for j ≤ (1− ε)λL we have μ−1

j ≤ λ.
For a given fixed j0 large enough we therefore infer

(6.21) (1− ε)L ≤ jμj ≤ (1 + ε)L, j ≥ j0,

proving the Claim.
Now consider

β(u) =

∫ eu

1

λ−1dF (λ) =
∑

μj≥e−u

μj .(6.22)

We check that Ikehara’s Tauberian Theorem applies to β:∫ ∞

1

e−sλdβ(λ) =

∫ ∞

1

e−(s+1)λdF (eλ)

=

∫ ∞

e

x−s−1dF (x) = ζF (1 + s)

=
Res(P )

ns
+O(1), s → 0.

(6.23)

Thus Corollary 6.5 implies

(6.24)
1

u

∑
μj≥e−u

μj =
β(u)

u

u→∞−−−−→ 1

n
Res(P ).

To infer Connes’ Trace Theorem from (6.24) we choose j0 such that (6.21) holds
for ε = 1/2 and j ≥ j0. Then put for N large enough uN := log N

(1−ε)L . Hence we

have μj ≥ μN ≥ e−uN for 1 ≤ j ≤ N and thus

1

log(N + 1)

N∑
j=1

μj ≤
1

log(N + 1)

∑
μj≥exp(−uN )

μj

=
uN

logN + 1

1

uN

∑
μj≥exp(−uN )

μj

−→ L, for N → ∞,

(6.25)



64 MATTHIAS LESCH

by (6.24) and since uN/ log(N + 1) → 1. This proves

(6.26) lim sup
N→∞

1

log(N + 1)

N∑
j=1

μj ≤ L =
1

n
Res(P ).

Arguing with uN = log N
(1+ε)L instead of uN = log N

(1−ε)L one shows

(6.27) lim inf
N→∞

1

log(N + 1)

N∑
j=1

μj ≥ L =
1

n
Res(P ),

and Connes’ Trace Theorem is proved. �

The attentive reader might have noticed that we did not use the full strength
of the Claim (6.18). We only used that there exist positive constants c1, c2 such
that c1 ≤ jμj ≤ c2 for j ≥ j0.

6.3. Parametric case: The symbol valued trace. In contrast to Proposi-
tion 4.4 the situation is entirely different for the algebra of parametric pseudodif-
ferential operators.

Fix a compact smooth manifold M without boundary of dimension n. Denote
the coordinates in Rp by μ1, . . . , μp and let C[μ1, . . . , μp] be the algebra of polyno-
mials in μ1, . . . , μp. By a slight abuse of notation we denote by μj also the operator
of multiplication by the j-th coordinate function. Then we have maps

∂j : CL
m(M,E;Rp) → CLm−1(M,E;Rp),

μj : CL
m(M,E;Rp) → CLm+1(M,E;Rp).

(6.28)

Also ∂j and μj act naturally on the parametric symbols over the one–point space
CS•,•(Rp) := CS•,•({pt};Rp) and on polynomials C[μ1, . . . , μp]. Thus they act on
the quotient CS•,•(Rp)/C[μ1, . . . , μp]. After these preparations we can summarize
one of the main results of [LePf00].

Let E be a smooth vector bundle on M and consider A ∈ CLm(M,E;Rp)
with m + n < 0. Then for μ ∈ Rp the operator A(μ) is trace class; hence we
may define the function TR(A) : μ �→ Tr(A(μ)). The map TR is obviously tracial,
i.e. TR(AB) = TR(BA), and commutes with ∂j and μj . In fact, the following
theorem holds.

Theorem 6.6. [LePf00, Theorems 2.2, 4.6 and Lemma 5.1] There is a unique
linear extension

TR : CL•(M,E;Rp) → CS•,•(Rp)/C[μ1, . . . , μp]

of TR to operators of all orders such that

(1) TR(AB) = TR(BA), i.e. TR is tracial.
(2) TR(∂jA) = ∂j TR(A) for j = 1, . . . , p.

This unique extension TR satisfies furthermore:

(3) TR(μjA) = μj TR(A) for j = 1, . . . , p.

(4) TR(CLm(M,E;Rp)) ⊂ CSm+p,1(Rp)/C[μ1, . . . , μp].

This Theorem is an example where functions with log–polyhomogeneous ex-
pansions occur naturally. Note that although an operator A ∈ CLm(M,E;Rp) has
a homogeneous symbol expansion without log terms the trace function TR(A) is
log–polyhomogeneous.
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Sketch of Proof. The main observation for the proof is that differentiating
by the parameter (6.28) lowers the degree and hence differentiating often enough
we obtain a parametric family of trace class operators:

Given A ∈ CLm(M,E;Rp), then ∂αA ∈ CLm−|α|(M,E,Rp) is of trace class
if m − |α| + dimM < 0. Now integrate the function TR(∂αA)(μ) back. Since we
mod out polynomials this procedure is independent of α and the choice of anti–
derivatives. This integration procedure also explains the possible occurrence of log
terms in the asymptotic expansion and hence why TR ultimately takes values in
CS•,•(Rp). For details, see [LePf00, Sec. 4]. �

TR is not a trace in the usual sense since it maps into a quotient space of
the space of parametric symbols over a point. However, composing any linear func-
tional on CS•,•(Rp)/C[μ1, . . . , μp] with TR yields a trace on CL•(M,E;Rp). A very
natural choice for such a trace is the Hadamard partie finie integral −

∫
introduced

in Subsection 4.2. Let us first note that for a polynomial P (μ) ∈ C[μ1, . . . , μp] of
degree r the function

(6.29)

∫
|μ|≤R

P (μ)dμ =

p+r∑
j=p

ajR
j

is a polynomial of degree p+ r without constant term. In particular

(6.30) −
∫
Rp

P (μ)dμ = 0

and hence −
∫
Rp induces a linear functional on the quotient space

CS•,•(Rp)/C[μ1, . . . , μp].
Thus putting for A ∈ CL•(M,E;Rp)

(6.31) TR(A) := −
∫
Rp

TR(A)(μ)dμ

we obtain a trace TR on CL•(M,E;Rp) which extends the natural trace on oper-
ators of order < − dimM − p

(6.32)
(∫

Tr
)
(A) :=

∫
Rp

Tr(A(μ))dμ.

However, since −
∫

is not closed on CS•,•(Rp) (Prop. 4.2), TR is not closed on
CL•(M,E;R). Therefore we obtain derived traces

(6.33) ∂jTR(A) := T̃Rj(A) := −
∫
Rp

TR(∂jA)(μ)dμ.

The relation between TR and T̃Rj can be explained more elegantly in terms of
differential forms on Rp with coefficients in CL∞(M,E;Rp) (see Lesch, Moscovici

and Pflaum [LMJ09]). Let Λ• := Λ•(Rp)∗ = C[dμ1, . . . , dμp] be the exterior
algebra of the vector space (Rp)∗ and put

(6.34) Ωp := CL∞(M,E;Rp)⊗ Λ•.

Then, Ωp consists of pseudodifferential operator-valued differential forms, the coef-
ficients of dμI being elements of CL∞(M,E;Rp).

For a p-form A(μ)dμ1 ∧ . . . ∧ dμp we define the regularized trace by

(6.35) TR(A(μ)dμ1 ∧ . . . ∧ dμp) := −
∫
Rp

TR(A)(μ)dμ1 ∧ . . . ∧ dμp.
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On forms of degree less than p the regularized trace is defined to be 0. TR is
a graded trace on the differential algebra (Ωp, d). In general, TR is not closed.
However, its boundary,

T̃R := dTR := TR ◦ d ,
called the formal trace, is a closed graded trace of degree p − 1. It is shown in

[LePf00, Prop. 5.8], [Mel95, Prop. 6] that T̃R is symbolic, i.e. it descends to a
well-defined closed graded trace of degree p− 1 on

(6.36) ∂Ωp := CL∞(M,E;Rp)/CL−∞(M,E;Rp)⊗ Λ•.

The properties of the formal trace T̃R resemble those of the residue trace.
Denoting by r the quotient map Ωp → ∂Ωp we see that Stokes’ formula with

‘boundary’

(6.37) TR(dω) = T̃R(rω)

now holds by construction for any ω ∈ Ω.
Finally we mention an interesting linear form on CS•,•(Rp)/C[μ1, . . . , μp] in

the spirit of the residue trace. Let

(6.38) Ωr CS•,•(Rp) = CS•,•(Rp)⊗ Λ•

be the r–forms on Rp with coefficients in CS•,•(Rp). We extend the notion of
homogeneous functions to differential forms in the obvious way. If ω = fdμi1 ∧
· · · ∧ dμir is a form of degree r and f ∈ CSa,k(Rp) then we define the total degree
of ω to be r + a. The exterior derivative preserves the total degree and each
ω ∈ Ω• CS•,•(Rp) of total degree a has an asymptotic expansion

(6.39) ω ∼
∞∑
j=0

ωa−j

where ωa−j are forms of total degree a − j which are log–polyhomogeneous in

the sense of (3.8), see (3.6). More concretely, if f ∈ CSa,k(Rp) then for ω =
f dμ1 ∧ . . . dμr we have

(6.40) ωa+r−j = fa−j .

Accordingly we define ωa+r−j,l := fa−j,l.

Finally let X =
∑p

j=1 μj
∂

∂μj
be the Liouville vector field on Rp.

After these preparations we put for ω = fdμ1 ∧ · · · ∧ dμp ∈ Ωp CS•,•(Rp)

(6.41) res(ω) :=
1

(2π)p

∫
Sp−1

iX(ω0) =
1

(2π)p

∫
Sp−1

f−p,0d volS .

On forms of degree < p we put res(ω) = 0.

Proposition 6.7. If f ∈ C[μ1, . . . , μp] is a polynomial then

res(fdμ1 ∧ · · · ∧ dμp) = 0.

If ω ∈ Ω• CSa,0(Rp) then res(dω) = 0.

The second statement is due to Manchon, Maeda and Paycha [MMP05].
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Proof. For f ∈ C[μ1, . . . , μp] the component of homogeneity degree 0 of
fdμ1 ∧ · · · ∧ dμp is obviously 0.

Using Cartan’s identity we have

res(dω) =

∫
Sp−1

iX(dω0) =

∫
Sp−1

(iXd+ diX)(ω0)

=

∫
Sp−1

LXω0 = 0,

(6.42)

since the Lie derivative of a form of homogeneity degree 0 with respect to the
Liouville vector field X is 0. �

Composing the res functional with TR we obtain another trace on the algebra
CL•(M,E;Rp) which despite of the previous Proposition is not closed. The point
here is that the range of TR is not contained in CS•(Rp) but rather in CS•,1(Rp).

The significance of this functional and its relation to the noncommutative
residue is still to be clarified.

7. Differential forms whose coefficients are symbol functions

Proposition 6.7 says that the res functional on Ω• CS•(Rn) descends to a linear
functional on the n–th de Rham cohomology of differential forms with coefficients
in CS•(Rn). In Paycha [Pay05] it is shown that the space of linear functionals
on CS•(Rn) having the Stokes property is one–dimensional. From this statement
in fact the uniqueness of the residue trace can be derived. Translated into our
terminology this means that the dual of the n–th de Rham cohomology group
of Rn with coefficients in CS•(Rn) is spanned by res. In particular the n-th de
Rham cohomology group of Rn with coefficients in CS•(Rn) is one–dimensional. In
[Pay05] it is shown furthermore that the uniqueness statement for linear functionals
having the Stokes property is basically equivalent to the uniqueness statement for
the residue trace.

We take up this theme and study in a rather general setting the de Rham co-
homology of differential forms whose coefficients are symbol functions. The results
announced here are inspired by [Pay05] but are more general. We pursue here an
axiomatic approach. Details will appear elsewhere.

7.1. Differential forms with prescribed asymptotics.

Definition 7.1. Let A ⊂ C∞[0,∞) be a Fréchet space with the following
properties.

(1) C∞
0 ([0,∞)) ⊂ A ⊂ C∞([0,∞)) are continuous embeddings. C∞([0,∞))

carries the usual Fréchet topology of uniform convergence of all deriva-
tives on compact sets and C∞

0 (R) has the standard LF-space topology as
inductive limit of the Fréchet spaces

{
f ∈ C∞([0,∞))

∣∣ supp f ⊂ [0, N ]
}
,

N ∈ N.
We denote by A0 =

{
f ∈ A

∣∣ supp f ⊂ (0,∞)
}
.

(2) The derivative ∂ := d
dx maps A into A .

(3) There is a non–trivial linear functional −
∫

: A → C with the following
properties:
(a) The restriction of −

∫
to C∞

0 ([0,∞)) is a multiple of the integral
∫∞
0

.
That is, there is a λ ∈ C such that for f ∈ C∞

0 ([0,∞)) we have
−
∫
f = λ

∫∞
0

f(x)dx.
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(b) −
∫

is closed on A0. That is, for f ∈ A0 we have −
∫
f = 0.

(c) If f ∈ A0 and −
∫
f = 0 then the function F :=

∫ •
0
f ∈ A .

Remark 7.2. It follows from (1) that if χ ∈ C∞([0,∞)) with χ(x) = 1, x ≥ x0

and f ∈ A then χf ∈ A because (1− χ)f ∈ C∞
0 ([0,∞)) ⊂ A .

2. Since A is Fréchet it follows from (1) and (2) and the Closed Graph Theorem
that d

dx : A → A is continuous.

3. If λ in (3a) is nonzero we can renormalize −
∫

such that λ = 1. Thus we are
left with two major cases: λ = 1 and λ = 0. In the first case −

∫
is a regularization

of the ordinary integral while in the second case −
∫

is an analogue of the residue
trace. This will be explained below in the examples.

Example 7.3. 1. The Schwartz space S (R), −
∫
=

∫
.

2. Let CSa([0,∞)), a ∈ [0,∞) be the classical symbols of order a. This space
carries a natural Fréchet topology. If a �∈ {−1, 0, 1, . . . } then let −

∫
be the regular-

ized integral in the partie finie sense described in Subsection 4.2. This integral is
continuous with respect to the Fréchet topology on CSa([0,∞)).

If a ∈ {−1, 0, 1, . . . } then let −
∫
be the residue integral (cf. (6.2)), i.e. if

(7.1) f(x) ∼x→∞

∞∑
j=0

fa−jx
a−j

then

(7.2) −
∫

f := f−1.

One can vary this example. With some care one can also deal with log–
polyhomogeneous symbols. Moreover, there are classes of symbols of integral order
where the regularized integral has the Stokes property [Pay05]. These “odd class
symbols” also fit into the present framework.

From now on A will always denote a Fréchet space as in Def. 7.1.
Starting from A we can construct associated spaces of functions on Rn respec-

tively on cones over a manifold.
Let M be an oriented compact manifold. By A0([0,∞) × M) we denote the

space of functions f ∈ C∞([0,∞)×M) such that

• There is an ε > 0 such that f(r, p) = 0 for r < ε, p ∈ M .
• For fixed p ∈ M we have f(·, p) ∈ A .

Note that for f ∈ A0([0,∞) ×M) the map M → A , p �→ f(·, p) is smooth. This
follows from the Closed Graph Theorem.

As a consequence we have a continuous integration along the fiber

(7.3) −
∫
([0,∞)×M)/M

: A0([0,∞)×M) −→ C∞(M), f �→ −
∫

f(·, p).

We put

(7.4) A0(R
n) =

{
π∗f

∣∣ f ∈ A0([0,∞)× Sn−1
}
,

where π : Rn \ {0} −→ [0,∞) × Sn−1, x �→ (‖x‖, x/‖x‖) is the polar coordinate
diffeomorphism.

Furthermore we put A (Rn) := C∞
0 (Rn) + A0(R

n). A0(R
n) carries a natural

LF-topology while A (Rn) carries a natural Fréchet topology.
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Remark 7.4. Composing the integral (7.3) with an integral over M yields a
natural integral on A0([0,∞)) ×M). In the case of M = Sn−1 and the standard
integral on Sn−1 this integral even extends to an integral on A (Rn) which has
the Stokes property. If A = CSa([0,∞)) the so constructed integral on A (Rn)
is the Hadamard regularized integral if a �∈ {−1, 0, 1, . . . } and the residue integral
if a ∈ {−1, 0, 1, . . . }. Thus our approach allows us to discuss these two, a priori
rather different, regularized integrals within one common framework.

Finally we denote by ΩkA0([0,∞) ×M) the space of differential forms whose
coefficients are locally in A0([0,∞) × U) for any chart U ⊂ M . A more global
description in terms of projective tensor products is also possible:

(7.5) A0([0,∞)×M) = A0 ⊗π C∞(M),

respectively

(7.6) Ω•A0([0,∞)×M) = (A0 ⊕ A0dr)⊗π Ω•(M).

By Def. 7.1, (2) the exterior derivative maps ΩkA(0)(X) to Ωk+1A(0)(X) for
X = [0,∞)×M , respectively X = Rn. The corresponding cohomology groups are
denoted by HkΩ•A(0)(X). Our goal is to calculate these cohomology groups.

Definition 7.5. We call the A of type I if λ in Def. 7.1 (3a) is 1 and of type
II if λ is 0.

Lemma 7.6. A is of type II if and only if the constant function 1 is in A .
Moreover we have for k = 0, 1

(7.7) HkA ([0,∞)) �
{
0 , if A is of type I,

C , if A is of type II.

HkA ([0,∞)) (obviously) vanishes for k ≥ 2. Furthermore −
∫

induces an isomor-
phism H1A0([0,∞)) � C.

7.2. Integration along the fiber and statement of the main result.
7.2.1. Integration along the fiber. The integration (7.3) extends to an integra-

tion along the fiber of differential forms as follows (cf. [BoTu82]):
A k–form ω ∈ ΩkA0([0,∞)×M) is, locally on M , a sum of differential forms

of the form

(7.8) ω = f1(r, p)π
∗η1 + f2(r, p)π

∗η2 ∧ dr

with fj ∈ A0([0,∞)×M), η1 ∈ Ωk(M), η2 ∈ Ωk−1(M). For such forms we put

(7.9) π∗ω :=
(
−
∫
([0,∞)×M)/M

f2

)
π∗η2.

Lemma 7.7. π∗ extends to a well–defined homomorphism

ΩkA0([0,∞)×M) −→ Ωk−1A0([0,∞)×M).

Furthermore, π∗ commutes with exterior differentiation, i.e.

dM ◦ π∗ = π∗ ◦ dR+×M .

For the proof of this Lemma the closedness of −
∫
is crucial.
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7.2.2. Statement of the main result. We are now able to state our main result:

Theorem 7.8. Type I: If A is of type I then the natural inclusion Ω•
c(R

n) ↪→
Ω•A (Rn) of compactly supported forms induces an isomorphism in cohomology.

Type II: If A is of type II then

(7.10) HkA (Rn) �
{
C, k = 0, 1, n,

0, otherwise.

In both cases −
∫

induces an isomorphism HnA (Rn) −→ C.

Remark 7.9. 1. The groups HkA (Rn) can be described more explicitly.
Namely, the natural inclusion Ω•A0(R

n) ↪→ Ω•A (Rn) induces isomorphisms

HkA0(R
n) −→ HkA (Rn)

for k ≥ 1. Furthermore, integration along the fiber induces isomorphisms

π∗ : HkA0(R
n) −→ Hk−1(Sn−1), for k ≥ 1.

Thus there is a natural extension of integration along the fiber to closed forms
π∗ : Ωk

clA (Rn) → Ωk−1(Sn−1). The isomorphisms HkA0(R
n) −→ C, k = 1, n

are given by integration along the fiber.
2. This Theorem generalizes the results of [Pay05, Sec. 1] on the character-

ization of the residue integral and the regularized integral in terms of the Stokes
property.

3. The proof of the Theorem is based on the Thom isomorphism below.

7.2.3. The Thom isomorphism. We consider again a Fréchet space A as in
Def. 7.1. Having established integration along the fiber the Thom isomorphism is
proved along the lines of the classical case of smooth compactly supported forms.
The result is as follows:

Theorem 7.10. Let A be a Fréchet algebra as in Def. 7.1. Let M be a compact
oriented manifold of dimension n. Furthermore let

π∗ : ΩkA0([0,∞)×M) −→ Ωk−1([0,∞)×M)

be integration along the fiber as defined in Section 7.2.1.
Then π∗ induces an isomorphism

(7.11) HkA0([0,∞)×M) −→ Hk−1
dR (M)

for all k ≥ 0 (meaning H0A0([0,∞)×M) � {0}.)
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131, Birkhäuser Boston, Boston, MA, 1995, pp. 173–197. arxiv:9406140 [hep-th],
MR 1373003 (96m:58264)

[LePf00] M. Lesch and M. J. Pflaum, Traces on algebras of parameter dependent pseudodif-
ferential operators and the eta-invariant, Trans. Amer. Math. Soc. 352 (2000), no. 11,
4911–4936. MR 1661258 (2001b:58042)

[Les97] M. Lesch, Operators of Fuchs type, conical singularities, and asymptotic methods,
Teubner-Texte zur Mathematik [Teubner Texts in Mathematics], vol. 136, B. G.



72 MATTHIAS LESCH

Teubner Verlagsgesellschaft mbH, Stuttgart, 1997. arxiv:9607005 [dg-ga, math.DG],
MR 1449639 (98d:58174)

[Les99] , On the noncommutative residue for pseudodifferential operators with log-
polyhomogeneous symbols, Ann. Global Anal. Geom. 17 (1999), no. 2, 151–187.
arXiv:9708010 [dg-ga,math.DG], MR 1675408 (2000b:58050)

[LMJ09] M. Lesch, H. Moscovici, and P. M. J., Relative pairing in cyclic cohomology and
divisor flows, J. K-Theory 3 (2009), 359–407. arXiv:0603500 [math.KT]

[Mel95] R. B. Melrose, The eta invariant and families of pseudodifferential operators, Math.
Res. Lett. 2 (1995), no. 5, 541–561. MR 1359962 (96h:58169)
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Renormalization in Connected Graded Hopf Algebras: An
Introduction

Dominique Manchon

Abstract. We give an account of the Connes-Kreimer renormalization in the
context of connected graded Hopf algebras. We first explain the Birkhoff de-
composition of characters in the more general context of connected filtered
Hopf algebras, then specialize down to the graded case in order to introduce
the notions of locality, renormalization group and Connes-Kreimer’s Beta func-
tion. The connection with Rota-Baxter and dendriform algebras will also be
outlined. This introductory/survey article is based on joint work with Kurusch
Ebrahimi-Fard, Li Guo and Frédéric Patras ([19], [16], [21], [22], [23]).
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1. Introduction

In any physical system in interaction, it is crucial to make a distinction between
actually measured parameters and bare parameters, i.e. the value these parameters
would take in the absence of any interaction with the environment. Renormalization
can be briefly defined as any device enabling us to pass from the bare parameters
to the actually observed parameters, which will be called renormalized. We can
have an idea of it by considering a spherical balloon moving in a fluid (water, the
air, any gas...), as considered by G. Green as early as 1836 ([26], see also [9] and
[10]): at very low speed (such that the friction is negligible), everything happens
as if an extra mass M

2 had been added to the balloon mass m0, where M is the
mass of the fluid volume replaced by the balloon. The total force F = mg acting
on the balloon (with m = m0 +

M
2 ) splits into gravity F0 = m0g0 and Archimedes’

force −Mg0, where g0 � 9.81 ms−2 is the gravity on the Earth’s surface. Bare

c© 2010 Dominique Manchon
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parameters are the mass m0, the gravity force F0 and acceleration g0, whereas the
renormalized parameters are:

(1) m = m0 +
M

2
, F = (1− M

m0
)F0, g =

m0 −M

m0 +
M
2

g0.

Let us remark that the initial aceleration g decreases from g0 to −2g0 when the
interaction, represented by the fluid mass M , increases from 0 to +∞. An extra
difficulty arises in quantum field theory, even in its perturbative approach: bare
parameters are usually infinite! They are typically given by divergent integrals1

like, for example,

(2)

∫
R4

1

1 + ‖p‖2 dp.

These infinite quantities illustrate the fact that switching off the interactions in
quantum field theory is impossible except as a mental exercise2. One must then
subtract another infinite quantity from the bare parameter in order to recover the
(observed, hence finite) renormalized parameter. This process very often splits into
two steps:

(1) regularization, which replaces the infinite bare parameter by a function
of an auxiliary variable z, which tends to infinity when z tends to some z0.

(2) Renormalization itself, of purely combinatorial nature. For renormalizable
theories, it extracts a finite part from the function above when z tends to
z0.

There are a lot of ways to regularize: let us mention the cut-off regularization, which
consists in considering integrals like (2) on a ball of radius z (with z0 = +∞),
and dimensional regularization ([28], [4]), which “integrates on a space of com-
plex dimension z”, where z0 is the spatial dimension d (for example d = 4 for the
Minkowski space-time)3. In this case the function which appears is meromorphic
in z with a pole in z0.

Renormalization is given by the BPHZ algorithm (BPHZ for N. Bogoliubov,
O. Parasiuk, K. Hepp and W. Zimmermann, [3], [27], [51]). The combinatorical
objects here are Feynman graphs, classified according to their loop number L.
The Feynman rules associate to each graph4 some quantity to be regularized and
renormalized. One has first to choose a renormalization scheme, i.e. the finite
part for the “simplest” quantities, corresponding to one-loop graphs (L = 1). One
can then renormalize the other quantities by induction on L. When regularized
Feynman rules give meromorphic functions of one complex variable z (which is the

1More precisely, the physical parameters are given by a series in the coupling constants
(representing the interaction), each term of which is a divergent integral. We focus here on the
renormalization of each of those terms, leaving aside the question of renormalizing the whole
series.

2In contrast to the balloon considered above, for which the interaction can be brought very
close to zero by letting it evolve in a quasi-perfect vacuum.

3This “space of dimension z” has been recently given a rigorous meaning in terms of type II
factors and spectral triples ([10] § 19.2).

4together with an extra datum: its external momenta.
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case, for instance, for dimensional regularization), a most popular regularization
scheme is the minimal subtraction scheme, which consists in taking the value at z0
after removing the polar part. D. Kreimer first observed [30] that Feynman graphs
are organized in a connected graded Hopf algebra. The BPHZ algorithm is then
reinterpreted in terms of a Birkhoff decomposition for the regularized Feynman
rules understood as an A-valued character of the Hopf algebra, where A is some
algebra of functions of the variable z (e.g. meromorphic functions of the complex
variable z for dimensional regularization) [8].

2. A summary of Birkhoff–Connes–Kreimer factorization

We introduce the crucial property of connectedness for bialgebras. The main
interest resides in the possibility to implement recursive procedures in connected
bialgebras, the induction taking place with respect to a filtration (e.g. the coradical
filtration) or a grading. An important example of these techniques is the recur-
sive construction of the antipode, which then “comes for free”, showing that any
connected bialgebra is in fact a connected Hopf algebra. The recursive nature of
Bogoliubov’s formula in the BPHZ [3, 27, 51] approach to perturbative renormal-
ization ultimately comes from the connectedness of the underlying Hopf algebra,
respectively the corresponding pro-nilpotency of the Lie algebra of infinitesimal
characters.

For details on bialgebras and Hopf algebras we refer the reader to the standard
references, e.g. [48]. The use of bialgebras and Hopf algebras in combinatorics can
be traced back at least to the seminal work of Joni and Rota [29].

2.1. Connected graded bialgebras. Let k be a field with characteristic
zero. A graded Hopf algebra on k is a graded k-vector space

H =
⊕
n≥0

Hn

endowed with a product m : H ⊗ H → H, a coproduct Δ : H → H ⊗ H, a unit
u : k → H, a co-unit ε : H → k and an antipode S : H → H fulfilling the usual
axioms of a Hopf algebra [48], and such that:

m(Hp ⊗Hq) ⊂ Hp+q,

Δ(Hn) ⊂
⊕

p+q=n

Hp ⊗Hq,

S(Hn) ⊂ Hn.

If we do not ask for the existence of an antipode S on H we get the definition
of a graded bialgebra. In a graded bialgebra H we shall consider the increasing
filtration:

Hn =

n⊕
p=0

Hp.

Suppose moreover that H is connected, i.e. H0 is one-dimensional. Then we have:

Ker ε =
⊕
n≥1

Hn.
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Proposition 1. For any x ∈ Hn, n ≥ 1 we can write:

Δx = x⊗ 1+ 1⊗ x+ Δ̃x, Δ̃x ∈
⊕

p+q=n,
p�=0,q �=0

Hp ⊗Hq.

The map Δ̃ is coassociative on Ker ε and Δ̃k := (I⊗k−1 ⊗ Δ̃)(I⊗k−2 ⊗ Δ̃) · · · Δ̃
sends Hn into (Hn−k)⊗k+1.

Proof. Thanks to connectedness we clearly can write:

Δx = a(x⊗ 1) + b(1⊗ x) + Δ̃x

with a, b ∈ k and Δ̃x ∈ Ker ε⊗Ker ε. The co-unit property then tells us that, with
k ⊗H and H⊗ k canonically identified with H:

x = (ε⊗ I)(Δx) = bx, x = (I ⊗ ε)(Δx) = ax,

hence a = b = 1. We shall use the following two variants of Sweedler’s notation:

Δx =
∑
(x)

x1 ⊗ x2, Δ̃x =
∑
(x)

x′ ⊗ x′′,

the second being relevant only for x ∈ Ker ε. If x is homogeneous of degree n we
can suppose that the components x1, x2, x

′, and x′′ in the expressions above are
homogeneous as well, and we have then |x1| + |x2| = n and |x′| + |x′′| = n. We
easily compute:

(Δ⊗ I)Δ(x) = x⊗ 1⊗ 1+ 1⊗ x⊗ 1+ 1⊗ 1⊗ x

+
∑
(x)

x′ ⊗ x′′ ⊗ 1+ x′ ⊗ 1⊗ x′′ + 1⊗ x′ ⊗ x′′

+ (Δ̃⊗ I)Δ̃(x)

and

(I ⊗Δ)Δ(x) = x⊗ 1⊗ 1+ 1⊗ x⊗ 1+ 1⊗ 1⊗ x

+
∑
(x)

x′ ⊗ x′′ ⊗ 1+ x′ ⊗ 1⊗ x′′ + 1⊗ x′ ⊗ x′′

+ (I ⊗ Δ̃)Δ̃(x),

hence the co-associativity of Δ̃ comes from that of Δ. Finally, it is easily seen by
induction on k that for any x ∈ Hn we can write:

Δ̃k(x) =
∑
x

x(1) ⊗ · · · ⊗ x(k+1),

with |x(j)| ≥ 1. The grading imposes

k+1∑
j=1

|x(j)| = n,

so the maximum possible for any degree |x(j)| is n− k. �
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2.2. Connected filtered bialgebras. A filtered Hopf algebra on k is a k-
vector space together with an increasing Z+-indexed filtration:

H0 ⊂ H1 ⊂ · · · ⊂ Hn ⊂ · · · ,
⋃
n

Hn = H

endowed with a product m : H ⊗ H → H, a coproduct Δ : H → H ⊗ H, a unit
u : k → H, a co-unit ε : H → k and an antipode S : H → H fulfilling the usual
axioms of a Hopf algebra, and such that

m(Hp ⊗Hq) ⊂ Hp+q, Δ(Hn) ⊂
∑

p+q=n

Hp ⊗Hq, and S(Hn) ⊂ Hn.

If we do not ask for the existence of an antipode S on H we get the definition of a
filtered bialgebra. For any x ∈ H we set:

|x| := min{n ∈ N, x ∈ Hn}.
Any graded bialgebra or Hopf algebra is obviously filtered by the canonical filtration
associated to the grading:

Hn :=

n⊕
i=0

Hi,

and in that case, if x is a homogeneous element, x is of degree n if and only if
|x| = n. We say that the filtered bialgebra H is connected if H0 is one-dimensional.
There is an analogue of Proposition 1 in the connected filtered case, the proof of
which is very similar:

Proposition 2. For any x ∈ Hn, n ≥ 1 we can write:

Δx = x⊗ 1+ 1⊗ x+ Δ̃x, Δ̃x ∈
∑

p+q=n,
p�=0,q �=0

Hp ⊗Hq.

The map Δ̃ is coassociative on Ker ε and Δ̃k = (I⊗k−1⊗Δ̃)(I⊗k−2⊗Δ̃) · · · Δ̃ sends
Hn into (Hn−k)⊗k+1.

The coradical filtration endows any pointed Hopf algebra H with a structure of
filtered Hopf algebra (S. Montgomery, [39] Lemma 1.1). IfH is moreover irreducible
(i.e. if the image of k under the unit map u is the unique one-dimensional simple
subcoalgebra of H) this filtered Hopf algebra is moreover connected.

2.3. The convolution product. An important result is that any connected
filtered bialgebra is indeed a filtered Hopf algebra, in the sense that the antipode
comes for free. We give a proof of this fact as well as a recursive formula for the
antipode with the help of the convolution product: let H be a (connected filtered)
bialgebra, and let A be any k-algebra (which will be called the target algebra). The
convolution product on the space L(H,A) of linear maps from H to A is given by:

ϕ ∗ ψ(x) = mA(ϕ⊗ ψ)Δ(x)

=
∑
(x)

ϕ(x1)ψ(x2).

Proposition 3. The map e = uA ◦ε, given by e(1) = 1A and e(x) = 0 for any
x ∈ Ker ε, is a unit for the convolution product. Moreover the set G(A) := {ϕ ∈
L(H,A), ϕ(1) = 1A} endowed with the convolution product is a group.
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Proof. The first statement is straightforward. To prove the second let us
consider the formal series:

ϕ∗−1(x) =
(
e− (e− ϕ)

)∗−1
(x)

=
∑
m≥0

(e− ϕ)∗m(x).

Using (e−ϕ)(1) = 0 we have immediately (e−ϕ)∗m(1) = 0, and for any x ∈ Ker ε:

(e− ϕ)∗n(x) = mA,n−1(ϕ⊗ · · · ⊗ ϕ︸ ︷︷ ︸
n times

)Δ̃n−1(x).

When x ∈ Hp this expression then vanishes for n ≥ p + 1. The formal series ends
up then with a finite number of terms for any x, which proves the result. �

Corollary 1. Any connected filtered bialgebra H is a filtered Hopf algebra.
The antipode is defined by

(3) S(x) =
∑
m≥0

(u ◦ ε− I)∗m(x).

It is given by S(1) = 1 and recursively by either of the two formulas for x ∈ Ker ε:

S(x) = −x−
∑
(x)

S(x′)x′′ and S(x) = −x−
∑
(x)

x′S(x′′).

Proof. The antipode, when it exists, is the inverse of the identity for the
convolution product on L(H,H). One just needs then to apply Proposition 3 with
A = H. The two recursive formulas follow directly from the two equalities

m(S ⊗ I)Δ(x) = 0 = m(I ⊗ S)Δ(x)

fulfilled by any x ∈ Ker ε. �

Let g(A) be the subspace of L(H,A) formed by the elements α such that
α(1) = 0. It is clearly a subalgebra of L(H,A) for the convolution product. We
have:

(4) G(A) = e+ g(A).

From now on we shall suppose that the ground field k is of characteristic zero. For
any x ∈ Hn the exponential:

exp∗(α)(x) =
∑
k≥0

α∗k(x)

k!

is a finite sum (ending up at k = n). It is a bijection from g(A) onto G(A). Its
inverse is given by

log∗(e+ α)(x) =
∑
k≥1

(−1)k−1

k
α∗k(x).

This sum again ends up at k = n for any x ∈ Hn. Let us introduce a decreasing
filtration on L = L(H,A):

Ln := {α ∈ L, α|Hn−1
= 0}.
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Clearly L0 = L and L1 = g(A). We define the valuation valϕ of an element ϕ of
L as the largest integer k such that ϕ is in Lk. We shall consider in the sequel the
ultrametric distance on L induced by the filtration:

(5) d(ϕ, ψ) = 2− val(ϕ−ψ).

For any α, β ∈ g(A) let [α, β] = α ∗ β − β ∗ α.

Proposition 4. We have the inclusion

Lp ∗ Lq ⊂ Lp+q,

and moreover the metric space L endowed with the distance defined by (5) is com-
plete.

Proof. Take any x ∈ Hp+q−1, and any α ∈ Lp and β ∈ Lq. We have

(α ∗ β)(x) =
∑
(x)

α(x1)β(x2).

Recall that we denote by |x| the minimal n such that x ∈ Hn. Since |x1| + |x2| =
|x| ≤ p+q−1, either |x1| ≤ p−1 or |x2| ≤ q−1, so the expression vanishes. Now if
(ψn) is a Cauchy sequence in L it is immediate to see that this sequence is locally
stationary , i.e. for any x ∈ H there exists N(x) ∈ N such that ψn(x) = ψN(x)(x)
for any n ≥ N(x). Then the limit of (ψn) exists and is clearly defined by

ψ(x) = ψN(x)(x).

�

As a corollary the Lie algebra L1 = g(A) is pro-nilpotent, in a sense that it is
the projective limit of the Lie algebras g(A)/Ln, which are nilpotent.

2.4. Characters and infinitesimal characters. Let H be a connected fil-
tered Hopf algebra over k, and let A be a commutative k-algebra. We shall con-
sider unital algebra morphisms from H to the target algebra A, which we shall call,
slightly abusively, characters. We recover of course the usual notion of character
when the algebra A is the ground field k. The notion of character involves only the
algebra structure of H. On the other hand the convolution product on L(H,A) in-
volves only the coalgebra structure on H. Let us consider now the full Hopf algebra
structure on H and see what happens to characters with the convolution product:

Proposition 5. Let H be a connected filtered Hopf algebra over k, and let A
be a commutative k-algebra. Then the characters from H to A form a group G1(A)
under the convolution product, and for any ϕ ∈ G1(A) the inverse is given by

ϕ∗−1 = ϕ ◦ S.

We call infinitesimal characters with values in the algebra A those elements α
of L(H,A) such that

α(xy) = e(x)α(y) + α(x)e(y).

Proposition 6. Let G1(A) (resp. g1(A)) be the set of characters of H with
values in A (resp. the set of infinitesimal characters of H with values in A). Then
G1(A) is a subgroup of G(A), the exponential restricts to a bijection from g1(A)
onto G1(A), and g1(A) is a Lie subalgebra of g(A).
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Proof. Part of these results are a reformulation of Proposition 5 and some
points are straightforward. The only non-trivial point concerns g1(A) and G1(A).
Take two infinitesimal characters α and β with values in A and compute

(α ∗ β)(xy) =
∑
(x)(y)

α(x1y1)β(x2y2)

=
∑
(x)(y)

(
α(x1)e(y1) + e(x1)α(y1)

)
.
(
β(x2)e(y2) + e(x2)α(y2)

)

= (α ∗ β)(x)e(y) + α(x)β(y) + β(x)α(y) + e(x)(α ∗ β)(y).

Using the commutativity of A we immediately get

[α, β](xy) = [α, β](x)e(y) + e(x)[α, β](y),

which shows that g1(A) is a Lie algebra. Now for α ∈ g1(A) we have

α∗n(xy) =
n∑

k=0

(
n

k

)
α∗k(x)α∗(n−k)(y),

as easily seen by induction on n. A straightforward computation then yields

exp∗(α)(xy) = exp∗(α)(x) exp∗(α)(y).

�

2.5. Renormalization in connected filtered Hopf algebras. We describe
in this section the renormalization à la Connes–Kreimer ([30], [7], [8]) in the ab-
stract context of connected filtered Hopf algebras: the objects to be renormalised
are characters with values in a commutative unital target algebra A endowed with
a renormalization scheme, i.e. a splitting A = A−⊕A+ into two subalgebras which
play a symmetrical role, except that one has to decide in wich one to put the unit
1. An important example is given by the minimal subtraction (MS) scheme on the
algebra A of meromorphic functions of one variable z, where A+ is the algebra of
meromorphic functions which are holomorphic at z = 0, and whereA− = z−1C[z−1]
stands for the “polar parts”. Any A-valued character ϕ admits a unique Birkhoff
decomposition

ϕ = ϕ∗−1
− ∗ ϕ+,

where ϕ+ is an A+-valued character, and where ϕ−(Ker ε) ⊂ A−. In the MS
scheme case described just above, the renormalized character is the scalar-valued
character given by the evaluation of ϕ+ at z = 0 (whereas the evaluation of ϕ at
z = 0 does not necessarily make sense).

Theorem 1. Factorization of the group G(A)

(1) Let H be a connected filtered Hopf algebra. Let A be a commutative uni-
tal algebra with a renormalization scheme such that 1 ∈ A+, and let
π : A → A be the projection onto A− parallel to A+. Let G(A) be as
earlier the group of those ϕ ∈ L(H,A) such that ϕ(1) = 1A endowed
with the convolution product. Any ϕ ∈ G(A) admits a unique Birkhoff
decomposition

(6) ϕ = ϕ∗−1
− ∗ ϕ+,
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where ϕ− sends 1 to 1A and Ker ε into A−, and where ϕ+ sends H into
A+. The maps ϕ− and ϕ+ are given on Ker ε by the following recursive
formulas:

ϕ−(x) = −π
(
ϕ(x) +

∑
(x)

ϕ−(x
′)ϕ(x′′)

)

ϕ+(x) = (I − π)
(
ϕ(x) +

∑
(x)

ϕ−(x
′)ϕ(x′′)

)
.

where I is the identity map.
(2) If ϕ is a character, the components ϕ− and ϕ+ occurring in the Birkhoff

decomposition of ϕ are characters as well.

Proof. The proof goes along the same lines as the proof of Theorem 4 of
[8]: for the first assertion it is immediate from the definition of π that ϕ− sends
Ker ε into A−, and that ϕ+ sends Ker ε into A+. It only remains to check equality
ϕ+ = ϕ− ∗ ϕ, which is an easy computation:

ϕ+(x) = (I − π)
(
ϕ(x) +

∑
(x)

ϕ−(x
′)ϕ(x′′)

)
.

= ϕ(x) + ϕ−(x) +
∑
(x)

ϕ−(x
′)ϕ(x′′)

= (ϕ− ∗ ϕ)(x).
The proof of assertion (2) can be carried out exactly as in [8] and relies on the
following Rota–Baxter relation in A:

(7) π(a)π(b) = π
(
π(a)b+ aπ(b)

)
− π(ab),

which is easily verified by decomposing a and b into their A±-parts. We will derive
a more conceptual proof in Paragraph 2.7 below. �

Remark 1. Define the Bogoliubov preparation map as the map B : G(A) →
L(H,A) given by

(8) B(ϕ) = ϕ− ∗ (ϕ− e),

such that for any x ∈ Ker ε we have

B(ϕ)(x) = ϕ(x) +
∑
(x)

ϕ−(x
′)ϕ(x′′).

The components of ϕ in the Birkhoff decomposition read

(9) ϕ− = e− π ◦B(ϕ), ϕ+ = e+ (I − π) ◦B(ϕ).

On Ker ε they reduce to −π ◦B(ϕ), (I − π) ◦B(ϕ), respectively. Plugging equation
(8) inside (9) and setting α := e− ϕ we get the following expression for ϕ−:

ϕ− = e+ P (ϕ− ∗ α)(10)

= e+ P (α) + P
(
P (α) ∗ α

)
+ · · ·+ P

(
P
(
. . . P (︸ ︷︷ ︸

n times

α) ∗ α
)
· · · ∗ α

)
+ · · ·

and for ϕ+ we find

ϕ+ = e− P̃ (ϕ− ∗ α)(11)
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= e+ P̃ (ϕ+ ∗ β)(12)

= e+ P̃ (β) + P̃
(
P̃ (β) ∗ β

)
− · · ·+ P̃

(
P̃
(
. . . P̃ (︸ ︷︷ ︸

n times

β) ∗ β
)
· · · ∗ β

)
+ · · ·

with β := −ϕ−1 ∗ α = e − ϕ−1, and where P̃ and P are projections on L(H,A)

defined by P̃ (α) = (I − π) ◦ α and P (α) = π ◦ α, respectively.

Remark 2. Although subalgebras A+ and A− can obviously be interchanged so
that 1 always belongs to A+, it is better to keep the notation A− for the counterterms
and A+ for the renormalized quantities. Hence the unit 1 of the target algebra A can
belong to A− in some renormalization schemes: the most common example of this
situation in physics is the zero-momentum subtraction scheme which can be briefly
recast as follows (see [4] Paragraph 3.4.2): the target algebra A is the algebra of
functions which are rational with respect to external and internal momenta (denoted
by letters p and k respectively), well-defined at the origin, and polynomial with
respect to an extra indeterminate λ. The product is given by:

(13) f.g(λ, k1, k2, p1, p2) := f(λ, k1, p1)g(λ, k2, p2).

The subalgebra A+ is the subalgebra of functions f =
∑r

d=0 λ
dfd such that fd, as

a function of external momenta, vanishes at the origin at order ≥ d + 1. The
subalgebra A− is the subalgebra of functions f =

∑r
d=0 λ

dfd such that fd is a
polynomial in external momenta of degree ≤ d. The character ϕ from the Hopf
algebra of Feynman graphs (with external momenta) to A is given by Γ �→ λd(Γ)IΓ,
where IΓ is the integrand for the Feynman rules, and d(Γ) is the superficial degree of
divergence of the graph. Hence the renormalization is performed before integrating
with respect to internal momenta, and is based on subtracting the terms of degree
≤ d(Γ) w.r.t. external momenta in the taylor expansion of the integrand. This is
the original setting in which the BPHZ algorithm has been first developed [3], [27],
[51]. The on-shell scheme can be understood in a similar way, by considering Taylor
expansions around the physical mass of the theory instead of around the origin (see
[4], Paragraphs 3.1.3 and 3.3.1).

2.6. The Baker–Campbell–Hausdorff recursion. Let L be any complete
filtered Lie algebra. Thus L has a decreasing filtration (Ln) of Lie subalgebras
such that [Lm, Ln] ⊆ Lm+n and L ∼= lim

←
L/Ln (i.e., L is complete with respect to

the topology induced by the filtration). Let A be the completion of the enveloping
algebra U(L) for the decreasing filtration naturally coming from that of L. The
functions

exp : A1 → 1 +A1, exp(a) =

∞∑
n=0

an

n!
,

log : 1 +A1 → A1, log(1 + a) = −
∞∑

n=1

(−a)n

n

are well-defined and are inverses of each other. The Baker–Campbell–Hausdorff
(BCH) formula writes for any x, y ∈ L1 [44, 50],

exp(x) exp(y) = exp
(
C(x, y)

)
= exp

(
x+ y +BCH(x, y)

)
,
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where BCH(x, y) is an element of L2 given by a Lie series the first few terms of
which are:

BCH(x, y) =
1

2
[x, y] +

1

12
[x, [x, y]] +

1

12
[y, [y, x]]− 1

24
[x, [y, [x, y]]] + · · ·

Now let P : L → L be any linear map preserving the filtration of L. We define P̃
to be IdL −P . For a ∈ L1, define χ(a) = limn→∞ χ(n)(a) where χ(n)(a) is given by
the BCH recursion

χ(0)(a) := a,

χ(n+1)(a) = a− BCH
(
P (χ(n)(a)), (IdL −P )(χ(n)(a))

)
,(14)

and where the limit is taken with respect to the topology given by the filtration.
Then the map χ : L1 → L1 satisfies

(15) χ(a) = a− BCH
(
P (χ(a)), P̃ (χ(a))

)
.

This map appeared in [13], [12], where more details can be found, see also [37, 38].
The following proposition ([16], [37]) gives further properties of the map χ.

Proposition 7. For any linear map P : L → L preserving the filtration of
L there exists a (usually non-linear) unique map χ : L1 → L1 such that (χ −
IdL)(Li) ⊂ L2i for any i ≥ 1, and such that, with P̃ := IdL −P we have

(16) ∀a ∈ L1, a = C
(
P
(
χ(a)

)
, P̃

(
χ(a)

))
.

This map is bijective, and its inverse is given by

(17) χ−1(a) = C
(
P (a), P̃ (a)

)
= a+BCH

(
P (a), P̃ (a)

)
.

Proof. Equation (16) can be rewritten as

χ(a) = Fa

(
χ(a)

)
,

with Fa : L1 → L1 defined by

Fa(b) = a− BCH
(
P (b), P̃ (b)

)
.

This map Fa is a contraction with respect to the metric associated with the filtra-
tion: indeed if b, ε ∈ L1 with ε ∈ Ln, we have

Fa(b+ ε)− Fa(b) = BCH
(
P (b), P̃ (b)

)
− BCH

(
P (b+ ε), P̃ (b+ ε)

)
.

The right-hand side is a sum of iterated commutators in each of which ε does appear
at least once. So it belongs to Ln+1. So the sequence Fn

a (b) converges in L1 to a
unique fixed point χ(a) for Fa.

Let us remark that for any a ∈ Li, then, by a straightforward induction argu-
ment, χ(n)(a) ∈ Li for any n, so χ(a) ∈ Li by taking the limit. Then the difference

χ(a)− a = BCH
(
P
(
χ(a)

)
, P̃

(
χ(a)

))
clearly belongs to L2i. Now consider the map

ψ : L1 → L1 defined by ψ(a) = C
(
P (a), P̃ (a)

)
. It is clear from the definition of χ

that ψ ◦ χ = IdL1
. Then χ is injective and ψ is surjective. The injectivity of ψ will

be an immediate consequence of the following lemma.

Lemma 1. The map ψ increases the ultrametric distance given by the filtration.
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Proof. For any x, y ∈ L1 the distance d(x, y) is given by 2−n where n =
sup{k ∈ N, x− y ∈ Lk}. We have then to prove that ψ(x)− ψ(y) /∈ Ln+1. But

ψ(x)− ψ(y) = x− y +BCH
(
P (x), P̃ (x)

)
− BCH

(
P (y), P̃ (y)

)
= x− y +

(
BCH

(
P (x), P̃ (x)

)
− BCH

(
P (x)− P (x− y), P̃ (x)− P̃ (x− y)

))
.

The rightmost term inside the large brackets clearly belongs to Ln+1. As x− y /∈
Ln+1 by hypothesis, this proves the claim. �

The map ψ is then a bijection, so χ is also bijective, which proves Proposition 7. �

Corollary 2. For any a ∈ L1 we have the following equality taking place in
1 + A1 ⊂ A:

(18) exp(a) = exp
(
P (χ(a))

)
exp

(
P̃ (χ(a))

)
.

Putting (10) and (18) together we get for any α ∈ L1 the following non-
commutative Spitzer identity :

(19) e+P (α)+ · · ·+P
(
P
(
. . . P (︸ ︷︷ ︸

n times

α)∗α
)
· · ·∗α

)
+ · · · = exp

[
−P

(
χ
(
log(e−α)

))]
.

This identity is valid for any filtration-preserving Rota–Baxter operator P in a
complete filtered Lie algebra (see section 4). For a detailed treatment of these
aspects, see [13], [12], [16], [22].

2.7. Application to perturbative renormalization. Suppose now that
L = L(H,A) (with the setup and notations of paragraph 2.5), and that the oper-
ator P is now the projection defined by P (a) = π ◦ a. It is clear that Corollary 2
applies in this setting and that the first factor on the right-hand side of (18) is an
element of G1(A), the group of A-valued characters of H, which sends Ker ε into
A−, and that the second factor is an element of G1 which sends H into A+. Going
back to Theorem 1 and using uniqueness of the decomposition (6) we see then that
(18) in fact is the Birkhoff–Connes–Kreimer decomposition of the element exp∗(a)
in G1. Indeed, starting with the infinitesimal character a in the Lie algebra g1(A)
equation (18) gives the Birkhoff–Connes–Kreimer decomposition of ϕ = exp∗(a) in
the group G1(A) of A-valued characters of H, i.e.,

ϕ− = exp∗
(
−P (χ(a))

)
and ϕ+ = exp∗

(
P̃ (χ(a))

)
such that ϕ = ϕ−1

− ∗ ϕ+,

thus proving the second assertion in Theorem 1. Comparing Corollary 2 and Theo-
rem 1 the reader may wonder about the role played by the Rota–Baxter relation (7)
for the projector P . In the following section we will show that it is this identity
that allows us to write the exponential ϕ− = exp∗

(
−P (χ(a))

)
as a recursion, that

is, ϕ− = e + P (ϕ− ∗ α), with α = e − ϕ. Equivalently, this amounts to the fact
that the group G1(A) factorizes into two subgroups G−

1 (A) and G+
1 (A), such that

ϕ± ∈ G±
1 (A).

3. Locality, the renormalization group and the Beta function

3.1. The Dynkin operator. Any connected graded Hopf algebra H admits
a natural biderivation Y defined by Y (x) = nx for x ∈ Hn. The map ϕ �→ ϕ ◦ Y
is a derivation of

(
L(H,A), ∗

)
. When the ground field is k = R or C the bideriva-

tion Y gives rise to the one-parameter subgroup of automorphisms of H given by
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θt(x) = entx for x ∈ Hn, and ϕ �→ ϕ ◦ θt is an automorphism of
(
L(H,A), ∗

)
for

any t ∈ k.

The Dynkin operator is defined as the endomorphism D = S ∗ Y of H (where
S is the antipode). One can show that for any commutative unital algebra A the
correspondence ϕ �→ ϕ ◦D gives rise to a bijection Ξ from the group of characters
GA onto the Lie algebra of infinitesimal characters gA. When k = R ou C the
inverse Ξ−1 = Γ : gA → GA is given by the following formula ([38] § 8.2):

(20) Γ(α) = e+
∑
n≥1

∫
0≤vn≤···≤v1≤+∞

(α ◦ θ−v1) ∗ · · · ∗ (α ◦ θ−vn) dv1 · · · dvn.

Applying this to an element x in H decomposed into its homogeneous components
xk (one can suppose x0 = 0), and using the equality

(21)

∫
0≤vl≤···≤v1≤+∞

e−k1v1 · · · e−klvl dv1 · · · dvl =
1

k1(k1 + k2) · · · (k1 + · · ·+ kl)
,

one easily infers the explicit formula [17] :

(22) Γ(α) = e+
∑
n≥1

∑
k1,...,kl∈N∗, k1+···+kl=n

αk1
∗ · · · ∗ αkl

k1(k1 + k2) · · · (k1 + · · ·+ kl)
,

with αk = α ◦ πk, and where for any k ≥ 0 one denotes by πk the projection of
H onto the homogeneous component Hk of degree k. One can then easily verify
the same formula on the field of rational numbers, and then on any field k of
characteristic zero. The Dynkin operator was introduced in the general setting of
commutative or cocommutative Hopf algebras by F. Patras and Chr. Reutenauer
([42], see also [17]). Several properties, such as the explicit formula (22) above,
still make sense for any connected graded Hopf algebra.

3.2. The renormalization group and the Beta function. We suppose
k = R or k = C here. We will consider the one-parameter group ϕ �→ ϕ ◦ θtz of
automorphisms of the algebra

(
L(H,A), ∗

)
i.e.,

(23) ϕt(x)(z) := etz|x|ϕ(x)(z).

Differentiating at t = 0 we get

(24)
d

dt |t=0
ϕt = z(ϕ ◦ Y ).

Let GA be any of the two groups G(A) or G1(A) (see Paragraph 2.4). We denote
by Gloc

A the set of local elements of GA, i.e. those ϕ ∈ GA such that the negative
part of the Birkhoff decomposition of ϕt does not depend on t, namely

Gloc
A =

{
ϕ ∈ GA

∣∣∣ d

dt
(ϕt)− = 0

}
.

In particular the dimensional-regularized Feynman rules verify this property: in
physical terms, the counterterms do not depend on the choice of the arbitrary mass
parameter μ (’t Hooft’s mass) one must introduce in dimensional regularization in
order to get dimensionless expressions, which is indeed a manifestation of locality
(see [9]). We also denote by Gloc

A−
the elements ϕ of Gloc

A such that ϕ = ϕ∗−1
− . Since
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composition on the right with Y is a derivation for the convolution product, the
map Ξ of the preceding paragraph verifies a cocycle property:

(25) Ξ(ϕ ∗ ψ) = Ξ(ψ) + ψ∗−1 ∗ Ξ(ϕ) ∗ ψ.

We summarise some key results of [9] in the following proposition:

Proposition 8. (1) For any ϕ ∈ GA there is a one-parameter family ht

in GA such that ϕt = ϕ ∗ ht, and we have

(26) ḣt :=
d

dt
ht = ht ∗ zΞ(ht) + zΞ(ϕ) ∗ ht.

(2) zΞ restricts to a bijection from Gloc
A onto gA ∩ L(H,A+). Moreover it

is a bijection from Gloc
A − onto those elements of gA with values in the

constants, i.e.

gcA = gA ∩ L(H,C).

(3) For ϕ ∈ Gloc
A , the constant term of ht, defined by

(27) Ft(x) = lim
z→0

ht(x)(z)

is a one-parameter subgroup of GA∩L(H,C), the scalar-valued characters
of H.

Proof. For any ϕ ∈ GA one can write

(28) ϕt = ϕ ∗ ht

with ht ∈ GA. From (28), (24) and the definition of Ξ we immediately get

ϕ ∗ ḣt = ϕ ∗ ht ∗ zΞ(ϕ ∗ ht).

Equation (26) then follows from the cocycle property (25). This proves the first
assertion. Now take any character ϕ ∈ Gloc

A with Birkhoff decomposition ϕ =

ϕ∗−1
− ∗ ϕ+ and write the Birkhoff decomposition of ϕt:

ϕt = (ϕt)∗−1
− ∗ (ϕt)+

= (ϕ−)
∗−1 ∗ (ϕt)+

= (ϕ ∗ ϕ∗−1
+ ) ∗ (ϕt)+

= ϕ ∗ ht,

with ht taking values in A+. Then zΞ(ϕ) also takes values in A+, as a consequence
of equation (26) at t = 0. Conversely, suppose that zΞ(ϕ) takes values in A+. We
show that ht also takes values in A+ for any t, which immediately implies that ϕ
belongs to Gloc

A .
For any γ ∈ gA, let us introduce the linear transformation Uγ of gA defined by

Uγ(δ) := γ ∗ δ + zδ ◦ Y.

If γ belongs to gA ∩ L(H,A+) then Uγ restricts to a linear transformation of gA ∩
L(H,A+).

Lemma 2. For any ϕ ∈ GA, n ∈ N we have

znϕ ◦ Y n = ϕ ∗ Un
zΞ(ϕ)(e).
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Proof. The case n = 0 is obvious, n = 1 is just the definition of Ξ. We check
thus by induction, using again the fact that composition on the right with Y is a
derivation for the convolution product:

zn+1ϕ ◦ Y n+1 = z(znϕ ◦ Y n) ◦ Y
= z

(
ϕ ∗ Un

zΞ(ϕ)(e)
)
◦ Y

= z(ϕ ◦ Y ) ∗ Un
zΞ(ϕ)(e) + zϕ ∗

(
Un
zΞ(ϕ)(e) ◦ Y

)
= ϕ ∗

(
zΞ(ϕ) ∗ Un

zΞ(ϕ)(e) + zUn
zΞ(ϕ)(e) ◦ Y

)
= ϕ ∗ Un+1

zΞ(ϕ)(e).

�

Let us go back to the proof of Proposition 8. According to Lemma 2 we have
for any t, at least formally,

(29) ϕt = ϕ ∗ exp(tUzΞ(ϕ))(e).

We still have to fix the convergence of the exponential just above in the case when
zΞ(ϕ) belongs to L(H,A+). Let us consider the following decreasing bifiltration of
L(H,A+):

Lp,q
+ = (zqL(H,A+)) ∩ Lp,

where Lp is the set of those α ∈ L(H,A) such that α(x) = 0 for any x ∈ H of
degree ≤ p− 1. In particular L1 = g0. Considering the associated filtration,

Ln
+ =

∑
p+q=n

Lp,q
+ ,

we see that for any γ ∈ g0∩L(H,A+) the transformation Uγ increases the filtration
by 1, i.e.,

Uγ(Ln
+) ⊂ Ln+1

+ .

The algebra L(H,A+) is not complete with respect to the topology induced by this

filtration, but the completion is L(H, Â+), where Â+ = C[[z]] stands for the formal

series. Hence the right-hand side of (29) is convergent in L(H, Â+) with respect to
this topology. Hence for any γ ∈ L(H,A+) and for ϕ such that zΞ(ϕ) = γ we have

ϕt = ϕ∗ht with ht ∈ L(H, Â+) for any t. On the other hand we already know that
ht takes values in meromorphic functions for each t. So ht belongs to L(H,A+),
which proves the first part of the second assertion. Equation (26) at t = 0 reads

(30) zΞ(ϕ) = ḣ(0) =
d

dt |t=0
(ϕt)+.

For ϕ ∈ Gloc
A−

we have, thanks to the property ϕ(Ker ε) ⊂ A−,

ht(x) = (ϕt)+(x) = (I − π)
(
ϕt(x) +

∑
(x)

ϕ∗−1(x′)ϕt(x′′)
)

= t(I − π)
(
z|x|ϕ(x) + z

∑
(x)

ϕ∗−1(x′)ϕ(x′′)|x′′|
)
+O(t2)

= tRes(ϕ ◦ Y ) +O(t2),

hence:

(31) ḣ(0) = Res (ϕ ◦ Y ).
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From equations (24), (31) and the definition of Ξ we get

(32) zΞ(ϕ) = Res (ϕ ◦ Y )

for any ϕ ∈ Gloc
A−

, hence zR̃(ϕ) ∈ gc. Conversely let β in gc. Consider ψ =

Ξ−1(z−1β). This element of GA verifies, thanks to the definition of Ξ,

zψ ◦ Y = ψ ∗ β.
Hence for any x ∈ Ker ε we have

zψ(x) =
1

|x|
(
β(x) +

∑
(x)

ψ(x′)β(x′′)
)
.

As β(x) is a constant (as a function of the complex variable z) it is easily seen by
induction on |x| that the right-hand side evaluated at z has a limit when z tends
to zero. Thus ψ(x) ∈ A−, and then

ψ = Ξ−1
(1
z
β
)
∈ Gloc

A− ,

which proves assertion (2).

Let us prove assertion (3): the equation ϕt = ϕ∗ht together with (ϕt)s = ϕt+s

yields

(33) hs+t = hs ∗ (ht)
s.

Taking values at z = 0 immediately yields the one-parameter group property

(34) Fs+t = Fs ∗ Ft

thanks to the fact that the evaluation at z = 0 is an algebra morphism. �

We can now give a definition of the Beta function: for any ϕ ∈ Gloc
A , the Beta

function of ϕ is the generator of the one-parameter group Ft defined by equation
(27) in Proposition 8. It is the element of the dual H∗ defined by

(35) β(ϕ) :=
d

dt |t=0
Ft(x)

for any x ∈ H.

Proposition 9. For any ϕ ∈ Gloc
A the Beta function of ϕ coincides with that

of the negative part ϕ∗−1
− in the Birkhoff decomposition. It is given by any of the

three expressions:

β(ϕ) = Res Ξ(ϕ)

= Res (ϕ∗−1
− ◦ Y )

= −Res (ϕ− ◦ Y ).

Proof. The third equality will be derived from the second by taking residues
on both sides of the equation

0 = Ξ(e) = Ξ(ϕ−) + ϕ∗−1
− ∗ Ξ(ϕ∗−1

− ) ∗ ϕ−,

which is a special instance of the cocycle formula (25). Suppose first ϕ ∈ Gloc
A−

,

hence ϕ∗−1
− = ϕ. Then zΞ(ϕ) is a constant according to assertion 2 of Proposition 8.

The proposition then follows from equation (31) evaluated at z = 0, and equation
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(32). Suppose now ϕ ∈ Gloc
A , and consider its Birkhoff decomposition. As both

components belong to Gloc
A we apply Proposition 8 to them. In particular we have

ϕt = ϕ ∗ ht,

(ϕ∗−1
− )t = ϕ∗−1

− ∗vt,
(ϕ+)

t = ϕ+ ∗ wt,

and the equality ϕt = (ϕ∗−1
− )t ∗ (ϕ+)

t yields

(36) ht = (ϕ+)
∗−1 ∗ vt ∗ ϕ+ ∗ wt.

We denote by Ft, Vt,Wt the one-parameter groups obtained from ht, vt, wt, respec-
tively, by letting the complex variable z go to zero. It is clear that ϕ+|z=0 = e,
and similarly that Wt is the constant one-parameter group reduced to the co-unit
ε. Hence equation (36) at z = 0 reduces to:

(37) Ft = Vt,

hence the first assertion. the cocycle equation (25) applied to the Birkhoff decom-
position reads

Ξ(ϕ) = Ξ(ϕ+) + (ϕ+)
∗−1 ∗ Ξ(ϕ∗−1

− ) ∗ ϕ+.

Taking residues of both sides yields

Res Ξ(ϕ) = Res Ξ(ϕ∗−1
− ),

which ends the proof. �

The one-parameter group Ft = Vt above is the renormalization group of ϕ [9].

Remark 3. As it is possible to reconstruct ϕ− from β(ϕ) using the explicit
formula (22) above for Ξ−1, the term ϕ− (i.e. the divergence structure of ϕ) is
uniquely determined by its residue.

Remark 4. It would be interesting to define the renormalization group and the
Beta function for other renormalization schemes and other target algebras A. A
first step in that direction can be found in [17].

4. Rota–Baxter and dendriform algebras

We are interested in abstract versions of identities (10) and (19) fulfilled by the
counterterm character ϕ−. The general algebraic context is given by Rota–Baxter
(associative) algebras of weight θ, which are themselves dendriform algebras. We
first briefly recall the definition of Rota–Baxter (RB) algebra and its most important
properties. For more details we refer the reader to the classical papers [1, 2, 6,
45, 46], as well as for instance to the references [15, 16].

4.1. From Rota-Baxter to dendriform. Let A be an associative not nec-
essarily unital nor commutative algebra with R ∈ End(A). We call a tuple (A,R)
a Rota–Baxter algebra of weight θ ∈ k if R satisfies the Rota–Baxter relation

(38) R(x)R(y) = R
(
R(x)y + xR(y) + θxy

)
.

Note that the operator P of Section 2.5 is an idempotent Rota–Baxter operator. Its
weight is thus θ = −1. Changing R to R′ := μR, μ ∈ k, gives rise to a RB algebra
of weight θ′ := μθ, so that a change in the θ parameter can always be achieved, at
least as long as weight non-zero RB algebras are considered.
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Let us recall some classical examples of RB algebras. First, consider the inte-
gration by parts rule for the Riemann integral map. Let A := C(R) be the ring of
continuous real functions with pointwise product. The indefinite Riemann integral
can be seen as a linear map on A:

(39) I : A → A, I(f)(x) :=

∫ x

0

f(t) dt.

Then, integration by parts for the Riemann integral can be written compactly as

(40) I(f)(x)I(g)(x) = I
(
I(f)g

)
(x) + I

(
fI(g)

)
(x),

dually to the classical Leibniz rule for derivations. Hence, we found our first example
of a weight zero Rota–Baxter map. Correspondingly, on a suitable class of functions,
we define the following Riemann summation operators:

Rθ(f)(x) :=

[x/θ]−1∑
n=1

θf(nθ) and R′
θ(f)(x) :=

[x/θ]∑
n=1

θf(nθ).(41)

We observe readily that

([x/θ]∑
n=1

θf(nθ)

)([x/θ]∑
m=1

θg(mθ)

)
=

( [x/θ]∑
n>m=1

+

[x/θ]∑
m>n=1

+

[x/θ]∑
m=n=1

)
θ2f(nθ)g(mθ)

=

[x/θ]∑
m=1

θ2
( m∑

k=1

f
(
kθ

))
g(mθ) +

[x/θ]∑
n=1

θ2
( n∑

k=1

g
(
kθ

))
f(nθ)−

[x/θ]∑
n=1

θ2f(nθ)g(nθ)

= R′
θ

(
R′

θ(f)g
)
(x) +R′

θ

(
fR′

θ(g)
)
(x) + θR′

θ(fg)(x).

(42)

Similarly for the map Rθ except that the diagonal, omitted, must be added instead
of subtracted. Hence, the Riemann summation maps Rθ and R′

θ satisfy the weight
θ and the weight −θ Rota–Baxter relation, respectively.

Proposition 10. Let (A,R) be a Rota–Baxter algebra. The map R̃ = −θidA−
R is a Rota–Baxter map of weight θ on A. The images of R and R̃, A∓ ⊆ A,
respectively, are subalgebras in A.

The following Proposition follows directly from the Rota–Baxter relation:

Proposition 11. The vector space underlying A equipped with the product

x ∗θ y := R(x)y + xR(y) + θxy(43)

is again a Rota–Baxter algebra of weight θ with Rota–Baxter map R.

We denote it by (Aθ, R) and call it the double Rota–Baxter algebra. The
Rota–Baxter map R becomes a (not necessarily unital even if A is unital) algebra
homomorphism from the algebra Aθ to A. The result in Proposition 11 is best
understood in the dendriform setting which we introduce now. A dendriform alge-
bra [32] over a field k is a k-vector space A endowed with two bilinear operations
≺ and � subject to the three axioms below:

(a ≺ b) ≺ c = a ≺ (b ∗ c), (a � b) ≺ c = a � (b ≺ c), a � (b � c) = (a ∗ b) � c,

where a ∗ b stands for a ≺ b+ a � b. These axioms easily yield associativity for the
law ∗. The bilinear operations � and � defined by

(44) a� b := a � b− b ≺ a, a� b := a ≺ b− b � a
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are left pre-Lie and right pre-Lie, respectively, which means that we have

(a� b)� c− a� (b� c) = (b� a)� c− b� (a� c),(45)

(a� b)� c− a� (b� c) = (a� c)� b− a� (c� b).(46)

The associative operation ∗ and the pre-Lie operations �, � all define the same Lie
bracket:

(47) [a, b] := a ∗ b− b ∗ a = a� b− b� a = a� b− b� a.

Proposition 12. [11] Any Rota–Baxter algebra gives rise to two dendriform
algebra structures given by

a ≺ b := aR(b) + θab = −aR̃(b), a � b := R(a)b,(48)

a ≺′ b := aR(b), a �′ b := R(a)b+ θab = −R̃(a)b.(49)

The associated associative product ∗ is given for both structures by a ∗ b =
aR(b)+R(a)b+ θab and thus coincides with the double Rota–Baxter product (43).

Remark 5. [11] In fact, by splitting again the binary operation ≺ (or alter-
natively �′), any Rota–Baxter algebra is tri-dendriform [34], in the sense that the
Rota–Baxter structure yields three binary operations <, � and > subject to axioms
refining the axioms of dendriform algebras. The three binary operations are defined
by a < b = aR(b), a � b = θab and a > b = R(a)b. Choosing to put the operation �
to the < or > side gives rise to the two dendriform structures above.

Let A = A⊕ k.1 be our dendriform algebra augmented by a unit 1:

(50) a ≺ 1 := a =: 1 � a 1 ≺ a := 0 =: a � 1,

implying a ∗ 1 = 1 ∗ a = a. Note that 1 ∗ 1 = 1, but that 1 ≺ 1 and 1 � 1 are not
defined [44], [4]. We recursively define the following set of elements of A[[t]] for a
fixed x ∈ A:

w
(0)
≺ (x) = w

(0)
� (x) = 1,

w
(n)
≺ (x) := x ≺

(
w

(n−1)
≺ (x)

)
,

w
(n)
� (x) :=

(
w

(n−1)
� (x)

)
� x.

We also define the following set of iterated left and right pre-Lie products (44). For
n > 0, let a1, . . . , an ∈ A:

(n)(a1, . . . , an) :=
(
· · ·

(
(a1 � a2)� a3

)
· · ·� an−1

)
� an(51)

r(n)(a1, . . . , an) := a1 �
(
a2 �

(
a3 � · · · (an−1 � an)

)
· · ·

)
.(52)

For a fixed single element a ∈ A we can write more compactly for n > 0,

(n+1)(a) =
(
(n)(a)

)
� a and r(n+1)(a) = a�

(
r(n)(a)

)
(53)

and (1)(a) := a =: r(1)(a). We have the following theorem [23, 17].

Theorem 2. We have

w
(n)
� (a) =

∑
i1+···+ik=n
i1,...,ik>0

(i1)(a) ∗ · · · ∗ (ik)(a)
i1(i1 + i2) · · · (i1 + · · ·+ ik)

,
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w
(n)
≺ (a) =

∑
i1+···+ik=n
i1,...,ik>0

r(ik)(a) ∗ · · · ∗ r(i1)(a)
i1(i1 + i2) · · · (i1 + · · ·+ ik)

.

Proof. The free unital dendriform algebra with one generator a is naturally
endowed with a connected graded cocommutative Hopf algebra structure. It has
been shown in [23] that the associated Dynkin operator D verifies

(54) D
(
w

(n)
� (a)

)
= (n)(a), D

(
w

(n)
≺ (a)

)
= r(n)(a).

This result then comes from the formula (22). �

These identities nicely show how the dendriform pre-Lie and associative prod-
ucts fit together. This will become even more evident in the following: we are
interested in the solutions X and Y in A[[t]] of the following two equations:

(55) X = 1+ ta ≺ X, Y = 1− Y � ta.

Formal solutions to (55) are given by:

X =
∑
n≥0

tnw
(n)
≺ (a) resp. Y =

∑
n≥0

(−t)nw
(n)
� (a).

Let us introduce the following operators in A, where a is any element of A:

L≺[a](b) := a ≺ b L�[a](b) := a � b R≺[a](b) := b ≺ a R�[a](b) := b � a

L�[a](b) := a� b L�[a](b) := a� b R�[a](b) := b� a R�[a](b) := b� a.

We have recently obtained the following pre-Lie Magnus expansion [19]:

Theorem 3. Let Ω′ := Ω′(ta), a ∈ A, be the element of tA[[t]] such that
X = exp∗(Ω′) and Y = exp∗(−Ω′), where X and Y are the solutions of the two
equations (55), respectively. This element obeys the following recursive equation:

Ω′(ta) =
R�[Ω′]

1− exp(−R�[Ω′])
(ta) =

∑
m≥0

(−1)m
Bm

m!
R�[Ω′]m(ta),(56)

or alternatively

Ω′(ta) =
L�[Ω′]

exp(L�[Ω′])− 1
(ta) =

∑
m≥0

Bm

m!
L�[Ω′]m(ta),(57)

where the Bl’s are the Bernoulli numbers.

Recall that the Bernoulli numbers are defined via the generating series:

z

exp(z)− 1
=

∑
m≥0

Bm

m!
zm = 1− 1

2
z +

1

12
z2 − 1

720
z4 + · · · ,

and observe that B2m+3 = 0, m ≥ 0.

4.2. Non-commutative Bohnenblust-Spitzer formulas. Let n be a posi-
tive integer, and letOPn be the set of ordered partitions of {1, . . . , n}, i.e. sequences
(π1, . . . , πk) of disjoint subsets (blocks) whose union is {1, . . . , n}. We denote by

OPk
n the set of ordered partitions of {1, . . . , n} with k blocks. Let us introduce for

any π ∈ OPk
n the coefficient

ω(π) =
1

|π1|(|π1|+ |π2|) · · · (|π1|+ |π2|+ · · ·+ |πk|)
.
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Theorem 4. Let a1, . . . , an be elements in a dendriform algebra A. For any
subset E = {j1, . . . , jm} of {1, . . . , n} let l(E) ∈ A defined by

l(E) :=
∑

σ∈Sm

l(m)(ajσ1
, . . . , ajσm

).

We have∑
σ∈Sn

(
...(aσ1

� aσ2
) � · · · aσn−1

)
� aσn

=
∑
k≥1

∑
π∈OPk

n

ω(π)l(π1) ∗ · · · ∗ l(πk).

See [22] where this identity is settled in the Rota–Baxter setting, see also [18].
The proof in the dendriform context is entirely similar. Another expression for
the left-hand side can be obtained [23]. For any permutation σ ∈ Sn we define the
element Tσ(a1, . . . , an) as follows: define first the subset Eσ ⊂ {1, . . . , n} by k ∈ Eσ

if and only if σk+1 > σj for any j ≤ k. We write Eσ in the increasing order

1 ≤ k1 < · · · < kp ≤ n− 1.

Then we set

(58) Tσ(a1, . . . , an) := (k1)(aσ1
, . . . , aσk1

) ∗ · · · ∗ (n−kp)(aσkp+1
, . . . , aσn

)

There are p+1 packets separated by p stars in the right-hand side of the expression
(58) above, and the parentheses are set to the left inside each packet. Following
[31] it is convenient to write a permutation by putting a vertical bar after each
element of Eσ. For example for the permutation σ = (3261457) inside S7 we have
Eσ = {2, 6}. Putting the vertical bars,

σ = (32|6145|7),
we see that the corresponding element in A will then be

Tσ(a1, . . . , a7) = (2)(a3, a2) ∗ (4)(a6, a1, a4, a5) ∗ (1)(a7)

= (a3 � a2) ∗
((

(a6 � a1)� a4
)
� a5

)
∗ a7.

Theorem 5. For any a1, . . . , an in the dendriform algebra A the following
identity holds:∑

σ∈Sn

(
...(aσ1

� aσ2
) � · · ·

)
� aσn

=
∑
σ∈Sn

Tσ(a1, . . . , an).(59)

A q-analog of this identity has been proved by J-C. Novelli and J-Y. Thibon
[41].

References

[1] F. V. Atkinson, Some aspects of Baxter’s functional equation, J. Math. Anal. Appl. 7, 1-30
(1963).

[2] G. Baxter, An analytic problem whose solution follows from a simple algebraic identity ,
Pacific J. Math. 10, 731-742 (1960).

[3] N. N. Bogoliubov, O. S. Parasiuk, On the multiplication of causal functions in the quan-
tum theory of fields, Acta Math. 97, 227-266 (1957).

[4] J. Collins, Renormalization, Cambridge monographs in Math. Physics, Cambridge (1984).
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Fredholm Realizations of Elliptic Symbols on Manifolds with
Boundary II: Fibered Boundary

Pierre Albin and Richard Melrose

Abstract. We consider two calculi of pseudodifferential operators on mani-
folds with fibered boundary: Mazzeo’s edge calculus, which has as local model
the operators associated to products of closed manifolds with asymptotically
hyperbolic spaces, and the φ calculus of Mazzeo and the second author, which
is similarly modeled on products of closed manifolds with asymptotically Eu-
clidean spaces. We construct an adiabatic calculus of operators interpolating
between them, and use this to compute the ‘smooth’ K-theory groups of the
edge calculus, determine the existence of Fredholm quantizations of elliptic
symbols, and establish a families index theorem in K-theory.

Introduction

If the boundary of a manifold is the total space of a fibration

(1) Z ∂X

Φ

��
Y

one can quantize an invertible symbol

σ ∈ C∞(S∗X; hom(π∗E, π∗F ))

as an elliptic pseudodifferential operator in the Φ-b or edge calculus, Ψ0
Φ-b(X;E,F ),

introduced in [8] or alternately as an elliptic operator in the Φ-c or φ calculus,
Ψ0

Φ-c(X;E,F ), introduced in [9]. As on a closed manifold, either of these operators
will induce a bounded operator acting between natural L2-spaces of sections but,
in contrast to closed manifolds, these operators need not be Fredholm.

A well-known result of Atiyah and Bott [2] established that for a differential
operator on a manifold with boundary X to admit local elliptic boundary conditions
it is necessary and sufficient for the K-theory class of its symbol [σ] ∈ Kc(T

∗X) to
map to zero under the natural map

Kc(T
∗X) → K1

c (T
∗∂X).
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At one extreme, when Z = {pt}, the Φ-b calculus is the zero calculus of [7] and
the Φ-c calculus is the scattering calculus of [12], and for these the vanishing of the
Atiyah-Bott obstruction is equivalent to the existence of a Fredholm quantization
of σ. At the other extreme, when Y = {pt}, the Φ-b calculus is the b-calculus of
[11] and the Φ-c calculus is the cusp calculus of [9], and in either case there is no
obstruction to finding a Fredholm realization of an elliptic symbol σ. The case of
general φ is intermediate between these two extremes. Indeed, it was established
in [14] that one can use Φ and the families index to induce a map Kc(T

∗X) →
K1

c (T
∗Y ) (see §4) and that σ has a Fredholm quantization in the Φ-c calculus if

and only if

[σ] ∈ ker
(
Kc(T

∗X) → K1
c (T

∗Y )
)
.

In this paper the corresponding result for the edge calculus is established. We point
out that another extension of the Atiyah-Bott obstruction, to a class of operators
on stratified manifolds, is discussed in [15].

To this end we consider the even ‘smooth K-theory’ group of the edge calculus
KΦ-b(X) consisting of equivalence classes of Fredholm edge operators under the
relations generated by bundle stabilization, bundle isomorphisms, and smooth ho-
motopy (see §1). This has a natural subgroup KΦ-b,−∞(X) of equivalence classes
with principal symbol the identity, and there are analogous odd smooth K-theory
groups defined by suspension.

The corresponding groups are defined and identified for the Φ-c calculus in [14].
The analysis of these groups for the Φ-c calculus is simpler for two related reasons.
The first is that the Φ-c calculus is ‘asymptotically normally commutative’ whereas
the Φ-b calculus is ‘asymptotically normally non-commutative’. More precisely, the
behavior of a Φ-c operator near the boundary is modeled by a family of operators,
parametrized by Y , acting on the Lie group Rh+1 times the closed manifold Z. On
the other hand, the behavior of a Φ-b operator near the boundary is modeled by
a family of operators, parametrized by Y , acting on the Lie group R+ � Rh times
the closed manifold Z. To see the effect of this difference on the analysis of these
calculi, one can compare the relative simplicity of identifying Ksc(X) in [14, §2]
versus the corresponding identification of K0(X) in [1].

The other related simplification is that the Φ-c calculus admits a smooth func-
tional calculus, while the Φ-b calculus does not. This means that for the Φ-c
calculus one can study the smooth K-theory groups using much the same construc-
tions one would use to study the K-theory of its C∗-algebra (see for instance the
constructions used in [14, §4] to define KK-classes). One could remove this diffi-
culty by passing to a C∗-closure of the Φ-b calculus, but at the considerable cost
of losing the smooth structure.

Instead, we will study the smooth K-theory groups of the Φ-b calculus by
constructing an ‘adiabatic’ calculus of pseudodifferential operators interpolating
between the Φ-b and Φ-c calculi. This induces maps, labeled ad, between their
smooth K-theory groups. We work more generally in the context of a fibration

X−M
φ−→ B where the fibers are manifolds with fibered boundaries, thus altogether
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we have

(2) X M

φ

��
Z ∂X

��

� �

����������
∂M

Φ

��

� �

����������
B

Y D

����������

Using our analysis of the smooth K-theory groups of the zero calculus in [1], we
establish the following theorem.

Theorem 1. The maps

KΦ-c(φ)
ad−→ KΦ-b(φ), K1

Φ-c(φ)
ad−→ K1

Φ-b(φ)

are isomorphisms, and restrict to isomorphisms

KΦ-c,−∞(φ)
ad−→ KΦ-b,−∞(φ), K1

Φ-c,−∞(φ)
ad−→ K1

Φ-b,−∞(φ).

Furthermore, these groups fit into a commutative diagram

K0
Φ-c,−∞ (φ) ��

ad

����
���

���
�

K0
Φ-c (φ)

��

ad
��

K0
c (T

∗M/B)

��

��

=�����
���

���
�

K0
Φ-b,−∞ (φ) �� K0

Φ-b (φ)
�� K0

c (T
∗M/B)

��
K1

c (T
∗M/B)

		

K1
Φ-b (φ)



 K1
Φ-b,−∞ (φ)



K1
c (T

∗M)

		

��
=

������������
K1

Φ-c (φ)




ad

		

K1
Φ-c,−∞ (φ)



ad

�����������

wherein the inner and outer six term sequences are exact.

In [14], the groups Kq
Φ-c(φ) are identified in terms of the KK-theory of the

C(B)-module

CΦ(M) = {f ∈ C(M) : f
∣∣
∂M

∈ Φ∗C(D)}
and the Kq

Φ-c,−∞(φ) groups are identified with the K-theory of the vertical cotangent

bundle T ∗D/B. Below, we establish the analogue of the latter directly and deduce
the analogue of the former from Theorem 1.

Corollary 2. There are natural isomorphisms

Kq
Φ-b(φ)

∼= KKq
B(CΦ(M), C(B)), and Kq

Φ-b,−∞(φ) ∼= Kq
c (T

∗D/B).

From the six-term exact sequence and this corollary the topological obstruc-
tion to realizing an elliptic symbol via a family of Fredholm Φ-b operators can be
deduced.

Corollary 3. An elliptic symbol σ ∈ C∞(S∗M/B; hom(π∗E, π∗F )) can be
quantized as a Fredholm family of Φ-b operators if and only if its K-theory class
satisfies

[σ] ∈ ker
(
Kc(T

∗M/B) → K1
c (T

∗D/B)
)
.
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Finally, in [14] the second author and Frédéric Rochon defined a topological
index map KΦ-c(φ) → K(B) and showed that it coincided with the analytic index.
Thus the group KΦ-b(φ) inherits a topological index map from its isomorphism
with KΦ-c(φ) and, since the adiabatic limit commutes with the analytic index, the
following K-theoretic index theorem follows.

Corollary 4. The analytic and topological indices coincide as maps

KΦ-b(φ) → K(B).

In Section 1, we review the Φ-b and Φ-c algebras of pseudodifferential operators
and the definition of the smooth K-theory groups. In Section 2, we set up the
adiabatic calculus and prove that it is closed under composition in an appendix. In
Section 3 we use an excision lemma and the analysis of the smooth K-theory of the
zero calculus from [1] to identify the groups Kq

Φ-b,−∞(φ). Finally, in Section 4, we
establish the six term exact sequence and finish the proof of Theorem 1.

1. Φ-b and Φ-c algebras of pseudodifferential operators

We recall some of the main features of these calculi and refer the reader to,
e.g., [11], [8], and [9] for more details. For the moment we restrict attention to the
case of a single operator (i.e., B = {pt}).

We start by describing the vector fields that generate the differential opera-
tors in the two calculi. Let {x, y1, . . . , yh, z1, . . . , zv} be local coordinates near the
boundary with yi lifted from the base under the fibration (1) and the zi vertical.
Here x is a boundary defining function, i.e., a non-negative function on X with
{x = 0} = ∂X and dx �= 0 on the boundary. The fibered cusp structure depends
mildly on this choice.

The Lie algebra, VΦ-b, of vector fields tangent to the fibers of the fibration over
the boundary is locally spanned by the vector fields

{x∂x, x∂y1
, . . . , x∂yh

, ∂z1 , . . . ∂zv}.
Fibered boundary differential operators are polynomials in these vector fields. That
is, any P ∈ Diffk

Φ-b (X) can be written locally as

P =
∑

j+|α|+|β|≤k

aj,α,β (x, y, z) (x∂x)
j (x∂y)

α (∂z)
β .

There is a vector bundle Φ-bTX, the Φ-b tangent bundle, whose space of smooth
sections is precisely VΦ-b. It plays the role of the usual tangent bundle in the study
of the Φ-b calculus. For instance, Φ-b one-forms are elements of the dual bundle,
Φ-bT ∗X, and a Φ-b metric is a metric on Φ-bTX, e.g. locally

(1.1) gΦ-b =
dx2

x2
+

Φ∗gY
x2

+ gZ .

‘Extreme’ cases of fibered boundary calculi are the b-calculus (where Y is a
point) and the 0-calculus (where Z is a point). The b-calculus models non-compact
manifolds with a cylindrical end. It was used in [11] to prove the APS-index theo-
rem. The 0-calculus models non-compact manifolds that are asymptotically hyper-
bolic. It has applications to conformal geometry through the Fefferman-Graham
construction and to physics (e.g. holography) through the AdS/CFT correspon-
dence [5].
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There is also a Φ-c tangent bundle, whose space of sections VΦ-c is locally
spanned by

{x2∂x, x∂y1
, . . . , x∂yh

, ∂z1 , . . . ∂zv}.
Thus a fibered cusp differential operator P ∈ Diffk

Φ-c (X) can be written locally as

P =
∑

j+|α|+|β|≤m

aj,α,β (x, y, z)
(
x2∂x

)j
(x∂y)

α (∂z)
β .

The ‘extreme’ cases of fibered cusp calculi are known as the cusp-calculus
(where Y is a point) and the scattering-calculus (where Z is a point). The cusp-
calculus models the same geometric situation (asymptotically cylindrical manifolds)
as the b-calculus, and indeed these calculi are very closely related (see [1, §3]). The
scattering-calculus models non-compact, asymptotically locally Euclidean mani-
folds. Indeed, if one compactifies Rn radially to a half-sphere, the metric near the
boundary takes the form

dx2

x4
+

hx

x2
,

and so defines a metric on the scattering tangent bundle.
As an illustration of the difference between the Φ-b and Φ-c calculi we point

out that the scattering Lie algebra is asymptotically commutative in the sense that

[Vsc,Vsc] ⊂ xVsc,

while the sub-bundle of the zero tangent bundle 0TX spanned by commutators of
zero vector fields is non-trivial over the boundary. This asymptotic commutativity
of horizontal vector fields in the Φ-c calculus lies behind the simplifications over
the Φ-b calculus.

As on a closed manifold, certain interesting operations (e.g. powers, parametri-
ces, or inverses) require passing to a larger calculus of pseudodifferential operators.
Pseudodifferential operators mapping sections of a bundle E to sections of a bundle
F are denoted Ψ∗

Φ-b (X;E,F ) and Ψ∗
Φ-c (X;E,F ) respectively. Operators in these

calculi act by means of distributional integral kernels as in the Schwartz kernel
theorem, i.e.

Pf (ζ) =

∫
X

KP (ζ, ζ ′) f (ζ ′) .

These integral kernels have singularities along the diagonal and when ζ, ζ ′ ∈ ∂X.
The latter can be resolved by lifting the kernel to an appropriate blown-up space,
denoted respectively X2

Φ-b and X2
Φ-c. We will describe these spaces below, in §2, as

part of the construction of the adiabatic calculus.
These pseudodifferential calculi each possess two symbol maps. On a closed

manifold, the highest order terms in the local expression of a differential operator
define invariantly a function on the cosphere bundle of the manifold. This same
construction yields the principal symbol of a differential (and more generally pseu-
dodifferential) Φ-b operator as a function on the Φ-b cosphere bundle, i.e., the
bundle of unit vectors in Φ-bT ∗X. This interior symbol fits into the short exact
sequence,

Ψk−1
Φ-b (X;E,F ) ↪→ Ψk

Φ-b (X;E,F )
σ

−�C∞
(
Φ-bS∗X; (N∗X)

k ⊗ hom (π∗E, π∗F )
)
,

where (N∗X)
k
denotes a line bundle whose sections have homogeneity k and π is

the projection map Φ-bS∗X → X. The interior symbol in the fibered cusp calculus
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works in much the same way, and the corresponding sequence

Ψk−1
Φ-c (X;E,F ) ↪→ Ψk

Φ-c (X;E,F )
σ

−�C∞
(
Φ-cS∗X; (N∗X)k ⊗ hom (π∗E, π∗F )

)
,

is also exact. The interior symbol is used to define ellipticity: an operator is elliptic
if and only if its interior symbol is invertible.

The second symbol map, known as the normal operator, models the behavior of
the operator near the boundary. Following [3], at any point p ∈ Y let IΦ−1(p) ⊂ VΦ-b

be the subspace of Φ-b vector fields that vanish along the fiber Φ−1 (p) (as Φ-b
vector fields). These vector fields form an ideal and the quotient Φ-bTpX is a Lie
algebra. The projection

VΦ-b → Φ-bTpX

lifts to a map of enveloping algebras

Diffk
Φ-b (X) → D

(
Φ-bTpX

)
,

and the image of P ∈ Diffk
Φ-b (X) is known as the normal operator of P at p,

NΦ-b,p (P ). The normal operator extends to pseudodifferential operators and can
be realized either globally (its kernel is obtained by restricting the kernel of P to a
certain boundary face in X2

Φ-b) or locally by means of an appropriate rescaling as
follows.

Assume that we have chosen a product neighborhood of the boundary and, in
a neighborhood UY of a point p ∈ Y , we have chosen a local trivialization of Φ, so
that U ⊂ X looks like

(1.2) U ∼= [0, ε)× UY × Z
Φ−→ UY ,

with coordinates {x}, {yi}, and {zi} on the respective factors, and a corresponding
decomposition of the tangent bundle

Φ-bTX = Φ-bN∂X ⊕ V ∂X.

Using (1.2) we can define the dilation

(x, yi, zj)
Mδ	→ (δx, δyi, zj) .

If V ∈ VΦ-b then in local coordinates

Vδ =
(
M−1

δ

)∗
V

is a smooth vector field defined in a neighborhood of zero (increasing as δ decreases).
The map

VΦ-b 
 V 	→ lim
δ→0

Vδ ∈ T (Φ-bN∂Z)⊕ V ∂Z

has kernel Ip,Φ-b and realizes Φ-bTpZ as a Lie algebra of smooth vector fields on
TpZ. More generally, Let LU be a chart at p mapping into N+

p Y , and define the

normal operator of P ∈ Ψ0
Φ-b (X) at p to be

Np,Φ-b (P )u = lim
δ→0

(Mδ)
∗
L∗
UP

(
L−1
U

)∗ (
M 1

δ

)∗
u.

The Lie group structure on Φ-bN∂X at the point p ∈ Y is that of R+ �Rh, i.e.

(s, u) · (s′, u′) = (ss′, u+ su′) .

The kernel of the normal operator at the point p ∈ Y is invariant with respect to
this action, so the normal operator acts by convolution in the associated variables.
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We refer to this as a non-commutative suspension, and denote these operators by
Ψ∗

Nsus

(
Φ-bN∂X;E,F

)
. They fit into a short exact sequence

xΨk
Φ-c (X;E,F ) ↪→ Ψk

Φ-c (X;E,F )
NΦ-b−−−�Ψk

Nsus

(
Φ-bN∂X;E,F

)
.

The same construction yields a model operator at every point p ∈ Y for the
fibered cusp calculus. In this case the Lie group is commutative and isomorphic
to R × Rh; the resulting calculus is referred to as the suspended calculus. The
corresponding short exact sequence is

xΨk
Φ-c (X;E,F ) ↪→ Ψk

Φ-c (X;E,F )
NΦ-c−−−�Ψk

sus

(
Φ-cN∂X;E,F

)
.

The volume form of a Φ-b metric (e.g. (1.1)), together with Hermitian metrics
on E and F , defines a space of L2 sections. An operator P ∈ Ψk

Φ-b (X;E,F ) acts
linearly on L2 sections of E; boundedly if k ≤ 0. There is a corresponding scale
of Φ-b Sobolev spaces, Hs

Φ-b (X;E), and an element P ∈ Ψk
Φ-b (X;E,F ) defines a

bounded linear operator

Hs
Φ-b (X;E)

P−→ Hs−k
Φ-b (X;F ) .

This operator is Fredholm if and only if both symbol maps σ (P ) and NΦ-b (P ) are
invertible operators, in which case P is said to be fully elliptic.

In order to carry out our analysis below, we will need a good understanding of
the normal operators of elements of Ψ−∞

0 . A construction from [8] and [6] realizes
normal operators of the zero calculus as families of ‘b,c-calculus’ on the interval,
referred to as reduced normal operators. Operators in this calculus have b-behavior
at one end of the interval and cusp-behavior at the other end. The reduced normal
operator of an operator in Ψ−∞

0 (X;E) lies inside the space

Ψ−∞,−∞
b,c ([0, 1] , π∗E)

of operators with b-behavior of order −∞ near 0 and which vanish to infinite
order near 1. In the following result from [6], π denotes the canonical projection
S∗∂X → ∂X.

Proposition 1.1 ([6], Prop. 4.4.1). The reduced normal operators of elements
of Ψ−∞

0 (X;E) are precisely those functions

N (y′, η; τ, ρ) ∈ C∞ (S∗∂X) ⊗̂πĊ
∞

(
[−1, 1] ,Ω1/2

)
⊗̂πS

(
R+,

bΩ1/2
)

⊗C∞(Ĩ2) C
∞

(
Ĩ2, β∗

(
Hom

(
π∗E ⊗ b,cΩ−1/2

)))(1.3)

with N (y′, η; ·, ρ) the lift of a density on T ∗∂X, and which for each η ∈ S∗∂X

extend to an element of Ψ−∞,−∞
b,c ([0, 1] , π∗E) in such a way that

(1.4) N ∈ C∞
(
S∗∂X,Ψ−∞,−∞

b,c ([0, 1] , π∗E)
)
.

Remark. Notice that the fact that N (y′, η; ·, ρ) is the lift of a density on T ∗∂X
implies in particular that the b-normal operator is a family defined on S∗∂X but
actually only depending on ∂X.

Next, we define K-theory groups of Φ-b operators. Following [14, Definition
2], define

AΦ-b (M ;E,F ) = {(σ (A) ,N (A)) : A ∈ Ψ0
Φ-b(M ;E,F ) Fredholm}
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so that K0
Φ-b (M) consists of equivalence classes of elements in AΦ-b (M ;E,F ),

where two elements are equivalent if there is a finite chain consisting of the following:

(σ,N) ∈ AΦ-b (M ;E,F ) ∼ (σ′, N ′) ∈ AΦ-b (M ;E′, F ′)(1.5)

if there exists a bundle isomorphisms γE : E → E′ and γF : F → F ′ such that
σ = γ−1

F ◦ σ′ ◦ γE and N = γ−1
F ◦ N ′ ◦ γE ,

(σ,N) ∈ AΦ-b (M ;E,F ) ∼
(
σ̃, Ñ

)
∈ AΦ-b (M ;E,F )(1.6)

if there exists a homotopy of Fredholm operatorsAt in Ψ0
Φ-b (M ;E,F ), with (σ,N) =

(σ (A0) ,N (A0)) and
(
σ̃, Ñ

)
= (σ (A1) ,N (A1)), and

(σ,N) ∈ AΦ-b (M ;E,F ) ∼ (σ ⊕ IdG, N ⊕ IdG) ∈ AΦ-b (M ;E ⊕G,F ⊕G) .(1.7)

Similarly, we define K1
Φ-b (M) as equivalence classes of elements in the space of

based loops

ΩAΦ-b (M ;E,F ) = {s ∈ C∞ (
S1, AΦ-b (M ;E,F )

)
: s (1) = Id},

where the equivalences are finite chains of (1.5), (1.6), (1.7) with bundle transfor-
mations and homotopies required to be the identity at 1 ∈ S1.

In the same way, we can describe K0
Φ-b,−∞ (M) and K1

Φ-b,−∞ (M) as equivalence
classes of elements in

AΦ-b,−∞ (M ;E,F ) = {N (Id+A) : A ∈ Ψ−∞
Φ-b (M ;E,F ) , Id+A Fredholm},

and

ΩAΦ-b,−∞ (M ;E,F ) = {s ∈ C∞ (
S1, AΦ-b,−∞ (M ;E,F )

)
: s (1) = Id}

respectively.

2. Adiabatic limit of edge to φ calculi

For a compact manifold with boundary, with a specified fibration of the bound-
ary, we show that there is an adiabatic limit construction passing from the fibered
boundary (for ε > 0) calculus to the fibered cusp calculus in the limit. Every
Fredholm (i.e., totally elliptic) operator in the limiting calculi occurs in a totally
elliptic family in the adiabatic calculus, so with constant index. This allows the
K-theory of the two algebras to be identified and the (families) index map for one
to be reduced to that of the other.

Let X be a compact manifold with boundary, with boundary fibration

Z ∂X �� Y . We construct a resolution of X2 × [0, ε0] which carries the adia-
batic calculus. First blow up the corner and consider

X2
(1) =

[
X2 × [0, ε0] ; (∂X)2 × {0}

]
β(1)−−→ X2 × [0, ε0] .

Then blow up the two sides to get

X2
(2) =

[
X2

(1);X × ∂X × {0}; ∂X ×X × {0}
]

β(2)−−→ X2
(1).

The lifts of these manifolds are disjoint in X2
(1) and commutativity of blow-ups

shows that there is a smooth map, which is in fact a b-fibration, to the rescaled
single space

Xε = [X × [0, ε0] ; ∂X × {0}]
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in either factor:

X2
(2)

πL,ε

⇒
πR,ε

Xε.

This leads to the action of the adiabatic operators on C∞ (Xε).
The choice of the fibered-cusp structure on X corresponds to the singling out

of a class of boundary defining functions which all induce the same trivialization of
the normal bundle to the boundary along the fibres of Φ. Let x be such a boundary
defining function, on the left factor of X in X2 and let x′ denote the same function

on the right factor. The hypersurface x = x′ is smooth near (∂X)
2 ⊂ X2 and lifts

to be smooth near the front face of X2
(2), ff

(
X2

(2)

)
, i.e. the lift of (∂X)

2 × {0}. In
fact it meets the front face in a smooth hypersurface; we denote by F its intersection
with the fibre diagonal

F ⊂ ff
(
X2

(2)

)
.

In fact it is already smooth in X2
(1) and does not meet the side faces blown up to

produce X2
(2).

Note that F is not a p-submanifold because of its intersection with the lift of

(∂X)
2 × [0, ε0] where it meets the boundary of the fibre diagonal

B ⊂ X2
(2)

really of course the lift of the fibre diagonal inside (∂X)2× [0, ε0] to X2
(2). The blow

up of B resolves F to a p-submanifold, so we can set

X2
εΦ =

[
X2

(2);B;F
]
.

We will also use B and F to denote the boundary hypersurfaces of X2
εΦ that result

from blowing up these submanifolds.

Figure 1. X2 × [0, ε0] Figure 2. X2
εΦ

Proposition 2.1. The diagonal, diagεΦ = diag× [0, ε0] ⊂ X2 × [0, ε0], lifts to
an interior p-submanifold of X2

εΦ and the projections lift to b-fibrations

X2
εΦ

πL

⇒
πR

Xε

which are transverse to the lifted diagonal.
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Proof. To show that the diagonal lifts to an interior p-submanifold, it is only
necessary to consider it near the new boundary faces. Let {x, y1, . . . , yh, z1, . . . , zk}
be local coordinates near the boundary on the left factor of X2 as in §1, and
{x′, y′1, . . . , y

′
h, z

′
1, . . . , z

′
k} a corresponding set of coordinates on the right factor of

X2. Then local coordinates on X2
εΦ near B ∩ diagεΦ are given by

s =
x

x′ , x
′, ui =

yi − y′i
x′ , y′i, zj , z

′
j .

In these coordinates, diagεΦ = {s = 1, ui = 0, zj = z′j}, hence diagεΦ is a p-
submanifold near B. In the corresponding local coordinates near F ∩ diagεΦ,

S =
s− 1

x′ , x′, ui, y
′
i, zj , z

′
j ,

the diagonal is given by diagεΦ = {S = 0, ui = 0, zj = z′j} and is again a p-
submanifold. Next, to see that the maps πR and πL lift to b-fibrations, note that
they do not map any boundary hypersurface to a corner and are fibrations in the
interior of each boundary face. Finally, they are transverse to the lifted diagonal
from the local coordinate description of diagεΦ. �

For any Z2-graded vector bundle E = (E+, E−) over X the space Ψk
εΦ (X;E) of

adiabatic-Φ pseudodifferential operators on X, between sections of E+ and sections
of E−, is defined to be

Ψk
εΦ (X;E+, E−) =

{
A ∈ Ik−

1
4

(
X2

εΦ,Diag × [0, ε0] ; Hom (E+, E−)⊗ ΩεΦ

)
:

A ≡ 0 at the lifts of ∂X×X×[0, ε0] , X×∂X×[0, ε0] , ∂X×X×{0}, X×∂X×{0}
}
.

Proposition 2.2. These kernels define continuous linear operators

C∞ (Xε;E+) → C∞ (Xε;E−) .

Proof. This follows from the push-forward and pull-back theorems of [10]
together with proposition 2.1. Indeed, given a section f ∈ C∞ (

Xε,
εΦΩ1/2

)
and an

operator A ∈ Ψk
εΦ

(
X; εΦΩ1/2

)
we have

Af = (πL)∗ (A · π∗
Rf) .

Since A vanishes to infinite order at all faces of X2
εΦ not meeting the diagonal, and

each boundary face meeting the diagonal maps down to a unique boundary face in
Xε it follows directly that smooth functions are mapped to smooth functions. In
the same way, if E is a smooth index set for Xε and AE is the associated set of
polyhomogeneous functions then

AE A−→ AE .

The same argument holds with bundle coefficients with only notational differences.
�

We will give a similar geometric proof of the composition

Ψk
εΦ (X;G,H) ◦Ψk′

εΦ (X;E,G) ⊂ Ψk+k′

εΦ (X;E,H) .

in the appendix (Proposition A.2), after we describe the corresponding triple space.
Operators in the adiabatic calculus, along with the usual interior symbol, have

four ‘normal operators’ from restricting their kernels to the different boundary faces.
These restrictions in turn have natural interpretations as operators in simpler calculi
derived from the suspended and non-commutative suspended calculi in which the
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normal operators of the fibered cusp and fibered boundary calculi respectively lie.
All together, we have five surjective homomorphisms⎛

⎜⎜⎜⎜⎝

σ
NB

NF

R0

R1

⎞
⎟⎟⎟⎟⎠ : Ψm,k

Φ-a (X;E) −→

⎛
⎜⎜⎜⎜⎝

Sm(Φ-aT ∗X, hom(E))
C∞ (

[0, 1]ε ,Ψ
k
Φ-Nsus (X;E)

)
C∞ (

[−1, 1]τ ,Ψ
k
Φ-sus (X;E)

)
Ψm

Φ-c(X;E)
Ψm

Φ-b(X;E)

⎞
⎟⎟⎟⎟⎠

with range respectively the homogeneous sections, the non-commutative Φ-suspended
calculus, the Φ-suspended calculus, the fibered cusp and fibered boundary calculi
respectively.

The model adiabatic calculus, where NF takes values, is a bundle of suspended
pseudodifferential algebras on Y × (0, 1). Namely, if ff(Xε) denotes the lift of
∂X×{0} to Xε, then the adiabatic front face of X2

εΦ as a bundle over Y × [−1, 1] =
ff (Xε) /Z (where Z is the fiber of Φ) with fiber over {y} × {x−ε

x+ε} the product of

RC(W )× Zy × Zy with RC(W ) the radial compactification of the subspace

W = ker
(
εΦTXε ↪→ TXε

)
.

It is useful to see how the product on the fibers evolves as ε → 0. For simplicity
assume we are in the case Z = {pt}. In projective coordinates away from ε = 0,

(x, y, s, u, ε) =

(
x, y,

x′

x
,
y′ − y

x
, ε

)
,

the product on the fiber of the zero front face over the point (0, y0, ε) is given by

(s, u) · (s′, u′) = (ss′, u+ su′) .

In the perhaps less natural coordinates

(x, y, S, U, ε) =

(
x, y,

x′ − x

x
,
y′ − y

x
, ε

)

this product takes the form

(S,U) · (S′, U ′) = (S + S′ + SS′, U + U ′ + SU ′) .

Near the adiabatic front face we can use coordinates

(x, y, ε, τ, Sε, Uε) =

(
x, y, ε,

x− ε

x+ ε
,

x′ − x

x (x+ ε)
,
y′ − y

x

)

and obtain a family of products over the point (0, y0, 0, τ0)

(Sε, U) · (S′
ε, U

′) = (Sε + S′
ε + εSεS

′
ε, U + U ′ + εSεU

′) .

Note that if ε = 1 this product coincides with that on the zero front face, while
at the adiabatic front face (ε = 0) it coincides with the product on the scattering
front face.

Note that this construction extends to families: If X −M
φ−→ B is a fibration

with X as above, then carrying out the above blow-ups on M ×B M (the fiber
product of M with itself) we obtain a fibration

X2
εΦ M2

εΦ

��
B
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which carries the kernels of families of adiabatic operators, Ψ∗
εΦ (M/B;E).

Proposition 2.3 (cf. [14], Proposition C.1). If P ∈ Ψm
εΦ (M/B;E) and the

normal operators σ (P ), NB (P ) and NF (P ) are invertible then R0 (P ) and R1 (P )
are both fully elliptic and have the same families index.

Proof. The invertibility of σ (P ) allows the construction of a parametrix
Q0 ∈ Ψ−m

εΦ (M/B;E−, E+) with residues

Id−Q0P ∈ Ψ−∞
εΦ (M/B;E+) , Id−PQ0 ∈ Ψ−∞

εΦ (M/B;E−) .

Each invertible normal operator permits this to be refined to a parametrix with
residues vanishing to infinite order at the corresponding boundary face. Thus the
hypothesis of the proposition permit us to find Q ∈ Ψ−m

εΦ (M/B;E−) with residues

Id−QP ∈ x∞Ψ−∞
εΦ (M/B;E+) , Id−PQ ∈ x∞Ψ−∞

εΦ (M/B;E−) .

The induced equations for R0 (P ) and R1 (P ) show that these operators are fully
elliptic hence Fredholm.

The residues above are families of compact operators over [0, 1] in the inter-
section of the fibered cusp and fibered boundary calculi, hence it is possible to
stabilize. That is, we can find an operator

A ∈ x∞Ψ−∞
εΦ (M/B;E) = C∞

(
[0, 1]ε , Ψ̇

−∞ (M/B;E)
)

such that the null space of P + A is in Ċ∞ (M/B;E+) and forms a trivial smooth
bundle over [0, 1]×B (see [14, Lemma 1.1]). It follows that the index bundles for
R0 (P ) and R1 (P ) coincide in K (B). �

Theorem 2.4. The adiabatic construction above induces a natural map

K∗
Φ-c (φ) → K∗

Φ-b(φ),

which restricts to

K∗
Φ-c,−∞ (φ) → K∗

Φ-b,−∞(φ),

and fits into the commutative diagram

K∗
Φ-c (φ)

inda

�����
���

���
�

��

σ

��
���

���
���

K∗ (B) K∗
Φ-b (φ)

inda

 σ �� Kc (T
∗ (X/B))

Proof. Given a fibered cusp pseudodifferential operator, P ∈ Ψ0
Φ-c (M/B;E)

we can construct an element of Ψ0
εφ (M/B;E) by following the construction in [14,

Proposition 8]. First the kernel of P gives us the normal operator of a putative
P (ε) at the (lift of) ε = 0. This fixes the boundary value for the face F, which as
we have just seen is fibered over the lifted variable

τ =
x− ε

x+ ε
∈ [−1, 1] ,

with fiber given by the front face in the fibered cusp calculus. Knowing the value at
τ = 1, we extend to the rest of F to be independent of τ . This fixes the kernel at the
boundary of B and we simply extend it as a conormal distribution to the diagonal
and vanishing to infinite order at the other boundary faces. Having defined a kernel
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consistently on the boundary of M2
εφ we can choose an extension which is conormal

to the diagonal in the interior, thus obtaining an element P (ε) ∈ Ψ0
εΦ (M/B;E).

If P is Fredholm then the normal operators σ (P (ε)) and NF (P (ε)) are invert-
ible as is NB (P (ε)) for small enough ε, say ε ∈ [0, δ]. Of course we can arrange for
NB (P (ε)) to be invertible for all ε, for instance by rescaling [0, δ] to [0, 1] or by
perturbing P (ε) with a family A (ε) such that NB (A (ε)) is a finite rank smoothing
perturbation vanishing at ε = 0 and making the family NB (P (ε)) invertible (as in
[14, Remark 1.2]).

The invertibility of these normal operators allows us to apply Proposition 2.3
and conclude that R1 (P (E)) is fully elliptic. Thus, in terms of the maps

Ψ0
εΦ(M/B;E)

R0�����
���

���
���

R1 ����
���

���
���

�

Ψ0
Φ-c(M/B;E) Ψ0

Φ-b(M/B;E)

we see that we can lift each fully elliptic family P in the Φ-c calculus via R0 to a
family P (ε) in the adiabatic calculus such that R1(P (ε)) is a fully elliptic family in
the Φ-b calculus. Notice that the choice of δ and extension to ε = 1 do not change
the homotopy class of R1(P (ε)). Furthermore, we can always extend a homotopy
of P to a homotopy of P (ε) as well as the other equivalence relations defining the
K-groups (stabilization and bundle isomorphism), so we have a map

K∗
Φ-c (φ) 
 [P ]

ad−→ [R1 (P (ε))] ∈ K∗
Φ-b (φ) ,

well-defined independently of choices.
From the construction it is clear that perturbations of the identity by a smooth-

ing operator are preserved as is the interior symbol, and from Proposition 2.3 so is
the families index. �

3. Fredholm perturbations of the identity

In this section, we prove that the map

K∗
Φ-c,−∞ (φ) → K∗

Φ-b,−∞ (φ) ,

induced by the adiabatic construction in Theorem 2.4 is an isomorphism.
We first recall the excision argument from [14] and reduce to the case Φ = Id,

i.e., the scattering and zero calculi. We start by replacing M with a collar neigh-
borhood of its boundary, ∂M × [0, 1]x. The K-theory groups we are considering are
made up of equivalence classes of normal operators, so there is no loss in restricting
attention to the quantizations that are supported in this neighborhood, and reduce
to the identity at x = 1.
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The fibration extends off the boundary into the entire neighborhood ∂M ×
[0, 1]x, so we have the simpler situation

Z × [0, 1] ∂X × [0, 1]

��

∂M × [0, 1]

��
Y × [0, 1] D × [0, 1]

φ̃

��
B

where furthermore we have the following reduction.

Lemma 3.1. There are ‘excision’ isomorphisms

K∗
Φ-c,−∞ (φ) ∼= K∗

sc,−∞(φ̃) and K∗
Φ-b,−∞ (φ) ∼= K∗

0,−∞(φ̃)

Proof. Recall [16, Lemma 6.3], [14, proof of Prop. 3.1] that given

b ∈ Ψ−∞
Φ-sus (∂M/D;E)

such that Id+b is invertible, we can assume that b acts on a finite-rank sub-bundle
W of C∞ (∂M/D) pulled-back to T ∗ (D/B)×R and then think of b as the boundary
family of a family in Ψ−∞

Φ-c (M/B;E) or in Ψ−∞
sc (D × [0, 1] /B;W ). Doing the same

to fibered boundary operators we obtain the isomorphisms above. �

Hence, it suffices to show that the adiabatic homomorphism between K∗
sc,−∞(φ̃)

and K∗
0,−∞(φ̃) is an isomorphism. Both the kernel of an operator in Ψ−∞

sc (M ;E)

and the kernel of an operator in Ψ−∞
0 (M ;E) are, near their respective front faces,

translation invariant in the ‘horizontal’ directions. We can apply the Fourier trans-
form in these directions and restrict to the front face, and obtain in either case an
element of

(3.1) S (T ∗∂M) ⊗̂πĊ
∞ ([−1, 1]) ⊗̂π Hom(E) .

In the scattering case this is easily recognized as defining a class in
K−1

c (T ∗∂M × R) ∼= K−2
c (T ∗∂M) and respecting the product structure. We show

in the following theorem that the zero case defines the same class in K0 (T ∗∂M).
The coincidence of the classes defined by the commutative (scattering) product
with that defined by the non-commutative (zero) product is a manifestation of
Bott periodicity (cf. [4, Proposition 9.9]).

Theorem 3.2. The map K∗
sc,−∞(φ̃) → K∗

0,−∞(φ̃) induced by the adiabatic cal-
culus is an isomorphism and fits into the commutative diagram

K∗
sc,−∞ (φ)

∼= ��

��

K∗
c (T

∗∂M/B)

K∗
0,−∞ (φ)

∼=
��������������

Before proving this theorem, we quickly review the relevant descriptions of the
topological K-theory groups from [13]. Recall that for any manifold X we can
describe K1 (X) as stable homotopy classes of maps

K1 (X) = lim
→

[X; GL (N)] ,
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so also [13, Proposition 3],

(3.2) K1 (X) =
[
X; Ġ−∞ (V ;E)

]
,

where V is any compact manifold with boundary and

Ġ−∞(V ;E) = {Id+A : A ∈ Ψ̇−∞(X;E) and (Id+A) is invertible}.

Similarly, we can define K0(X) from K1(X) by suspension, i.e.,

K0 (X) = lim
→

[
X;C∞ ((

S1, 1
)
; (GL (N) , Id)

)]

and this can also be thought of as [13, Proposition 4]

(3.3) K0 (X) =
[
X;G−∞

sus (U ;E)
]
,

with U any closed manifold of positive dimension and, using S to denote Schwartz
functions,

G−∞
sus (U ;E) = {Id+A : A ∈ S(R; Ψ−∞(U ;E)) and (Id+A) is invertible}.

For non-compact manifolds the same definitions apply, but the families of operators
are required to be equal to the identity outside a compact set. Homotopies are also
required to be the identity outside a compact set, however, in either case, the
compact set is not fixed.

Proof (of Theorem 3.2). Recall that in [1] it is shown that the groups
Kq

0,−∞(φ) are canonically isomorphic to the groups Kq
c (T

∗∂M/B). So, for each

ε0 > 0, we have an isomorphism into K0
c (T

∗∂M/B) consistent with the product
on the ε = ε0 slice of the adiabatic calculus. The smoothness of the product in the
adiabatic calculus shows that, for any Fredholm operator Id+A ∈ Ψ−∞

εφ , we obtain

for each ε0 > 0 the same class in K0
c (T

∗∂M).
Thus we have two homomorphisms from K∗

sc,−∞(φ) into K0
c (T

∗∂M). The first

is the isomorphism given by identifying (3.1) with an element ofK−1
c (T ∗∂M × R) ∼=

K−2
c (T ∗∂M). The second comes from extending the given Fredholm scattering op-

erator into a Fredholm adiabatic operator and applying the isomorphism of [1].
The first can be represented by a map

[T ∗∂M × R; GLN (C)] = [S∗∂M × R+ × R; GLN (C)]0

= [S∗∂M ;S (R+ × R)⊗GLN (C)]0
(3.4)

with the zero subscript denoting that the restriction to zero in the R+ factor de-
pends only on the base variable in S∗∂M . The second homomorphism comes from
quantizing the product in (3.4) into the b,c-calculus with a parameter ε:

[S∗∂M ;S (R+ × R)⊗GLN (C)]0
qε−→

[
S∗∂M ; Ψ−∞,−∞

b,c

(
[0, 1] ;CN

)]
0
.

When ε = 0 we have the commutative product and for positive ε, the non-commutative
(cf. [4, Proposition 9.9, Theorem 9.5]). Hence the isomorphism between K0

0,−∞(φ)

and K0
c (T

∗∂M) is taken into the isomorphism between K0
sc,−∞(φ) and K0

c (T
∗∂M)

by the adiabatic limit. �
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4. Six term exact sequence

The Atiyah-Singer Index Theorem induces natural maps

Kq
c (T

∗M/B) 
 [σ]
Iq−→ [indAS r∗∂Mσ] ∈ Kq+1

c (T ∗D/B)

and, together with the identificationsKq+1
c (T ∗D/B) ∼= Kq+1

Φ-b,−∞(φ), these are maps

Kq
c (T

∗M/B) → Kq+1
Φ-b,−∞(φ). Just as in [14, Thm. 6.3], they fit into a diagram

(4.1) K0
Φ-b,−∞ (φ)

i0 �� K0
Φ-b (φ)

σ0 �� K0
c (T

∗M/B)

I0

��
K1

c (T
∗M/B)

I1

		

K1
Φ-b (φ)σ1



 K1
Φ-b,−∞ (φ)

i1




with the maps i∗ and σ∗ induced by inclusion and the principal interior symbol,
which we now show is exact.

Proposition 4.1. The diagram (4.1) is exact.

Proof. While exactness at K∗
Φ-b(φ) follows directly from the definitions, to

establish exactness elsewhere we give a different description of the maps Iq.
Given a class [σt] ∈ K1

c (T
∗M/B), it is shown in [14, Proposition 6.2] that there

is a family of operators

Pt ∈ Ψ0
Φ-c(M/B;CN ) and Fredholm, such that

σ(Pt) = σt, P0 = Id, P1 ∈ (Id+Ψ−∞
Φ-c (M/B;CN )) and Fredholm

and the identification K0
Φ-c,−∞(φ) ∼= K0

c (T
∗D/B) takes [P1] to [indAS r∗∂Mσ]. As

in the proof of Theorem 2.4, we can lift the family Pt to a family of operators in

the adiabatic calculus Pt(ε) such that P̃t = R1(Pt(ε)) satisfies

P̃t ∈ Ψ0
Φ-b(M/B;CN ) and Fredholm, such that

σ(P̃t) = σt, P̃0 = Id, P̃1 ∈ (Id+Ψ−∞
Φ-b (M/B;CN )) and Fredholm

and, from Theorem 3.2, the identification KΦ-b,−∞(φ) ∼= Kc(T
∗D/B) takes [P̃1] to

[indAS r∗∂Mσ]. Thus we can think of I1 as being [σt] 	→ [P̃1].

An element [σt] is in the null space of I1 if P̃1 ∼ Id, i.e., precisely when [σt]

is in the image of the map K1
Φ-b(φ)

σ1−→ K1
c (T

∗M/B). On the other hand the

homotopy P̃t shows that [P̃1] is automatically trivial as an element K0
Φ-b(φ), that

is, Im I1 ⊆ null i0, and conversely, if [Q] ∈ null i0, there is (after stabilization) a
homotopy of operators from the identity to Q, and the symbol of this homotopy
defines an element in K1

c (T
∗M/B) that is sent by I1 to [Q]. Thus we see that

the diagram is exact at K1
c (T

∗M/B) and at K1
Φ-b(φ). Just as in [14, Theorem

6.3] the same arguments prove exactness at K1
c (T

∗M/B) and K1
Φ-b(φ) using Bott

periodicity. �
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As explained in the proof of this proposition, the diagrams

Kq
c (T

∗M/B)
Iq ��

Iq

��		
			

			
			

Kq+1
Φ-c (φ)

ad

��
Kq+1

Φ-b (φ)

are commutative. Hence the six term exact sequences for the smooth K-theory of
Φ-c and Φ-b operators make up a commutative diagram:

K0
Φ-c,−∞ (φ) ��

ad

����
���

���
�

K0
Φ-c (φ)

��

ad
��

K0
c (T

∗M/B)

��

��

=�����
���

���
�

K0
Φ-b,−∞ (φ) �� K0

Φ-b (φ)
�� K0

c (T
∗M/B)

��
K1

c (T
∗M/B)

		

K1
Φ-b (φ)



 K1
Φ-b,−∞ (φ)



K1
c (T

∗M)

		

��
=

������������
K1

Φ-c (φ)




ad

		

K1
Φ-c,−∞ (φ)



ad

�����������

and, since we have already shown that Kq
Φ-c(φ)

ad−→ Kq
Φ-b(φ) is an isomorphism, the

five-lemma implies the following.

Theorem 4.2. The adiabatic calculus induces an isomorphism of the smooth
K-theory groups of the Φ-c calculus and those of the Φ-b calculus,

Kq
Φ-c(φ)

ad−→∼= Kq
Φ-b(φ).

Appendix A. Triple adiabatic space

In this section we prove the composition formula for the adiabatic calculus.
The kernel of the composition is given by an appropriate interpretation of

KA◦B (ζ, ζ ′, ε) =

∫
M2

εφ

KA (ζ, ζ ′′, ε)KB (ζ ′′, ζ ′, ε) .

Our method is geometric, we construct a space M3
εφ with three b-fibrations ‘first’,

‘second’, and ‘composite’ down to M2
εφ. The kernel of the composite is then cor-

rectly given by
(πC)∗ (π

∗
FA · π∗

SB) .

The basic triple space is M3× [0, ε0] where ε0 > 0 and M is a compact manifold
with boundary and a specified fibration φ : ∂M −→ Y of the boundary. We first
have to perform the ‘boundary adiabatic’ blow ups to be able to map back to the
single and double spaces

(A.1)

M3
(1) = [M3 × [0, ε0], AT , AF , AC , AS, AR, AM , AL],

AT = (∂M)3 × {0}, AF = M × ∂M × ∂M × {0},
AS = ∂M × ∂M ×M × {0}, AC = ∂M ×M × ∂M × {0},
AR = M ×M × ∂M × {0}, AM = M × ∂M ×M × {0},

AL = ∂M ×M ×M × {0}.
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Then consider the lifts of the triple and double fiber diagonals, lying within the
lifts of the faces (∂M)3 × [0, ε0] and (∂M)2 ×M × [0, ε0] and its cyclic images. We
can denote these as BT , the triple boundary fibred diagonal and BS , BC and BF ,
the double fibered diagonals. These are all p-submanifolds, meeting in the standard
way for diagonals so we may define

(A.2) M3
(2) = [M3

(1),BT ,BS ,BC ,BF ].

The double and triple fibered-cusp diagonal faces are not p-submanifolds in
M(1) but lift to be p-submanifolds, which we denote FT , F′

F , F′
C , F′

S and F′′
F ,

F′′
C and F′′

F . Here, F′
O is the lift of the corresponding double diagonal in the face

produced by the blow-up of AO, O = S,C, F and F′′
O is the lift of the intersection

of this submanifold under the blow-up of AT . The intersection properties of these
submanifolds is essentially the same as for the fibered-cusp (or indeed the cusp)
setting itself. Thus we complete the definition by blowing up in ‘the usual’ order

(A.3) M3
εφ = [M3

(2),FT ,F
′′
S ,F

′′
C ,F

′′
F ,F

′
S ,F

′
C ,F

′
F ].

Proposition A.1. Each of the projections, dropping one or two factors of M,
lift to b-fibrations

(A.4)

⎛
⎝πF

πC

πS

⎞
⎠ : M3

εφ
������M

2
εφ ,

⎛
⎝πL

πM

πR

⎞
⎠ : M3

εφ
������Mε.

Proof. This is the usual commutativity of blow ups argument. Rearrang-
ing the ‘fibred-cusp’ faces works just as for the (fibered-) cusp calculus. After
these triple and two double faces have been blown down, the corresponding fibered-
boundary faces can be blown down, as can the pure adiabatic faces. �

Proposition A.2.

Ψk
εφ (M ;G,H) ◦Ψk′

εφ (M ;E,G) ⊂ Ψk+k′

εφ (M ;E,H)

Proof. This follows from Proposition A.1 via the push-forward and pull-back
theorems of [10]. Indeed, given two operators (acting on half-densities for simplic-
ity) A and B the kernel of their composition is given by

A ◦B = (πC)∗ (π
∗
SA · π∗

FB) .

As the maps are b-fibrations and transversal to the diagonals this yields a distri-
bution conormal to the diagonal of the appropriate degree. Since the kernels of A
and B vanish to infinite order at every face not meeting the diagonal, the product
of their lifts will vanish to infinite order at every face not meeting the triple diag-
onal (as this is the intersection of the lift of the two diagonals). Hence only the
faces coming from diag

(
M3

)
× {0}, and the blow-ups of BT and FT potentially

contribute to the push-forward. It follows that the resulting distribution is smooth
down to the each of the boundary faces. �
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Inversion of Series and the Cohomology of the Moduli
Spaces Mδ

0,n

Jonas Bergström and Francis Brown

Abstract. For n ≥ 3, let M0,n denote the moduli space of genus 0 curves

with n marked points, and M0,n its smooth compactification. A theorem due
to Ginzburg, Kapranov and Getzler states that the inverse of the exponential
generating series for the Poincaré polynomial of H•(M0,n) is given by the

corresponding series for H•(M0,n). In this paper, we prove that the inverse
of the ordinary generating series for the Poincaré polynomial of H•(M0,n) is

given by the corresponding series forH•(Mδ
0,n), whereM0,n ⊂ Mδ

0,n ⊂ M0,n

is a certain smooth affine scheme.

1. Introduction

For n ≥ 3, let M0,n be the moduli space, defined over Z, of smooth n-pointed

curves of genus zero, and let M0,n ⊂ M0,n denote its smooth compactification,
due to Deligne-Mumford and Knudsen. In [1], an intermediary space Mδ

0,n, which
satisfies

M0,n ⊂ Mδ
0,n ⊂ M0,n,

was defined in terms of explicit polynomial equations. It is a smooth affine scheme
over Z. The automorphism group of M0,n is the symmetric group Sn permuting
the n marked points, and this gives rise to a decomposition (see [1]),

M0,n =
⋃

σ∈Sn

σ(Mδ
0,n) .

Thus Mδ
0,n defines a symmetric set of canonical affine charts for M0,n.

In this note, we compute the dimensions

an,i := dimQ Hi(Mδ
0,n;Q)

of the de Rham cohomology of Mδ
0,n for all i and n. Our main result can be

expressed in terms of generating series, as follows. If X is a smooth scheme over
Q of dimension d, we will denote its compactly supported Euler characteristic (or
rather, Poincaré polynomial) by:

ec(X)(q) =

2d∑
i=0

(−1)i dimQ Hi
c(X;Q) qi .

c© 2010 Jonas Bergström and Francis Brown
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Furthermore, if Hi(X) = 0 whenever i > d, we define the (usual) Euler character-
istic as:

e(X)(q) =

d∑
i=0

(−1)i dimQ Hi(X;Q) qd−i .

Consider the exponential generating series:

g(x) := x−
∞∑

n=2

e(M0,n+1)(q
2)

xn

n!
,

g(x) := x+

∞∑
n=2

ec(M0,n+1)(q)
xn

n!
.

The following formula is due to Ginzburg-Kapranov ([4], theorem 3.3.2) and Getzler
([3], §5.8)

(1) g(g(x)) = g(g(x)) = x .

In this paper, we will consider the ordinary generating series:

f(x) := x−
∞∑

n=2

e(M0,n+1)(q) x
n ,

fδ(x) := x+

∞∑
n=2

e(Mδ
0,n+1)(q) x

n .

Theorem 1.1. The following inversion formula holds:

(2) f(fδ(x)) = fδ(f(x)) = x .

Using the well-known formula

(3) e(M0,n+1)(q) =
n−1∏
i=2

(q − i)

and the purity of Mδ
0,n+1, we deduce a recurrence relation for e(Mδ

0,n+1) from (2),
and hence also for the Betti numbers an,i. The proof of equation (2) uses the fact
that the coefficients in the Lagrange inversion formula are precisely given by the
combinatorics of Stasheff polytopes, which in turn determine the structure of the
mixed Tate motive underlying Mδ

0,n.

In the special case q = 0, the series f(x) reduces to x −
∑∞

n=2(n − 1)!xn,
which is essentially the generating series for the operad Lie. Comparing equation
(2) to Lemma 8 in [10] we find that the dimensions an,n−3 = Hn−3(Mδ

0,n;Q) are
precisely the numbers of prime generators for Lie. We expect that there should
be an explicit bijection between Hn−3(Mδ

0,n;Q) and the set of prime generators
described in the proof of Proposition 6 in [10], and, more generally, an operad-
theoretic interpretation of equation (2) for all q.

Remark 1.2. The numbers an,n−3 count the number of convergent period inte-
grals on the moduli space M0,n defined in [2], called ‘cell-zeta values’. Specifically,
there is a connected component Xδ of the set of real points M0,n(R) ⊂ Mδ

0,n(R)
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whose closure Xδ ⊂ Mδ
0,n(R) is a compact manifold with corners, and is combi-

natorially a Stasheff polytope. For any ω ∈ Hn−3(Mδ
0,n;Q), one can consider the

integral

I(ω) =

∫
Xδ

ω ∈ R ,

which is the period of a framed mixed Tate motive over Z, see [6]. By a theorem
in [1], the number I(ω) is a Q-linear combination of multiple zeta values. For
example, when n = 5, we have a5,2 = 1, and there is essentially a unique such
integral. Identifying M0,5 with {(t1, t2) ∈ (P1\{0, 1,∞})2, t1 �= t2}, we can write
I(ω) as ∫

0<t1<t2<1

dt1dt2
(1− t1)t2

= ζ(2) .

This work was begun at Institut Mittag-Leffler, Sweden, during the year 2006-
2007 on moduli spaces. We thank the institute for the hospitality.

2. Geometry of Mδ
0,n

We recall some geometric properties of Mδ
0,n from [1]. The set of real points

M0,n(R) is not connected but has n!/2n components, and they can be indexed
by the set of dihedral structures1 δ on the set {1, . . . , n}. Let Xδ denote one such
connected component. Its closure in the real moduli space

Xδ ⊂ M0,n(R)

is a compact manifold with corners. The variety Mδ
0,n ⊂ M0,n is then defined to

be the complement M0,n\Aδ, where Aδ is the set of all irreducible divisors D ⊂
M0,n\M0,n which do not meet the closed cell Xδ. Conversely, every irreducible

divisor D ⊂ M0,n\M0,n which does meet the closed cell Xδ, defines an irreducible
divisor D ∩Mδ

0,n ⊂ Mδ
0,n\M0,n. In the case n = 4, we have:

M0,4
∼= P1\{0, 1,∞} , Mδ

0,4
∼= P1\{∞} , M0,4

∼= P1 ,

where Xδ is the open interval (0, 1) and Xδ is the closed interval [0, 1].
In the case n = 5, one can take four points in general position in P2 and identify

M0,5 with the complement of a configuration of six lines passing through each pair

of points. The compactification M0,5 is obtained by blowing up these four points,
giving a total of ten boundary divisors. Picturing P2 minus the six lines one sees
that the set of real points M0,5(R) has exactly 12 connected components which
are triangles. Choosing one of these components Xδ, and blowing up only the two
points which meet Xδ yields a space in which the boundary divisors incident to
Xδ form a pentagon. The space Mδ

0,5 is obtained by removing all divisors of M0,5

except the pentagon which bounds Xδ. Thus we obtain twelve isomorphic varieties
Mδ

0,5, one for each connected component of M0,5(R).

In general, Xδ ⊆ Mδ
0,n(R) has the combinatorial structure of a Stasheff poly-

tope. Its faces of codimension k are in bijection with the set of decompositions of
a regular n-gon into k + 1 polygons (with at least 3 sides) by k non-intersecting

1A dihedral structure on a set S is an identification of the elements of S with the edges of
an unoriented polygon, i.e., considered modulo dihedral symmetries.
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chords. Suppose, for each i ≥ 1, that there are λi(D) polygons in a decomposition
D which has i+ 2 sides. Then the corresponding face is

FD
∼=

n−2∏
i=1

λi(D)∏
j=1

Xi+2 ,

and Xi+2 has itself the combinatorial structure of a Stasheff i-polytope. Note that
X3 and M0,3 are just points. Since a closed polytope is the disjoint union of its
open faces, we deduce the following stratification for Mδ

0,n:

(4) Mδ
0,n =

∐
D

iD

( n−2∏
i=1

λi(D)∏
j=1

M0,i+2

)
.

Here, the disjoint union is taken over all decompositions D of a regular n-gon, and
iD is the isomorphism which restricts to the inclusion of each face FD ↪→ Xδ. The
empty dissection corresponds to the inclusion of the open stratum M0,n.

Example 2.1. There are nine chords in a regular hexagon, six of which de-
compose it into a pentagon and trigon, and three of which decompose it into two
tetragons. It then has 21 decompositions into three pieces (a tetragon and two
triangles), and 14 into four triangles. Therefore equation (4) can be abbreviated:

(5) Mδ
0,6 = M0,6 ∪

(
6M0,5 ∪ 3M2

0,4

)
∪ 21M0,4 ∪ 14M0,3 .

3. Purity

Since Mδ
0,n is stratified by products of varieties M0,r, which are isomorphic

to an affine complement of hyperplanes and therefore of Tate type, it follows that
Hi(Mδ

0,n) defines an element in the category of mixed Tate motives over Q. In

fact, it was proved in [1] that Mδ
0,n is smooth and affine, so it follows by a theorem

due to Grothendieck that its cohomology is generated by global regular forms.
Using the well-known fact that Hi(M0,n) is pure [3], it follows that the subspace
Hi(Mδ

0,n) is also pure. We can therefore work inside the semisimple subcategory
(or Grothendieck group) generated by pure Tate motives. We have that,

(6) Hi(Mδ
0,n)

∼= Q(−i)an,i .

The purity of the spaces Mδ
0,n has the important consequence that we have an

equality of Poincaré polynomials (i.e. not only of Euler characteristics),

(7) e(Mδ
0,n) =

∑
D

( n−2∏
i=1

λi(D)∏
j=1

e(M0,i+2)
)
.

4. Decompositions of regular n-gons

If λ is a partition of a number, we define λi to be the number of times i appears
in this partition. For each partition λ of n−2, we then define P (λ) to be the number
of choices of −1+

∑
i λi non-intersecting chords of an n-regular polygon that gives

rise, for each i, to λi subpolygons with i+ 2 sides. Thus, P (λ) counts the number
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of decompositions of an n-gon of given combinatorial type. This number is found
to be equal to (see Ex. 2.7.14 on p. 127 in [5]):

(8) P (λ) =
(n− 2 +

∑
i λi)!

(n− 1)!
∏

i(λi!)
.

Combining this result and (7) we find that,

(9) e(Mδ
0,n) =

∑
λ�n−2

P (λ) ·
n−2∏
i=1

e(M0,i+2)
λi .

Using equation (3) we can now compute the an,i’s for any i and n,

Example 4.1. From Example (5), we have

e(Mδ
0,6) = (q − 2)(q − 3)(q − 4) + 6(q − 2)(q − 3) + 3(q − 2)2 + 21(q − 2) + 14 ,

which reduces to q3 + 5q − 4. In particular, a6,3 = dimQ H3(Mδ
0,6,Q) = 4.

Clearly an,0 = 1 for all n, and it is also easy to see that an,1 = 0 for all n. In
the following table we present the results for n from five to eleven.

an,1 an,2 an,3 an,4 an,5 an,6 an,7 an,8

Mδ
0,5 0 1

Mδ
0,6 0 5 4

Mδ
0,7 0 15 28 22

Mδ
0,8 0 35 112 206 144

Mδ
0,9 0 70 336 1063 1704 1089

Mδ
0,10 0 126 840 3999 10848 15709 9308

Mδ
0,11 0 210 1848 12255 49368 119857 159412 88562

There are no entries above the diagonal, because Mδ
0,n is affine. For small i, one

can use (9) to write down explicit formulae for an,i as a function of n, e.g.,

an,2 =

(
n− 1

4

)
and an,3 = 4

(
n

6

)
.

Finally, setting q = 0 in (9) gives the following closed formula for the dimension
an,l of the middle-dimensional de Rham cohomology of Mδ

0,n, where l := n− 3,

(10) dimQ H l(Mδ
0,n;Q) =

∑
λ�l+1

P (λ) ·
l+1∏
i=1

(
(−1)l(l + 1)!

)λi

.

5. An inversion formula

Proof of theorem 1.1. The proof is immediate on comparing equation (9)
with the combinatorial interpretation of Lagrange’s formula for the inversion of
series in one variable (see [9], equation (4.5.12), p. 412). More precisely, consider
the formal power series:

u(x) = x−
∞∑
i=2

uix
i
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Lagrange’s formula states that the formal solution to v(u(x)) = x is given by

v(x) = x+
∞∑
i=2

vix
i

where v2 = u2, v3 = 2u2
2 + u3, v4 = 5u3

2 + 5u2u3 + u4, and in general:

vn =
∑

λ�n−1

P (λ) ·
n−1∏
i=1

uλi
i+1 , for n ≥ 2 .

The theorem follows from (9) on setting ui = e(M0,i+1). �

Remark 5.1. There is a stratification of M0,n similar to the one described
by (4) for Mδ

0,n, but where P (λ) should be replaced by T (λ), and where T (λ) is
the number of dual graphs of n-pointed stable curves of genus zero that has λi

components with a sum of i+2 marked points and nodes. Now note that from the
proof of theorem 1.1 and (1) it follows that T (λ) = P (λ) · (n− 1)!/

∏
i(i+ 1)!λi .

In the special case when q = 0, we deduce the following corollary.

Corollary 5.2. The generating series for dimQ Hn−3(Mδ
0,n;Q) is obtained

by inverting the series
∞∑

n=1

(n− 1)!xn = x+ x2 + 2x3 + 6x4 + . . .

Remark 5.3. The cohomology of M0,n is a module over the symmetric group
Sn with n elements, whose representation theory can for instance be found in [3]
or [8]. The dihedral subgroup D2n which stablizes a dihedral ordering δ acts upon
the affine space Mδ

0,n, and hence its cohomology. It therefore would be interest-

ing to compute the character of this group action on H•(Mδ
0,n), and compare its

equivariant generating series to the one obtained by restriction ResSn

D2n
H•(M0,n).

6. A recurrence relation

Let us alter our series slightly and put F (x) := −f(−x) and Fδ(x) := −fδ(−x).
By theorem 1.1 we find that Fδ(F (x)) = F (Fδ(x)) = x. The series F (x) is easily
seen to satisfy the differential equation:

x2F ′(x) = (F (x)− x)(xq + 1) .

By differentiating Fδ(F (x)) = x, we have F ′
δ(F (x))F ′(x) = 1. Substituting the

previous expression for F ′(x) gives:

F ′
δ(F (x))(F (x)− x)(xq + 1) = x2 .

By changing variables y = F (x), where Fδ(y) = Fδ(F (x)) = x, we obtain:

F ′
δ(y)(y − Fδ(y))(q Fδ(y) + 1) = Fδ(y)

2 .

Expanding out gives:

yF ′
δ − FδF

′
δ − F 2

δ + qyFδF
′
δ − qF 2

δ F
′
δ = 0 .

If we write

Fδ(y) =

∞∑
n=1

any
n ,
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then the coefficient of yn is exactly:

nan −
∑

k+l=n+1

kakal −
∑

k+l=n

akal + q
∑

k+l=n

kakal − q
∑

k+l+m=n+1

kakalam = 0 .

Decomposing the first sum
∑

k+l=n+1 kakal = (n+1)a1an+
∑n−1

k=2 kakan+1−k, and
using the fact that a1 = 1, gives the recurrence relation:

an = −
∑

k+l=n+1,k,l≥2

kakal +
∑

k+l=n

(qk − 1)akal − q
∑

k+l+m=n+1

kakalam .

Theorem 6.1. The recurrence relation

an = −
∑

k+l=n+1
k,l≥2

kakal +
∑

k+l=n

(qk − 1)akal − q
∑

k+l+m=n+1

kakalam ,

with initial conditions a0 = 0, a1 = 1, has a unique solution given by

an = (−1)n+1e(Mδ
0,n+1).

In the special case q = 0, we have the following corollary. Note that in theorem 9
of [10] there is an equivalent presentation of this recurrence relation.

Corollary 6.2. The dimensions bn := dimQ Hn−2(Mδ
0,n+1;Q) are the unique

solutions to the recurrence relation:

bn =
∑

k+l=n+1
k,l≥2

k bkbl +
∑

k+l=n

bkbl , for n ≥ 2 ,

with initial conditions b0 = 0, b1 = −1.

Proof. Set bn = −an|q=0 in the previous theorem. �
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C∗-Algebras in Tensor Categories

Peter Bouwknegt, Keith C. Hannabuss, and Varghese Mathai

Abstract. We define and systematically study nonassociative C∗-algebras as
C∗-algebras internal to a topological tensor category. We also offer a concrete
approach to these C∗-algebras, as G-invariant, norm closed ∗-subalgebras of
bounded operators on a G-Hilbert space, with deformed composition product.
Our central results are those of stabilization and Takai duality for (twisted)

crossed products in this context.

1. Introduction

In [12] we gave an account of some nonassociative algebras and their appli-
cations to T-duality, with a brief mention of the role of categories at the end. In
this paper we will develop the theory more systematically from the category the-
oretic perspective. In particular we shall not need to assume that the groups are
abelian, and will mostly work with general three-cocycles rather than antisymmet-
ric tricharacters. We believe, however, that the results in this paper are of interest
independent of our original motivation. Since writing [12] we have become aware
of more of the large literature in this subject, for example, the work of Fröhlich,
Fuchs, Runkel, Schweigert in conformal field theory [22, 23, 24, 25, 26, 27], and
of Beggs, Majid and collaborators [1, 2, 4, 5, 6, 14]. Most of that work is al-
gebraic in spirit, working with finite groups or finite dimensional Hopf algebras,
whereas we are primarily interested in locally compact groups and C∗-algebras,
which necessitate the development of a rather different set of techniques. The work
of Nesterov and collaborators [35, 36, 37, 38, 39] does use vector groups, but
has rather different aims and methods. In addition, there is a well-established the-
ory of C∗- and W∗-categories, [28, 34], in which the algebras are generalised to
morphisms in a suitable category, which means that they are automatically asso-
ciative. One could generalise to weak higher categories, but the examples discussed
in [12] suggest that one starts by looking at categories in which the algebras and
their modules are objects, which is also more directly parallel to the algebraic cases
already mentioned.

2010 Mathematics Subject Classification. Primary: 46L70 Secondary: 47L70, 46M15,18D10,
46L08, 46L55, 22D35, 46L85.

Key words and phrases. nonassociative, C*-algebras, stabilization, Takai duality, topological
tensor categories, twisted crossed products.

c© 2010 Peter Bouwknegt, Keith C. Hannabuss and Varghese Mathai

127



128 P BOUWKNEGT, KC HANNABUSS, AND V MATHAI

In Section 2 we introduce the tensor categories that we use and give some
elementary examples, based on our earlier work in [12]. Within the category it
is possible to define algebras and modules. The next three sections show how to
obtain nonassociative algebras of twisted compact and bounded operators on a
Hilbert space, and introduce Morita equivalence. We then link this to exterior
equivalence in Section 6, which establishes that exterior equivalent twisted actions
give rise to isomorphic twisted crossed product C∗-algebras.

Section 7 is devoted to an extension of the nonassociative Takai duality proved
in [12]. This is especially useful, because it provides a method of stabilising al-
gebras. For example, an associative algebra with a very twisted group action has
a nonassociative dual and double dual which admit ordinary untwisted group ac-
tions. The double dual is Morita equivalent to the original, and so one could replace
the original associative algebra and twisted action by an equivalent nonassociative
algebra and ordinary action.

The main result in Section 8 establishes the fact that twisted crossed prod-
ucts can be obtained by repeated ordinary crossed products, but with a possible
modified automorphism action of the final subgroup, a result that goes a long way
towards proving an analog of the Connes-Thom isomorphism theorem [15, 16] in
our context, as briefly discussed in the final section.

A theorem of MacLane [34] asserts that every monoidal category can be made
strict, that is, associative, but in general the functor which does this is quite compli-
cated. However, in our category things are much simpler, and in Appendix A, it is
shown that whenever a nonassociative algebra acts on a module, its multiplication
can be modified to an associative multiplication. Examples of the strictification
process are discussed there, in particular to the algebras of twisted compact and
bounded operators which are defined to act on a module, but also have more seri-
ous implications for physics, where the algebras are generally represented by actions
on modules. (On the other hand this does not mean that we can simply dismiss
the nonassociativity, because there are known nonassociative algebras such as the
octonions, cf. [3], which fit into our framework.) Appendix B gives a concrete ap-
proach to our nonassociative C∗-algebras, as G-invariant, norm closed ∗-subalgebras
of bounded operators on a G-Hilbert space, with composition product deformed by
a 3-cocycle on G. In Appendix C, we revisit the construction of our nonassociative
torus, via a geometric construction that realizes it as a nonassociative deforma-
tion of the C∗-algebra of continuous functions on the torus. For completeness, we
have summarized in Appendix D, the original motivation for this work, namely,
T-duality in string theory.
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discussions at the “Noncommutative Geometry” program held at the Newton In-
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2. Tensor categories and their algebras

As in [29] we use tensor category to mean just a monoidal category, without
any of the other structures often assumed elsewhere. That is, a tensor category is a
category in which associated to each pair of objects A and B there exists a product
object A ⊗ B, and there is an identity object 1, such that 1 ⊗ A ∼= A ∼= A ⊗ 1,
together with associator isomorphisms

(2.1) Φ = ΦA,B,C : A⊗ (B ⊗ C) → (A⊗B)⊗ C

for any three objects A, B and C, satisfying the consistency pentagonal identity on
quadruple products:

A⊗ (B ⊗ (C ⊗D))

1A⊗ΦB,C,D

�����
���

���
���

���
���

���
��

ΦA,B,C⊗D

����
���

���
���

���
���

���
���

�

A⊗ ((B ⊗ C))⊗D)

ΦA,B⊗C,D

���
��

��
��

��
��

��
��

��
��

��
(A⊗B)⊗ (C ⊗D)

ΦA⊗B,C,D

����
��
��
��
��
��
��
��
��
��
�

(A⊗ (B ⊗ C))⊗D
ΦA,B,C⊗1D

�� ((A⊗B)⊗ C))⊗D

with each arrow the appropriate map Φ, and the triangle relation:

A⊗ (1⊗ B)

∼=

���
��

��
��

��
��

��
��

� ΦA,1,B

�� (A⊗ 1)⊗B

∼=

����
��
��
��
��
��
��
��

A⊗B

MacLane’s coherence theorem ensures that these conditions are sufficient to guaran-
tee consistency of all other rebracketings, [30]. (The theorem proceeds by showing
that one can always take the category to be a strictly associative category. We
prove this explicitly for our examples in Appendix A)

Module categories provide two standard examples of tensor categories with the
obvious identification map Φ = id. One is the category of R-modules and R-
morphisms, for R a commutative algebra over C. The appropriate tensor product
of objects A and B is A⊗RB, and the identity object is R itself. Continuous trace
algebras with spectrum S are C0(S)-modules, and so can be studied within this
category with R = C0(S), though some care is needed in defining the appropriate
tensor products in the case of topological algebras, but this can be done explicitly
in this case, cf. [40, Sect 6.1].
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A subtly different example is provided by the algebra of functionsH = C0(G) on
a separable locally compact group G. As well as being an algebra under pointwise
multiplication it also has a comultiplication Δ : H → H ⊗ H taking a function
f ∈ C0(G) to (Δf)(x, y) = f(xy), and a counit ε : H → C, which evaluates f at the
group identity. This enables us to equip the category of H-modules with a tensor
product A ⊗ B over C, on which f acts as Δ(f), and the identity object being C

with the trivial H-action of multiplication by ε(f). Writing the comultiplication in
abbreviated Sweedler notation Δf = f(1) ⊗ f(2), the action on A⊗B is

f [a � b] = f(1)[a] � f(2)[b].

Since everything has been defined in terms of the comultiplication and counit of
H, this clearly generalises to bialgebras, and even to quasi-bialgebras. If G is an

abelian group, with Pontryagin dual group Ĝ = Hom(G,U(1)), then we can work

with C∗(Ĝ) instead of C0(G), and the tensor product action of ξ ∈ Ĝ is just ξ ⊗ ξ.

If the group Ĝ acts on S, the two examples can be combined in the category of

modules for the crossed product, or transformation groupoid, algebra C0(S) � Ĝ,
equipped with the tensor product over C0(S), and identity object C0(S).

Both examples use modules for a ∗-algebra, with f∗(s) = f(s) in C0(S) and

f∗(x) = f(x−1) in C0(G), and the category contains conjugate objects A∗, having
the same underlying set, but with the algebra action changed to that of f∗ and
conjugated scalar multiplication. For a an element of some object A and a∗ the
same element considered as an element of A∗ we then have f∗[a∗] = f [a]∗. Working

with C∗(Ĝ) instead of C0(G) one has ξ(x−1) = ξ(x) so that ξ∗ = ξ. This too can be
generalised to quasi-Hopf algebras [29, Section XV.5] which provide such structure
as do the coinvolutions in Kac C∗-algebras. Conjugation A �→ A∗ preserves direct
sums and gives a covariant functor. Another crucial property follows by noting that
in C0(G) one has

Δ(f∗)(x, y) = f∗(xy) = f(y−1x−1) = Δ(f))(y−1, x−1) = (f∗
(2) ⊗ f∗

(1))(x, y),

so that conjugation reverses the order of factors in the tensor product. There is a
natural isomorphism between (A⊗B)∗ and B∗⊗A∗. Since preparing the first draft
of this paper the preprint [6] has appeared and gives a systematic account of bar
categories, of which these form one example. We refer the reader there for more
detail.

Tensor categories have enough structure to define algebras and modules.

Definition 2.1. An object A is an algebra (or monoid) in a tensor category
if there is a morphism � : A ⊗ A → A that is associative in the category, that
is, �(� ⊗ id)Φ = �(id ⊗ �) as maps A ⊗ (A ⊗ A) → A. An algebra A in the
category is called a ∗-algebra if the category has the above conjugation of objects
and A∗ = A. A left (respectively, right) module M for A is an object such that
there is a morphism, which we also denote by �, sending A⊗M to M (respectively,
M ⊗ A to M), and satisfying the usual composition law in the category, that is,
for left modules �(�⊗ id)Φ = �(id × �) as maps A⊗ (A⊗M) → M. For brevity,
the term module will mean a left module, unless otherwise specified. An A-B-
bimodule X for two algebras A and B in the category is a left module for A and a
right module for B, with commuting actions (allowing for rebracketing given by an
associator map).
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A⊗ (A⊗A)

id⊗�

		��
��
��
��
��
��
��
��
��
��
� Φ

�� (A⊗A)⊗A

�⊗id



	
		

		
		

		
		

		
		

		
		

		

A⊗A

�

��






































A⊗A

�

�����
���

���
���

���
���

���
���

��

A
As an example we note that continuous trace algebras with spectrum S are

algebras in the category of C0(S)-modules introduced above. In fact C0(S) can
be identified with a subalgebra of the centre ZM(A) of the multiplier algebra of a
continuous trace algebra A, and so it also acts on all A-modules, so that A-modules
in the ordinary sense are also A-modules in the category. Similarly, continuous

trace algebras with spectrum S on which Ĝ acts as automorphisms are algebras

in the category of C0(S) � Ĝ-modules. Although we have so far taken Φ to be
the usual identification map, there are other possibilities. Let G be a separable

locally compact group with dual Ĝ, and let φ ∈ C(G × G × G) be normalised to
take the value 1 whenever any of its arguments is the identity 1 ∈ G, and satisfy
the pentagonal cocycle identity

(2.2) φ(x, y, z)φ(x, yz, w)φ(y, z, w) = φ(xy, z, w)φ(x, y, zw) .

Since C(G) is the multiplier algebra of C0(G) it also acts on C0(G)-modules. Unlike
the algebraic case there are various module tensor products, and it is assumed that
we have chosen one for which the action of C(G)⊗ C(G)⊗ C(G) is defined.

Definition 2.2. The category CG(φ) has for objects normed C0(G)-modules,

or equivalently normed Ĝ-modules, and its morphisms are continuous linear maps
commuting with the action. The tensor structure comes from taking the tensor
product of modules with the tensor product action of the coproduct (Δf)(x, y) =

f(xy) for f ∈ C(G), (or diagonal tensor product action ξ ⊗ ξ of ξ ∈ Ĝ). For any
three objects A, B and C the associator map, Φ : A ⊗ (B ⊗ C) → (A ⊗ B) ⊗ C is
given by the action of φ ∈ C(G×G×G) ∼= C(G)⊗C(G)⊗C(G). The identity object

is the trivial one-dimensional module C, on which Ĝ acts trivially, or, equivalently,
f ∈ C(G) multiplies by f(1), where 1 is the identity element in G.

We could introduce a similar structure for C0(S)� Ĝ modules.
As already mentioned, the algebras (or monoids) in CG(φ) are objects A for

which there is a product morphism A⊗A → A, which we shall write as a⊗b �→ a�b.
An algebra A can have a module M, when there is a morphism A⊗M → M, which
we also write a⊗m �→ a � m, relying on the context to distinguish multiplications
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from actions. The category structure forces interesting compatibility conditions on
algebras and modules.

Proposition 2.3. Let A be an algebra in the category CG(φ). Then the group

Ĝ acts on an algebra A by automorphisms, and the action of Ĝ on an A-module

M gives a covariant representation of A and Ĝ or, equivalently, a representation of

the crossed product A� Ĝ.

Proof. For a, b ∈ A, and ξ ∈ Ĝ we have ξ[a] � ξ[b] = ξ[a � b], showing that the

action of Ĝ is by endomorphisms, and since Ĝ is a group, these are invertible, and
so automorphisms.

The morphism property gives ξ[a]�ξ[m] = ξ[a�m], showing that the actions of

A and Ĝ combine into a covariant representation of (A, Ĝ). Standard theory then

tells us that this is equivalent to having an action of the crossed product A� Ĝ. �

We need to take care concerning the ordering of products where Φ sets up the
appropriate associativity conditions. When A is an algebra in the category, and
M is an A-module, we shall simplify the notation by writing Φ(a � (b �m)) for the
composition of the maps Φ : A⊗ (A⊗M) → (A⊗A)⊗M and the multiplications
and action

(A⊗A)⊗M → A⊗M → M ,

applied to a⊗(b⊗c), and similarly for triple products of algebra elements. We shall
similarly abbreviate the notation for other operations involving tensor products.

The algebra of twisted compact operators Kφ(L
2(G)), introduced in [12], pro-

vides an example of an algebra in the category CG(φ). There we assumed that φ
was an antisymmetric tricharacter, that is, φ(x, y, z) is a character in each of its
arguments for fixed values of the others, and is inverted by any transposition of
its arguments. This is sufficient to ensure that it satisfies the cocycle identity, but
at the expense of slightly more complicated formulae the cocycle condition usually
suffices, for example the product of two integral kernels is defined by

(2.3) (k1 � k2)(x, z) =

∫
φ(xy−1, yz−1, z)k1(x, y)k2(y, z) dydz .

The action of f ∈ C(G) on Kφ(L
2(G)) multiplies the kernel K(x, y) by f(xy−1), and

one checks that this defines an automorphism using the identity (Δf)(xy−1, yz−1) =
f(xz−1). Moreover, as may be readily checked using the pentagonal identity:

((k1 � k2) � k3))(x,w)(2.4)

=

∫
φ(xy−1, yz−1, z)φ(xz−1, zw−1, w)k1(x, y)k2(y, z)k3(z, w) dydz

=

∫
φ(xy−1, yz−1, zw−1)φ(xy−1, yw−1, w)φ(yz−1, zw−1, w)

× k1(x, y)k2(y, z)k3(z, w) dydz

= Φ(k1 � (k2 � k3))(x,w) .(2.5)

In Appendix B the twisted compact operators Kφ(L
2(G)), introduced in [12],

and the twisted bounded operators Bφ(L
2(G)) are systematically defined and stud-

ied, providing examples of C∗-algebras in the category CG(φ). In fact, any norm
closed, G-invariant �-subalgebra of Bφ(L

2(G)) gives an example of a C∗-algebra in
the category. The reworking of the twisted compact operators and twisted bounded
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operators with a general cocycle φ shows that the arguments of [12] need not depend
on φ being a tricharacter, although there may be simplifications when it is.

Proposition 2.4. Let λ : A ⊗ (B ⊗ C) → C be a morphism in CG(φ). If φ is
a tricharacter then λ(Φ(a ⊗ (b ⊗ c))) = λ(a ⊗ (b ⊗ c)), for all a ∈ A, b ∈ B and
c ∈ C. The same applies for a morphism λ : A ⊗ (B ⊗ C) → A ⊗ C → A which
factors through C.

Proof. The fact that λ is a morphism means that for any f ∈ C0(G)

ε(f)λΦ = λ(id⊗Δ)Δ(f))Φ = λ(f(1) ⊗ (f(2) ⊗ f(3)))φ ,

or
λε(f)Φ = λ(f(1) ⊗ (f(2) ⊗ f(3)))φ ,

Thus the effect of (f(1)⊗ (f(2)⊗f(3)))φ(x, y, z) = f(x(yz))φ(x, y, z) is just the same
as ε(f)φ(x, y, z) = f(1)φ(x, y, z). In other words, the effect of λΦ is concentrated
where xyz = 1. However, when φ is an antisymmetric tricharacter, it takes the
value 1 when arguments are repeated, and so

φ(x, y, z) = φ(x, y, x)φ(x, y, y)φ(x, y, z) = φ(x, y, xyz) = 1.

In other words λΦ = λ. A similar argument applied to B⊗C covers the case when
λ factors through C.

We conclude by remarking that in the abbreviated notation introduced above,
one would write λ(Φ(a⊗ (b⊗ c))) = λ(a⊗ (b⊗ c)). �

More generally C(G) can be replaced by other algebras. To give the desired
structure we require at least a comultiplication Δ to define a tensor product action,
a linear functional ε satisfying ε(h1)h2 = h = h1ε(h2) defining the action on the
identity object, and a three-cocycle Φ in the multiplier algebra M(H ⊗ H ⊗ H),
consistent with these. The pentagonal cocyle condition is

(2.6) (Δ⊗ id⊗ id)(Φ)(id⊗ id⊗Δ)(Φ) = (Φ⊗ id)(id⊗Δ⊗ id)(Φ)(id⊗ Φ) .

Consistency of the associativity rebracketing with the action of H on tensor products
of modules requires

(2.7) (Δ⊗ id)Δ(h) = adΦ(id⊗Δ)Δ(h) ,

whilst consistency with the action on the identity object means that ε contracted
with the middle part of Φ gives the identity. These are precisely the conditions
satisfied by a quasi-bialgebra [29, Section XV.1].

Definition 2.5. The objects in the category CH(Φ) are H-modules, and the
morphisms are linear H-endomorphisms, with the associator map given by the ac-
tion of Φ ∈ H⊗H⊗H. The action on tensor products is given by the comultiplication
and the trivial object is C with the action given by the counit.

The quasi-bialgebra version of Proposition 2.3 asserts that H acts by auto-
morphisms of an algebra A in the category, that is, h[a � b] = h(1)[a] � h(2)[b], for
all a, b ∈ A, and the actions of H and A on an A-module are covariant, so that
h[a � m] = h(1)[a] � h(2)[m], for all m ∈ M, and one has a module for the crossed
product A� H.

We shall often use H to include the case of C(G), though in the latter case there
are extra analytic conditions. (In principle one might use Kac algebras, [20, 21],
but that would require too big a digression.)
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We shall outline our results for topological groups (more directly linked to our
applications) and for quasi-Hopf algebras.

We shall work in tensor categories of modules for an appropriate locally com-
pact abelian group (more directly linked to our applications) or for a quasi-Hopf
algebra (which makes the algebraic structure particularly transparent), though it
is probably possible to extend much of this to tensor categories of modules for Kac
algebras [20, 21], which provide a natural framework for considerations of duality.
Even locally compact groups present challenges beyond those present in the purely
algebraic case of Hopf algebras, for example, the algebra C0(G) of compactly sup-
ported functions on G has no unit, since the constant function 1 is not compactly
supported, whilst L∞(G) has no counit since evaluation at the identity is not de-
fined, and in neither case is there an antipode, though both have a coinvolution as
Kac C∗-algebras. One also requires modules which are not finitely generated.

3. Hilbert modules in tensor categories

The notion of the twisted kernels on L2(G) can be extended to more general
Hilbert spaces. There are several equivalent characterisations of the bounded op-
erators in a normal Hilbert space, and for our purposes the most useful approach
is rather indirect.

Let H be a Ĝ-module with an inner product 〈·, ·〉. Since the inner product

takes values in the trivial object C, consistency with the action of Ĝ requires that

〈ξ[ψ1], ξ[ψ2]〉 = ξ[〈ψ1, ψ2〉] = 〈ψ1, ψ2〉, for all ξ ∈ Ĝ and ψ1, ψ2 ∈ H, so that the Ĝ
action is unitary, or equivalently 〈ψ1, f [ψ2]〉 = 〈f∗[ψ1], ψ2〉 for all f ∈ C(G).

Definition 3.1. An object H in CG(φ) with an inner product 〈·, ·〉 with respect

to which the action of Ĝ is unitary (or, equivalently, consistent with the ∗-structure
of C(G)) is called a pre-Hilbert space in CG(φ). If it is complete in the norm topology
it is called a Hilbert space in CG(φ).

The unitarity of the action of Ĝ means that the inner product on H defines a
morphism from the conjugate space H∗ introduced earlier to the dual of H given
by ψ∗ = 〈ψ, ·〉. We can alternatively think of an inner product as a morphism
H∗ ⊗H → C, written ψ∗

1 ⊗ ψ2 �→ 〈ψ1, ψ2〉, which satisfies the positivity condition.

Proposition 3.2. In order that the map taking A to A∗ be consistent with the
associator isomorphism it is necessary and sufficient that

(3.1) Φ(A⊗ (B ⊗ C))∗ = Φ−1((A⊗ (B ⊗ C))∗) ,

for all objects A, B and C, or, equivalently in CG(φ), that the φ be unitary.

Proof. We have

Φ(A⊗ (B ⊗ C))∗ = ((A⊗B)⊗ C)∗

= C∗ ⊗ (B∗ ⊗A∗)

= Φ−1((C∗ ⊗B∗)⊗A∗)

= Φ−1((A⊗ (B ⊗ C))∗),

which amounts to saying that the function φ∗ = φ−1, so that φ is unitary. �
In ordinary Hilbert spaces bounded operators can be characterised as those

that are adjointable, and this definition is easy to generalise.
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Definition 3.3. Modifying the usual definition we shall call a linear operator
A on H adjointable if for all ψ1 and ψ2 ∈ H there is an operator A� such that

〈A � ψ1, ψ2〉 = Φ(〈ψ1, A
� � ψ2〉),

where the ordering on each side is that given by the order-reversing conjugation,
that is, the two sides are images of (ψ∗

1 ⊗ A∗) ⊗ ψ2 and Φ(ψ∗
1 ⊗ (A� ⊗ ψ2)) under

the module action and inner product map.

We note that this definition is taken to mean that A and A� are in a ∗-algebra
with a module H. The unitarity of the action means that the ordinary bounded
operators are objects in the category with the action ξ[A] = ξ ◦ A ◦ ξ−1. The
equality of the images of (ψ∗

1 ⊗ A∗) ⊗ ψ2 and Φ(ψ∗
1 ⊗ (A� ⊗ ψ2)) allows us to

identify the adjoint A� with the conjugate A∗. We note that the unique action of Ĝ
consistent with the covariance property gives ξ : A �→ ξ ◦A ◦ ξ−1. When Φ is given
by an antisymmetric tricharacter φ we may apply Proposition 2.4 to the morphism
λ(ψ1⊗(A⊗ψ2)) = 〈ψ1, A � ψ2〉 to deduce that Φ acts trivially and the condition for
the adjoint reduces to 〈A�ψ1, ψ2〉 = 〈ψ1, Aψ2〉, as usual. In this case the adjointable
operators are therefore just the bounded operators on H. For general φ one will
have a natural generalisation of the bounded operators, the subject of the next
section.

4. Twisted compact and twisted bounded operators

Regarding H as a right C-module for the scalar multiplication action, Rieffel’s
method allows us to define the dual inner product 〈〈·, ·〉〉 such that

〈〈ψ0, ψ1〉〉 � ψ2 = Φ(ψ0 � 〈ψ1, ψ2〉).
(As usual when φ is an antisymmetric tricharacter, as in [12], the invariance of the
inner product renders the Φ action trivial, so that Φ(ψ0 � 〈ψ1, ψ2〉) = ψ0 � 〈ψ1, ψ2〉.)

In the associative case the dual inner products 〈〈ψ0, ψ1〉〉 span the algebra K(H)
of compact operators, and in the nonassociative case we define the norm-closure of
the span to be the twisted compact operators Kφ(H). The dual inner product is

not generally invariant under the action of Ĝ. Indeed, we have

(4.1) 〈〈ξ[ψ0], ξ[ψ1]〉〉 � ξ[ψ2] = ξ[ψ0 � 〈ψ1, ψ2〉] ,
from which it follows that 〈〈ξ[ψ0], ξ[ψ1]〉〉 = ξ ◦ 〈〈ψ0, ψ1〉〉 ◦ ξ−1. This means that
there is a new multiplication � on Kφ(H), so that, for K1,K2 ∈ K(H), ψ ∈ H,

(4.2) (K1 � K2) � ψ = Φ(K1 � (K2 � ψ)) ,

where the right hand side is just the iterated natural action of Kφ(H) on H.

Lemma 4.1. The compact operators in Kφ(H) are automatically adjointable
with 〈〈ψ2, ψ1〉〉 being the adjoint of 〈〈ψ1, ψ2〉〉.

Proof. This is proved by consideration of 〈〈ψ0, 〈ψ1, ψ2〉 � ψ3〉〉 for ψj ∈ H,
j = 0, 1, 2, 3. To keep the orderings clearer we write Hj = H, j = 0, . . . , 3, and
think of ψj ∈ Hj , so that the vectors involved in the inner product

ψ∗
0 ⊗ ((ψ1 ⊗ ψ∗

2)⊗ ψ3) ∈ H∗
0 ⊗ ((H1 ⊗H∗

2)⊗H3).

Rewriting 〈〈ψ1, ψ2〉〉 � ψ3 = Φ(ψ1 � 〈ψ2, ψ3〉), is just a rebracketing, and with three
more such steps we can rebracket it as (H∗

0 ⊗ (H1 ⊗H∗
2))⊗H3, which differs from
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the original by a single rebracketing, and so by just one application of Φ (by the
pentagonal identity). We also have

(H∗
0 ⊗ (H1 ⊗H∗

2))
∼= ((H1 ⊗H∗

2)
∗ ⊗H0)

∗ ∼= ((H2 ⊗H∗
1)⊗H0)

∗,

from which we see that the adjoint of 〈〈ψ1, ψ2〉〉 is 〈〈ψ2, ψ1〉〉. �

The associative case suggests that the multiplier algebra of the twisted compact
operators should be a twisted version of the bounded operators, but we can be more
explicit.

Definition 4.2. The twisted bounded operators Bφ(H) are the adjointable

operators, equipped with the Ĝ action given by ξ ·A = ξ ◦A ◦ ξ−1, and the twisted
multiplication given, for A,B ∈ Bφ(H) and ψ ∈ H, by

(4.3) (A � B) � ψ = Φ(A � (B � ψ)) .

Lemma 4.3. If A and B are adjointable then so is A�B and (A�B)∗ = B∗�A∗.
Thus the adjointable operators with this multiplication form a (generally nonasso-
ciative) ∗-algebra of twisted bounded operators Bφ(H). The twisted compact op-
erators Kφ(H) are an ideal in Bφ(H) (and so, in particular, Kφ(H) is a subalge-
bra). When φ is an antisymmetric tricharacter the twisted bounded operators are
bounded operators but with a different multiplication. In that case, when H = L2(G)

with the multiplication action of Ĝ, ξ[ψ](x) = ξ(x)ψ(x), then Kφ(H) is the algebra
Kφ(L

2(G)) defined in [12].

Proof. This time we consider 〈ψ1, (A � B) � ψ2〉, which arises from

ψ∗
1 ⊗ ((A⊗B)⊗ ψ2) ∈ H∗ ⊗ ((AA ⊗AB)⊗H),

where the indices on A just serve as reminders of where operator lives. Similar
rebracketings to those in the previous lemma

ψ∗
1 ⊗ ((A⊗B)⊗ ψ2) → ψ∗

1 ⊗ (A⊗ (B ⊗ ψ2)) → (ψ∗
1 ⊗A)⊗ (B ⊗ ψ2) →

→ ((ψ∗
1 ⊗ A)⊗B)⊗ ψ2 → (ψ∗

1 ⊗ (A⊗B))⊗ ψ2 ,

give us an element of (H∗ ⊗ (A⊗A))⊗H. Moreover,

H∗ ⊗ (AA ⊗AB) ∼= ((A∗
B ⊗A∗

A)⊗H)∗,

from which it follows that

〈(B∗ � A∗) � ψ1, ψ2〉 = Φ(〈ψ1, (A � B) � ψ2〉),

so that B∗ � A∗ = (A � B)∗. This proves that A � B is adjointable, and allows us
to form an algebra. In the associative case it is totally straightforward to see that
K(H) is an ideal because, for any A ∈ B(H) and ψ0, ψ1, ψ2 ∈ H, we have

(A � 〈〈ψ0, ψ1〉〉) � ψ2 = A � (ψ0〈ψ1, ψ2〉) = 〈〈A � ψ0, ψ1〉〉 � ψ2,

showing that A� 〈〈ψ0, ψ1〉〉 = 〈〈A � ψ0, ψ1〉〉. Similarly 〈〈ψ0, ψ1〉〉 �A = 〈〈ψ0, A
∗ � ψ1〉〉,

from which it is obvious that left and right multiplication preserve the generators
of K(H). In the nonassociative case, there are several rebracketings involved but,
thanks to the pentagonal identity these reduce to

〈〈A � ψ0, ψ1〉〉 = Φ(A � 〈〈ψ0, ψ1〉〉).
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The right hand side is∫
φ(x, y, z)ξ(x)η(y)ζ(z)〈〈ξ[A] � η[ψ0], ζ[ψ1]〉〉 dxdydz dξdηdζ,

and this is in the closure Kφ(H) of the span of the dual inner product.
We have already seen that when φ is an antisymmetric tricharacter the ad-

jointable operators are the same as usual, that is, the bounded operators. The
argument of Proposition 2.4 applied to λ(ψ0 ⊗ (ψ1 ⊗ ψ2)) = ψ0〈ψ1, ψ2〉 shows that
Φ also disappears from the formula for the dual inner product in this case; for
H = L2(G) with the natural inner product we get the same rank one operators
defined by the dual inner product as when φ = 1, that is, the ordinary compact op-
erators, which are the closure of the kernels Cc(G×G), and only the multiplication
changes. More precisely we see that

(〈〈ψ0, ψ1〉〉 � ψ2)(x) = Φ(ψ0(x)〈ψ1, ψ2〉) = ψ0(x)

∫
G

φ(x, y, y)ψ1(y)ψ2(y) dy,

so that for an antisymmetric tricharacter 〈〈ψ0, ψ1〉〉(x, y) = ψ0(x)ψ1(y). It is straight-
forward to check that multiplication follows from the formula of [12, Sect 5]. �

Corollary 4.4. The twisted bounded operators form a ∗-algebra in CG(φ) with
A� identified with A∗.

It is no coincidence that the same space B(H) can carry both associative and
nonassociative multiplications, as one can see from the discussion of strictification
in Appendix A.

We have thus shown that the twisted bounded operators are closed under
twisted multiplication, without deriving any simple relationship between the norm
of A�B and those of A and B. In particular we do not have the C∗-algebra identity
‖A� � A‖ = ‖A‖2. However, there is a simple substitute for this.

Proposition 4.5. For any A in the algebra of twisted bounded operators Bφ(H),
A� � A = 0 if and only if A = 0.

Proof. It is clear that A = 0 implies A� � A = 0. Conversely, for any ψ,
〈Aψ,Aψ〉 is obtained from 〈ψ, (A� � A)ψ〉 by the appropriate actions of Φ. Since
these are linear, when A� � A = 0 we must also have 〈Aψ,Aψ〉 = 0, and this forces
A = 0. �

Definition 4.6. A C∗-algebra in CG(φ) is a ∗-algebra which is ∗-isomorphic
to a norm-closed ∗-subalgebra of Bφ(H) for some Hilbert module H. (Here ∗-
isomorphisms are defined as usual except that they must also be CG(φ)-morphisms.)

5. Morita equivalence

In Section 2 we defined bimodules in a category, but we now want to study
them in a little more detail.

Definition 5.1. Let X be a right A-module for A a C∗-algebra in CG(φ), and
let X ∗ denote the conjugate left A-module. An A-valued inner product on X is a
morphism X ∗×X → A, written ψ∗

1 ⊗ψ2 �→ 〈ψ1, ψ2〉R, such that for all ψ1, ψ2 ∈ X ,
and b ∈ A,

(i) Φ(〈ψ1, ψ2 � b〉R) = 〈ψ1, ψ2〉R�b, where Φ is given by the action of a cocycle
φ on G;
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(ii) 〈ψ1, ψ1〉R is positive in A, in the sense that it can be written as a sum of
elements of the form b�j � bj with bj ∈ A, and vanishes only when ψ1 = 0.
One calls X a (right) Hilbert A-module.

Remark. Assumptions (i) and (ii) are consistent because a series of rebrack-
etings and uses of (i) gives

〈ψ � b, ψ � b〉R → b� � (〈ψ, ψ〉R � b) = b� � ((
∑

b�j � bj) � b),

and undoing the various rebracketings takes us back to the obviously positive term∑
j

(bj � b)
� � (bj � b).

This argument is slightly more delicate than one might realise, but as a morphism
in the category the inner product must satisfy

f [〈ψ1, ψ2〉R] = 〈f∗
1 [ψ1], f2[ψ2]〉R,

as do products f [b�j � bj ] = f∗
1 [b

�
j ] � f2[bj ], so that the various actions of φ on the

inner product and on the algebra products really do match each other. This was
the reason for taking this definition of positive rather than the other possibilities,
such as having positive spectrum, which are equivalent in the associative case, but
undefined or less useful here.

Proposition 5.2. For all ψ1 and ψ2 ∈ X we have 〈ψ1, ψ2〉R = 〈ψ2, ψ1〉�R.

Proof. The polarisation identity gives

〈ψ1, ψ2〉R =

3∑
r=0

i−r〈ψ1 + irψ2, ψ1 + irψ2〉 =
3∑

r=0

ir〈irψ1 + ψ2, i
rψ1 + ψ2〉

and, since property (ii) tells that the inner product is real, this is the same as
〈ψ2, ψ1〉�R. �

Obviously ordinary Hilbert spaces when A = C, and ordinary Hilbert C∗-
modules (when G is trivial), provide examples. Any C∗-algebra A, considered as
an A-A-bimodule for the left and right multiplication actions, can be given the
A-valued inner product 〈a1, a2〉A = a∗1a2. This is certainly bilinear on A∗ ×A and
for the action by automorphisms one has

f [〈a1, a2〉R] = f [a∗1a2] = f1[a
∗
1]f2[a2] = 〈f∗

1 [a1], f2[a2]〉R.
The inner product is obviously positive, and Proposition 4.5 ensures that a� �a = 0
if and only if a = 0. This example can be combined with a Hilbert space H to
obtain H⊗A with the A-valued inner product

〈ψ1 ⊗ a1, ψ2 ⊗ a2〉R = 〈ψ1, ψ2〉a∗1a2,
compatible with the (right) action of A by right multiplication.

One can similarly define A-valued inner products for left A-modules, either as
the conjugate of the right A-module X ∗, or directly as follows.

Definition 5.3. Let X be a left A-module for A a C∗-algebra in CG(φ), and
let X ∗ denote the conjugate left A-bimodule. An A-valued inner product on X is a
morphism X ×X ∗ → A, written ψ∗

1 ⊗ψ2 �→ 〈ψ1, ψ2〉L, such that for all ψ1, ψ2 ∈ X ,
and a ∈ A,
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(i) Φ1(〈a � ψ1, ψ2〉L) = a � 〈ψ1, ψ2〉L, where Φ1 is given by the action of a
cocycle φ1 on G1;

(ii) 〈ψ1, ψ1〉L is positive in A, in the sense that it can be written as a sum of
elements of the form a�j � aj with aj ∈ A, and vanishes only when ψ1 = 0.
One calls X a (left) Hilbert A-module.

As with the A-valued inner product a polarisation argument shows that 〈ψ1, ψ2〉L =
〈ψ2, ψ1〉�L.

Returning to right Hilbert C∗-modules, the next task is to study the algebra of
adjointable operators a on X which commute with the action of C(G) and admit
an adjoint a� satisfying

(5.1) 〈a � ψ, θ〉R = Φ〈ψ, a� � θ〉R .

Examples are provided by rank one operators

〈ψ0, ψ1〉L : ψ2 �→ Φ[ψ0 � 〈ψ1, ψ2〉R],
where Φ = Φ1 × Φ2.

All this suggests an abstraction of this structure into the idea of an imprimi-
tivity A1-A2-module X .

Definition 5.4. Let X be an A1-A2-bimodule, for Aj a C∗-algebra in CG(φ),
j = 1, 2, such that the actions of (Ĝ,A1) and (Ĝ,A2)are mutually commuting, and
each generates the commutant of the other. Let X have A1 and A2-valued inner
products, such that each algebra is adjointable in the inner product associated with
the other:

(5.2) 〈a � ψ1, ψ2〉R = Φ〈ψ1, a
� � ψ2〉R, 〈ψ1, ψ2 � b〉L = Φ〈ψ1 � b

�, ψ2〉L .

In addition one asks that the inner products are full in the sense that their images
are dense in A1 and A2, respectively, and linked by the imprimitivity condition
that each is dual to the other,

(5.3) 〈ψ0, ψ1〉L � ψ2 = Φ(ψ0 � 〈ψ1, ψ2〉R) .
Then X is said to be an imprimitivity bimodule for A1 and A2.

We have defined bimodules within a single category CG(φ), but this is easily
extended to cover bimodules X for C∗-algebras A1 and A2 in different tensor cat-
egories, CG1

(φ1) and CG2
(φ2), (where G1, G2 are separable locally compact abelian

groups with three-cocycles φ1 and φ2). We take G = G1 × G2 with the product
cocycle φ = φ1 × φ2, and then CG1

(φ1) forms a subcategory of CG(φ) on which
C(G2) acts trivially (by its counit, ε2), and similarly with indices reversed. Within
CG(φ) there is no problem in taking an A1-A2-bimodule X , which as a left module
is in CG1

(φ1), and as a right module in CG2
(φ2). In particular, when G2 is trivial,

one can use the bimodule to compare modules for twisted and untwisted algebras
(cf. [12]).

As with Hilbert spaces, when φ1 and φ2 are antisymmetric tricharacters the
rebracketing which links the dual inner products is independent of Φ.

Lemma 5.5. In the case of Aj in category CGj
(φj), described above, when φ1

and φ2 are antisymmetric tricharacters the inner products are linked by

(5.4) 〈ψ0, ψ1〉L � ψ2 = ψ0 � 〈ψ1, ψ2〉R .
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Proof. This follows from Proposition 2.4, since the inner product ψ∗
1 ⊗ψ2 �→

〈ψ1, ψ2〉R is a C0(G1)-morphism, so that Φ1 acts trivially on the terms involving
this, and ψ1 ⊗ ψ∗

2 �→ 〈ψ1, ψ2〉L is a C0(G2)-morphism, so that Φ2 acts trivially on
the terms involving that. By rewriting the equation linking the inner products as

Φ−1
2 (〈ψ0, ψ1〉L � ψ2) = Φ1(ψ0 � 〈ψ1, ψ2〉R),

we see that each Φj acts trivially, so that

〈ψ0, ψ1〉L � ψ2 = ψ0 � 〈ψ1, ψ2〉R.
�

Definition 5.6. Two C∗-algebras A1 and A2 are said to be Morita equivalent
if there exists an imprimitivity A1-A2-bimodule.

Theorem 5.7. Morita equivalence is an equivalence relation.

Proof. Reflexivity follows by using A with the inner product 〈a1, a2〉 = a∗1a2
as an imprimitivityA-A-bimodule. Symmetry follows by replacing anA-B-bimodule
X , by the conjugate B-A-bimodule X ∗, equipped with the dual inner product.

To prove transitivity, suppose that X and Y are imprimitivity A-B- and B-C-
bimodules, respectively, and set Z = X ⊗BY . Certainly Z is an A-C-bimodule, and
it may be equipped with dual inner products as follows. The right inner product is
obtained from the following composition of maps

(Y∗⊗X ∗)⊗(X⊗Y) → Y∗⊗(X ∗⊗(X⊗Y)) → Y∗⊗((X ∗⊗X )⊗Y) → Y∗⊗(B⊗Y)

→ Y∗ ⊗ Y → C ,

where the first two maps are given by the appropriate associator Φ, the third is
the right inner product on X , the next is the action of B on Y , and the last is the
right inner product on Y . The end result is 〈y1, 〈x1, x2〉R � y2〉R, and this actually
factors through X ⊗B Y . For example, the associator gives a map

〈x1, x2 � b〉R � y2 → 〈x1, x2〉R � (b � y2)

so that the composition depends only on x2 ⊗B y2. That will also apply for the
other argument and so one really has a map Z∗⊗Z → C. The map is a morphism,
because

〈f∗
(1)[y1], 〈f∗

(2)[x1], f(3)[x1]〉R � f(4)[y2]〉R = 〈f∗
(1)[y1], f(2)[〈x1, x2〉R] � f(3)[y2]〉R

= 〈f∗
(1)[y1], f(2)[〈x1, x2〉R � y2]〉R

= f [〈y1, 〈x1, x2〉R � y2〉R].
The positivity follows from the positivity of the inner products on X and Y , ex-
ploiting the fact that exactly the same rebracketings occur for the inner products
and for sums of the form

∑
j b

�
j � bj .

The left inner product Z ⊗Z∗ → A is similarly obtained from the composition
of the following maps:

(X⊗Y)⊗(Y∗⊗X ∗) → X⊗(Y⊗(Y∗⊗X ∗)) → X⊗((Y⊗Y∗)⊗X ∗) → X⊗(B⊗X ∗)

→ X ⊗X ∗ → A ,

and its properties similarly checked. �
We saw at the end of the previous section that X = H is an imprimitivity

Kφ(H)-C-bimodule.
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Theorem 5.8. The twisted compact operators Kφ(H) are Morita equivalent
to C, with H providing the bimodule which gives the equivalence, and shows that
Kφ(H) has trivial representation theory.

Now Kφj
(Hj) is Morita equivalent to C via the bimodule Hj for any Hilbert

space Hj and twistings φj , so, by the symmetry and transitivity of the equivalence,
Kφ1

(H1) and Kφ2
(H2) are Morita equivalent via the bimodule H1⊗CH∗

2 = H1⊗H∗
2.

6. Exterior equivalence for nonassociative algebras

The nonassociative algebras appear in [12] as twisted crossed products of or-
dinary associative algebras, when one had to lift an outer automorphism. In this
section we return to that situation.

In the case of a Dixmier-Douady class on a principal T-bundle E described by
a de Rham form along the fibres, there is a homomorphism from T to the outer
automorphism group of an algebra A with spectrum E. This is lifted to a map
α : T → Aut(A) with

(6.1) αxαy = ad(u(x, y))αxy ,

and

(6.2) u(x, y)u(xy, z) = φ(x, y, z)αx[u(y, z)]u(x, yz) .

Any other lifting β would have the form

(6.3) βx[a] = ad(wx)αx[a] ,

for suitable wx ∈ A, and

(6.4) βxβy = ad(v(x, y))βxy .

For trivial u and v this is just the usual exterior equivalence.

Lemma 6.1. If βx = ad(wx)αx then βxβy = ad(v(x, y))βxy with

(6.5) v(x, y) = c(x, y)wxαx[wy]u(x, y)w
−1
xy ,

for some central c(x, y), and this is the most general form of v.

Proof. For consistency, we must have

ad(v(x, y)wxy)αxy[a] = ad(wx)αx[ad(wy)αy[a]]

= ad(wxαx[wy])[αxαy[a]]

= ad(wxαx[wy]u(x, y))[αxy[a]],

so that we must have

v(x, y)wxy = c(x, y)wxαx[wy]u(x, y) ,

for some central c(x, y). �

For genuine representations when u and v are identically 1, this reduces to the
usual requirement for exterior equivalence,

(6.6) wxy = wxαx[wy] .

We can now prove the following result well known in the algebraic context.
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Lemma 6.2. Different liftings of an outer automorphism give cohomologous
cocycles φ, that is, cocycles differing by a coboundary

(6.7) (dc)(x, y, z) =
c(x, y)c(xy, z)

c(x, yz)c(y, z)
.

Proof. In general, we can now calculate that

v(x, y)v(xy, z)

= c(x, y)c(xy, z)wxαx[wy]u(x, y)w
−1
xy wxyαxy[wz]u(xy, z)w

−1
xyz

= c(x, y)c(xy, z)wxαx[wy]u(x, y)αxy[wz]u(xy, z)w
−1
xyz

= c(x, y)c(xy, z)wxαx[wy]αxαy[wz]u(x, y)u(xy, z)w
−1
xyz

= φ(x, y, z)c(y, z)c(x, yz)wxαx[wyαy[wz]u(y, z)]u(x, yz)w
−1
xyz

= (φ.dc)(x, y, z)c(y, z)c(x, yz)wxαx[wyαy[wz]u(y, z)w
−1
yz ]αx[wyz]u(x, yz)w

−1
xyz

= (φ.dc)(x, y, z)wxαx[v(y, z)]w
−1
x v(x, yz)

= (φ.dc)(x, y, z)βx[v(y, z)]v(x, yz),

showing that u and v have cohomologous cocycles φ and φ.dc. �

Theorem 6.3. The crossed product algebras A �α,u G and A �β,v G, with
βx = ad(wx)αx and v(x, y)wxy = wxαx[wy]u(x, y), are isomorphic.

Proof. The product of f, g ∈ A�β,v G is given by

(f �β,v g)(x) =

∫
f(y)βy[g(y

−1x)]v(y, y−1x) dy

=

∫
f(y)wyαy[g(y

−1x)]w−1
y v(y, y−1x) dy

=

∫
f(y)wyαy[g(y

−1x)wy−1x]u(y, y
−1x)w−1

x dy,

so that we may set fw(x) = f(x)wx to get

(f �β,v g)w(x) = (fw �α,u gw)(x),

and similar calculations on f∗ confirm that f �→ fw is the required isomorphism. �

So, up to isomorphism, the twisted crossed product depends only on the outer
automorphism group, and a matching multiplier. The choice of v does matter, since
even when u = 1 the crossed product is not usually isomorphic to a twisted crossed
product. In fact, if we take φ = dc, the composition of twisted compact operators
is given by

(K1 � K2)(x, z)(6.8)

=

∫
K1(x, y)K2(y, z)dc(xy

−1, yz−1, z) dy(6.9)

=

∫
K1(x, y)K2(y, z)c(xy

−1, yz−1)c(xz−1, z)c(xy−1, y)−1c(yz−1, z)−1 dy

= c(xz−1, z)

∫
K1(x, y)c(xy

−1, y)−1K2(y, z)c(yz
−1, z)−1c(xy−1, yz−1) dy .
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This can be rewritten in terms of Kc
1(x, y) = K1(x, y)c(xy

−1, y)−1 as

(6.10) (K1 � K2)
c(x, z) =

∫
Kc

1(x, y)K
c
2(y, z)c(xy

−1, yz−1) dy ,

showing that the new multiplication is still twisted. Indeed, it is obtained by
applying the untwisted multiplication to the image of K1 ⊗ K2 under the action
of c ∈ C(G)⊗ C(G). Even such slightly deformed products can have very different
differential calculi, as investigated by Majid and collaborators (particularly the
recent preprint [14]).

We now define two automorphism groups with algebra-valued cocycles (α, u)
and (β, v) to be exterior equivalent if

(6.11) βx = ad(wx)αx, and v(x, y) = wxαx(wy)u(x, y)w
−1
xy .

These can be rewritten as

(6.12) αx = ad(w−1
x )βx, and u(x, y) = βx(w

−1
y )w−1

x v(x, y)wxy ,

demonstrating the reflexivity of the equivalence, and similarly the product of the
algebra elements gives transitivity.

We now can easily rephrase (and shorten) the derivation of Packer–Raeburn
equivalence [12, Cor 4.2]. The cocycle equation for u can be written as

u(x, y)u(xy, y−1x−1z) = φ(x, y, y−1x−1z)αx[u(y, y
−1x−1z)]u(x, x−1z).

We now work in A⊗K(L2(G)) which acts on a ∈ A⊗ L2(G). We define

(wxa)(z) = u(x, x−1z)a(x−1z),

and βx = ad(wx)αx and use the above version of the cocycle identity to show that
(α, u) is exterior equivalent to (β, v) with (v(x, y)a)(z) = φ(x, y, y−1x−1z)a(z).

7. The general duality result

In this section we generalise the construction at the end of Section 6 to general
C∗-algebras with twisted actions.

Theorem 7.1. Let B be a C∗-algebra on which the group G acts by twisted
automorphisms βg, with twisting given by v(x, y), satisfying the deformed cocycle

condition with tricharacter obstruction φ. The twisted crossed product (B�β,vG)�Ĝ
is isomorphic to the algebra of B- valued twisted kernels B ⊗ Kφ(L

2(G)) with the
product

(7.1) (k1 � k2)(w, z) =

∫
G

k1(w, u)k2(u, z)φ(wu
−1, uz−1, z)−1 du .

The double dual action on (B �β,v G)� Ĝ is equivalent to

(7.2) (
̂̂
βykF )(w, z) = φ(wz−1, z, y)ad(Vy)

−1[βy[kF (wy, zy)]] ,

which is the product of the original action βy and a twisted adjoint action of

(7.3) Vy(z) =
φ(y, z−1, z)

φ(yz−1, zy−1, y)
v(y, z−1) ,

on B-valued kernels.



144 P BOUWKNEGT, KC HANNABUSS, AND V MATHAI

Proof. The twisted crossed product B �β,v G consists of B-valued functions
on G with product

(f ∗ g)(x) =
∫
G

f(y)βy[g(y
−1x)]v(y, y−1x) dy,

and (B �β,v G)� Ĝ consists of B-valued functions on G× Ĝ with product

(F ∗G)(x, ξ) =

∫
Ĝ

(F (., η)β̂η[G(., η−1ξ)])(x) dη

=

∫
Ĝ×G

F (y, η)βyβ̂η[G(y−1x, η−1ξ)]v(y, y−1x) dydη

=

∫
Ĝ×G

F (y, η)βy[η(y
−1x)G(y−1x, η−1ξ)])v(y, y−1x) dydη.

We now Fourier transform with respect to the second argument, so that

F̂ (x, z) =

∫
Ĝ

F (x, ξ)ξ(z) dξ,

to get

(F̂ ∗G)(x, z) =

∫
F (y, η)βy[η(y

−1x)G(y−1x, η−1ξ)])v(y, y−1x)ξ(z) dydηdξ

=

∫
F (y, η)η(y−1xz)βy[G(y−1x, η−1ξ)(η−1ξ)(z))]v(y, y−1x) dydηdξ

=

∫
G

F̂ (y, y−1xz)βy[Ĝ(y−1x, z)]v(y, y−1x) dy.

Next we introduce k̂F (w, z) = βw−1 [F̂ (wz−1, z)]v(w−1, wz−1) and by setting w =
xz in the last product formula, applying βw−1 , and using the standard identities
for v and φ, we obtain

k̂F∗G(w, z) = βw−1 [F̂ ∗G)(wz−1, z)]v(w−1, wz−1)

=

∫
G

βw−1 [F̂ (y, y−1w)]βw−1βy[Ĝ(y−1wz−1, z)]βw−1 [v(y, y−1wz−1)]v(w−1, wz−1) dy

=

∫
G

βw−1 [F̂ (y, y−1w)]v(w−1, y)βw−1y[Ĝ(y−1wz−1, z)]

× v(w−1y, y−1wz−1)φ(w−1, y, y−1wz−1) dy

=

∫
G

k̂F (w, y
−1w)k̂G(y

−1w, z)φ(w−1, y, y−1wz−1) dy

=

∫
G

k̂F (w, u)k̂G(u, z)φ(w
−1, wu−1, uz−1) du.

Now, by the cocycle identity

φ(w−1, wu−1, uz−1) =
φ(u−1, uz−1, z)φ(w−1, wu−1, u)

φ(wu−1, uz−1, z)φ(w−1, wz−1, z)
,

from which it follows that with kF (w, u) = k̂F (w, u)φ(w
−1, wu−1, u) we have

kF∗G(w, z) =

∫
G

kF (w, u)kG(u, z)φ(wu
−1, uz−1, z)−1 du.

Thus we have an isomorphism with B-valued twisted kernels B ⊗ Kφ(L
2(G)).
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We can also compute that the double dual (untwisted) action of y ∈ G takes

F (x, ξ) to ξ(y)F (x, ξ). Integrating against ξ(z) we see that this takes F̂ (x, z) to

F̂ (x, zy), and so k̂F to

(
̂̂
βyk̂F )(w, z) = βw−1 [F̂ (wz−1, zy)]v(w−1, wz−1)

= βy(wy)−1)[F̂ ((wy)(zy)−1, zy)]v(w−1, wz−1)

= ad(v(y, (wy)−1))−1βyβ(wy)−1 [F̂ ((wy)(zy)−1, zy)]v(w−1, wz−1)

= v(y, (wy)−1)−1βy[k̂F (wy, zy)v((wy)
−1, wz−1)−1]v(y, (wy)−1)v(w−1, wz−1)

= v(y, (wy)−1)−1βy[k̂F (wy, zy)]βy[v((wy)
−1, wz−1)]−1v(y, (wy)−1)v(w−1, wz−1)

= v(y, (wy)−1)−1βy[k̂F (wy, zy)]φ(y, (wy)
−1, wz−1)−1v(y, (zy)−1).

This in turn, with a couple of applications of the pentagonal identity, gives the

following expression for (
̂̂
βykF )(w, z):

φ(w−1, wz−1, z)φ(y−1w−1, wz−1, zy)−1φ(y, (wy)−1, wz−1)−1v(y, (wy)−1)−1

× βy[kF (wy, zy)]v(y, (zy)
−1)

=
φ(w−1, wz−1, z)

φ(w−1, wz−1, zy)

φ(y, y−1z−1, zy)

φ(y, y−1w−1, wy)
v(y, (wy)−1)−1βy[kF (wy, zy)]v(y, (zy)

−1)

= φ(wz−1, z, y)
φ(w−1, w, y)

φ(y, y−1w−1, wy)
v(y, (wy)−1)−1βy[kF (wy, zy)]v(y, (zy)

−1)

× φ(y, y−1z−1, zy)

φ(z−1, z, y)
= φ(wz−1, z, y)ad(Vy)

−1βy[kF (wy, zy)],

where Vy is defined in the Theorem. This is the product of the original action
βy, and a twisted action on B-valued kernels, which combines the original action
βy with an adjoint action of Vy, and an action on kernels of the type discussed in
[12, Sect 5]. (Two actions α and β linked by an inner automorphism adu can be
removed by an exterior equivalence.) �

As a consequence of this result we can, when convenient, replace an algebra
B with twisted action by a (stable) nonassociative algebra B ⊗ Kφ(L

2(G)) with an
ordinary action.

Since the arguments are now quite general they could also be used to show
that the third dual is isomorphic to the first dual tensored with ordinary compact
operators.

8. Twisted and repeated crossed products

The standard Takai duality theorem can be seen from a different perspective

by identifying the repeated crossed product (A � G) � Ĝ with the twisted crossed

product A � (G ×σ Ĝ), where the twisting is done by the Mackey multiplier σ on

G × Ĝ given by σ((y, η), (x, ξ)) = η(x). (For G = R, every multiplier is equivalent
to a Mackey multiplier.) In fact the crossed product A � G consists of A-valued
functions a, b, on G with product

(8.1) (a ∗ b)(x) =
∫
G

a(y)αy[b(y
−1x)] dy ,
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with Ĝ-action (α̂ξ[a])(x) = ξ(x)a(x), and the repeated crossed product similarly

consists of functions from G×σ Ĝ to A with product

(8.2) (a ∗ b)(x, ξ) =
∫

a(y, η)η(y−1x)αy[b(y
−1x, η−1ξ)] dydη .

Now a twisted crossed product given by a projective action β of G×σ Ĝ would have
product

(8.3) (a ∗ b)(x, ξ) =
∫

a(y, η)β(y,η)[b(y
−1x, η−1ξ)]σ((y, η), (y−1x, η−1ξ)) dydη ,

and we see that these match if β(y,η) = αy and σ((y, η), (x, ξ)) = η(x). The duality
theorem then follows from Green’s results on imprimitivity algebras and the fact

that the twisted group algebra of G ×σ Ĝ is essentially the algebra of compact
operators on L2(G).

This equivalence between a twisted crossed product and a repeated (untwisted)
crossed product has an analogue when the twisting is done with a three-cocycle,
which can be exploited in reverse, to reinterpret the twisted crossed product as a
repeated crossed product. We take two exterior equivalent twisted automorphism

groups (β, v) and (β̂, v̂) of a C∗-algebra A:

(8.4) β̂x = ad(wx)βx, and v̂(x, y) = wxβx(wy)v(x, y)w
−1
xy .

Both v and v̂ define the same three-cocycle φ, which we shall assume to be an
antisymmetric tricharacter, so that when trivial it is identically 1.

Theorem 8.1. For a separable locally compact abelian group G and a sta-
ble C∗-algebra A, let β : G → Aut(A) be a twisted homomorphism with βξβη =
ad(v(ξ, η))βξη, for all ξ, η ∈ G. Suppose that G = G1 × G2, where Gj has trivial
Moore cohomology H3(Gj ,U(1)). Suppose that the corresponding three-cocycle φ is
identically 1 on G1 and is also 1 when two of its arguments are in G2 (this being
true for antisymmetric tricharacters on R2 ×R). Then we may take v to be trivial

on the subgroups Gj and (β, v) is exterior equivalent to (β̂, v̂), where

(8.5) β̂xX = βxβX , and v̂(xX, yY ) = βx[ṽ(X, y)]

where lower case letters denote elements of G1 and capitals elements of G2, and
ṽ(X, y) = v(X, y)v(y,X)−1. The cocycle ṽ satisfies

ṽ(XY, z) = βX [ṽ(Y, z)]ṽ(X, z), and

ṽ(X, yz) = φ(X, y, z)−3ṽ(X, y)βy[ṽ(X, z)] ,(8.6)

and v̂ defines the three-cocycle ϕ(xX, yY, zZ) = φ(X, y, z)3.

Proof. Since φ = 1 on the subgroups, the stabilisation theorem ([12, Cor4.2]
and below) tells us that we may also take v to be 1 on the subgroups. It follows from

the definitions that β̂xX = ad(v(x,X))βxX , so that we could take wxX = v(x,X).
In fact it is more convenient to make a slightly different choice since we also have

βξβη = v(ξ, η)βξη = ad(ṽ(ξ, η))βηβξ,

from which we deduce

(βxβX)(βyβY ) = βx(βXβy)βY

= βxad(ṽ(X, y))βyβXβY
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= ad(βx[ṽ(X, y)])ad(v(x, y))βxyad(v(X,Y ))βXY .

Since the cocycle v̂ is determined up to scalars, and v(x, y) = 1, v(X,Y ) = 1 on the
subgroups, this gives us the required form v̂(xX, yY ) = βx[ṽ(X, y)]. Alternatively
we can see that up to scalar factors wxXβxX [wyY ]v(xX, yY )w−1

xyXY is

βx[ṽ(X, y)]v(x, y)βxy][v(X,Y )] = βx[ṽ(X, y)]

using the triviality of the restriction of v to the subgroups. Now, we also have

v(XY, z) = φ(X,Y, z)v(X,Y )−1βX [v(Y, z)]v(X,Y z)

= φ(X,Y, z)v(X,Y )−1βX [ṽ(Y, z)]φ(X, z, Y )−1v(X, z)v(Xz, Y )

= φ(X,Y, z)φ(X, z, Y )−1v(X,Y )−1

× βX [ṽ(Y, z)]ṽ(X, z)φ(z,X, Y )βz[v(X,Y )]v(z,XY ) ,

and using the triviality of v on subgroups, and the fact that φ must be trivial
whenever two of its arguments are in G2, this reduces to

ṽ(XY, z) = βX [ṽ(Y, z)]ṽ(X, z).

Similarly, we have

βX [v(y, z)]v(X, yz) = φ(X, y, z)−1v(X, y)v(Xy, z)

= φ(X, y, z)−1φ(y,X, z)ṽ(X, y)βy[v(X, z)]v(y,Xz)

= φ(X, y, z)−1φ(y,X, z)ṽ(X, y)βy[ṽ(X, z)]φ(y, z,X)−1v(y, z)v(yz,X) ,

and using the triviality of v on subgroups as well as the antisymmetry of φ this
reduces to

ṽ(X, yz) = φ(X, y, z)−3ṽ(X, y)βy[ṽ(X, z)].

We then have

v̂(xX, yY )v̂(xyXY, zZ)v̂(xX, yzY Z)−1

= βx[ṽ(X, y)]βxy[ṽ(XY, z)]βx[ṽ(X, yz)]−1

= βx[ṽ(X, y)βy[ṽ(XY, z)]ṽ(X, yz)−1]

= φ(X, y, z)−3βx[ṽ(X, y)βy[ṽ(XY, z)ṽ(X, z)−1ṽ(X, y)−1]

= φ(X, y, z)−3βx[ṽ(X, y)βy[βX [ṽ(Y, z)]ṽ(X, y)−1]

= φ(X, y, z)−3βxβX [βy[ṽ(Y, z)]]

= φ(X, y, z)−3βxβX [v̂(yY, zZ)] ,

showing that a cocycle identity holds for v̂. The corresponding three-cocycle
ϕ(xX, yY, zZ) = φ(X, y, z)3 is not antisymmetric, but its antisymmetrisation,

[ϕ(xX, yY, zZ)ϕ(yY, zZ, xX)ϕ(zZ, xX, yY )]
1
3 = φ(X, y, z)φ(Y, z, x)φ(Z, x, y)

= φ(xX, yY, zZ),

is just the original cocycle φ. �

Theorem 8.2. Writing fY (y) = f(yY ), the crossed product algebra A�β̂,v̂G ∼
(A� G1)�β̃ G2 has twisted convolution product

(8.7) (f ∗ g)X =

∫
G2

fY ∗1 β̃Y [gY −1X ] dY ,
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where β̃X [f ](y) = βX [f(y)]ṽ(X, y), and ∗
2
denotes the convolution product on

A � G1. The map X → β̃X is a group homomorphism, and β̃X gives an isomor-
phism between twisted crossed products for multipliers σ and φXσ, where φX(y, z) =
φ(X, y, z).

Proof. We calculate that

(f ∗ g)(xX) =

∫
f(yY )βyβY [g(y

−1xY −1X)βy[ṽ(Y, y
−1x)] dydY

=

∫
f(yY )βy[βY [g(y

−1xY −1X)]ṽ(Y, y−1x)] dydY

=

∫
f(yY )βy[β̃Y [g(y

−1xY −1X)]] dydY ,

so that

(f ∗ g)X =

∫
fY ∗

1
β̃Y [gY −1X ] dY.

We can then check that

β̃X β̃Y [f ](z) = βX [βY [f(z)]ṽ(Y, z)]ṽ(X, z)

= βXY [f(z)]βX [ṽ(Y, z)]ṽ(X, z)

= βXY [f(z)]ṽ(XY, z)

= β̃XY [f ](z) .

Next consider a twisted crossed product with U(1)-valued multiplier σ

(β̃X [f ] ∗ β̃X [g])(x) =

∫
β̃X [f ](y)βy[β̃X [g](y−1z)]σ(y, y−1x) dy

=

∫
βX [f(y)]ṽ(X, y)βy[βX [g(y−1z)]ṽ(X, y−1z)]σ(y, y−1x) dy

=

∫
βX [f(y)]βX [βy[g(y

−1x)]]ṽ(X, y)βy[ṽ(X, y−1x)]σ(y, y−1x) dy

= βX [

∫
f(y)βy[g(y

−1x)]ϕ(X, y, y−1x)σ(y, y−1x) dy]ṽ(X, x) ,

which differs from β̃X [f ∗ g](x) by the insertion of ϕ(X, y, y−1x) in the convolution
integral, changing the multiplier σ to ϕ(X, ·, ·)σ. �

This result tells us that the twisted crossed product multiplication for A�G can
be obtained by doing repeated crossed products but with a modified automorphism
action of the final subgroup. The result is still nonassociative because one still

has the three-cocycle ϕ. There is no inconsistency because β̃X does not act as
automorphisms of a crossed product A � G1. We shall now show how to modify
things to get a more useful result.

Suppose now that we replace the algebra A by an algebra B which admits not
only an action of G but also a compatible action of C(G2) = C(G/G1). (This would
be automatic for an algebra induced to G from a subgroup N.)

Theorem 8.3. Let B be a C∗-algebra admitting an action β of the abelian
group G = G1 ×G2 with multiplier v and φ satisfying the conditions of the previous
theorems and also a compatible action of C(G2). Then B�β,v G is stably equivalent
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to an ordinary repeated crossed product (B�β̂1
G1)�β̂2

G2, where β̂j is the restriction

of β̂ to Gj.

Proof. We have already seen that, by replacing (β, v) by (β̂, v̂), the multipliers
on the subgroups are trivial and that when one splits the crossed product into a
repeated crossed product the first part is just an ordinary crossed product with

the action β̂1. Now, by the Packer–Raeburn trick, this is stably equivalent to a
projective crossed product with the C(G2)-valued multiplier ϕ•(y, z) defined as the

function X �→ ϕ(X, y, z), The advantage is that β̃X is now an automorphism, since
when we put σ = ϕ• we have

(β̃X [f ] ∗ϕ• β̃X [g])(x) =

∫
β̃X [f ](y)βy[β̃X [g](y−1z)]ϕ•(y, y

−1x) dy

=

∫
βX [f(y)]ṽ(X, y)βy[βX [g(y−1z)]ṽ(X, y−1z)]ϕ•(y, y

−1x) dy

=

∫
βX [f(y)]βX [βy[g(y

−1x)]]ṽ(X, y)βy[ṽ(X, y−1x)]ϕ•(y, y
−1x) dy

=

∫
βX [f(y)]βX [βy[g(y

−1x)]]ϕ•(y, y
−1x)ϕ(X, y, y−1x) dy]ṽ(X, x)

= βX [

∫
f(y)βy[g(y

−1x)]ϕ•(y, y
−1x) dy]ṽ(X, x) = β̃X [f ∗ϕ• g] ,

where ϕZ(y, z)ϕ(X, y, z) = ϕZX(y, z) = β̂X(ϕZ(y, z)β̂
−1
X follows from compatibility

of the actions. �

This result takes us quite a long way towards proving the analogue of the
Connes-Thom isomorphism in our context. We take G = R3, with the subgroups

G1 = R2, and G2 = R. In [12] the algebra has the form B = indR
3

Z3A, and so has an
action of R3. As already noted the Moore cohomology group H3 is trivial on the
subgroups G1 = R2 and G2 = R. Using Theorem 7.1 we express the twisted crossed
product B�R3 as a repeated crossed product (B�R2)�R. The standard Connes-
Thom isomorphism tells us that K∗(B � R2) ∼= K∗(B), so that the first crossed
product does not change the K-theory. The second crossed product with G2 is
more problematic because the group does not act as automorphisms. However,
it is stably equivalent to the case where one does have automorphisms. In that
stably equivalent algebra the ordinary Connes-Thom theorem then asserts that the
K-theory of the crossed product (B�R2)�R is the same as that of B�R2 and so
of B, apart from a shift of 1 in degree. Superficially this appears to have proved the
desired generalisation of the Connes-Thom theorem to the twisted algebra B�β,vR

3,
but the missing ingredient is to check that the stabilisation equivalence valid for
ordinary K-theory is also consistent with the definition of K-theory in the category
CG(φ).

9. Some remarks and speculations related to K-theory

Here we give an application, to a version of K-theory, of Takai duality in our
context. For A an algebra in the category CG(φ) we can define the ring K0(A,Φ)
of stable equivalence classes of projective finite rank A-modules in CG(φ). We have

already seen that these modules are also A� Ĝ-modules, and it follows from Propo-
sition A.2 that these are also finite rank and projective. There is thus a natural
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identification of K0(A,Φ) with the stable equivalences of finite rank projective

A� Ĝ-modules. There is a caveat that K0(A, 1) does not reduce to the K-theory
of the G-algebra A, since the finite projective A-modules used in the definition are
also expected to be G-invariant. The reason is that only G-invariant projections are

well defined in the category CG(φ), cf. below. In fact, K0(A, 1) ∼= K0(A� Ĝ), and

for G ∼= Rd Connes-Thom isomorphism theorem gives K0(A� Ĝ) ∼= Kd(A), so that
K0(A, 1) ∼= Kd(A).

We actually want to apply this to a C∗-algebra of the form A = B � G, with

B associative, to find K0(B � G,Φ) in terms of equivalence classes of (B � G)� Ĝ-

modules. By Theorem 7.1, one has (B�G)�Ĝ ∼= B⊗Kφ(L
2(G)), which by Appendix

A, can be strictified to the associative C∗-algebra B⊗K(L2(G)). (There is a natural
correspondence between the modules since the nonassociative effect of Φ appears
only for repeated actions, and the action itself can be defined in the same way
for both cases. The strictification functor thus preserves the properties of being
finite rank and projective.) This associative C∗-algebra is Morita equivalent to B
itself, so that the stable equivalence classes of finite rank projective modules for

(B � G)� Ĝ are in natural bijective correspondence with those for B, that is, with
K0(B ⊗ K(L2(G))). In other words K0(B � G,Φ) ∼= K0(B ⊗ K(L2(G))).

At first sight a degree change appears to be missing, but this is a consequence
of the way we have defined K0(A,Φ), as previously explained. The morphisms in
the category CG(φ) with associator φ are G-maps, and so projective modules for an
algebra A in this category are submodules of free modules defined by G-invariant
projections E. Such modules can also be thought of as submodules of free modules
defined by idempotents e in a matrix algebra Mn(A), so that Ev = v � e. We then
see that

(9.1) v � g[e] = g(g−1v � e) = g(Eg−1v) = Ev = v � e ,

so that e = g[e] is invariant under the action of G.
To properly define the K-theory of a C∗-algebra in the category CG(φ), we

need to consider an enveloping category that includes not just G-morphisms. One
such candidate is the Karoubian enveloping category, and will be considered in a
future work. We also plan to investigate Tannakian duality and its consequences
in our context. More precisely, let G denote the Euclidean group, and φ the 3-
cocycle on it as in the text. Then our tensor category CG(φ) is just a twisted
representation category, Repc(G, φ), where the subscript is a reminder that we take
topology into consideration. Then the dual tensor category consists of continuous,
tensorial functors F : Repc(G, φ) → B(V ), where B(V ) denotes bounded operators
on the Hilbert space V . Here V varies, and tensorial means respecting the structures
in the tensor category. The dual tensor category is a tensor category denoted by
Repc(G, φ)

′, and the putative analog of Tannakian duality in this context would say
that Repc(G, φ) and Repc(G, φ)

′′ are equivalent tensor categories. The consequences
of Tannakian duality applied to C∗-algebras within CG(φ) = Repc(G, φ) will also be
explored.

Appendix A. Equivalence to a strict category

MacLane showed that every monoidal category is equivalent to a strict category
in which the structure maps such as Φ are the obvious identity maps. The general
construction is described and applied to the category CG(φ) in [1, 2]. We shall give
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a simpler alternative construction which works in this case, and it is one of those
cases where the structure is more transparent in the more general category CH(Φ)

of modules for a Hopf algebra H, although we shall apply it to H = C∗(Ĝ) ∼ C0(G).
(It is to some extent motivated by our observation that A-modules in the category

CG(φ) are automatically modules for the crossed product A� Ĝ.)
The algebra H is an H-H-bimodule under the left and right multiplication ac-

tions, and so, in particular it is an object in CH(Φ), though it is not an algebra
in the category, since its multiplication is associative in the strict sense. We shall
exploit this dual role of H to construct the functor to a strict monoidal category.

Consider the functor F which takes each object A of CH(Φ) to the algebraic
tensor product F (A) = A ⊗ H, and each morphism T ∈ hom(A,B) to F (T ) ∈
hom(F (A), F (B)) which sends a ⊗ h to T (a) ⊗ h. (When H = C0(G) we can
use F (A) = C(G,A) as a more convenient alternative.) Since H is a bimodule
F (A) is an H-H-bimodule, with the right multiplication action by H, and the left
comultiplication action, given in Sweedler notation by

h · (a⊗ k) = Δh(a⊗ k) = h(1)[a]⊗ h(2)k.

With these actions we may take the new tensor product operation to be A⊗F B =
A⊗H B (or A⊗C0(G) B), for which the new identity object is F (C) = H (or C0(G))
itself.

Theorem A.1.

(i) For A ∈ CH(Φ) set F (A) = A⊗H and let the tensor product F (A)⊗HF (B)
be the quotient of (A ⊗ H) ⊗ (B ⊗ H) by the equivalence relation that
(a · h)⊗ b ∼ a⊗ (h · b), for all a ∈ F (A), b ∈ F (B) and h ∈ H. Then

F (A)⊗H F (B) ∼= F (A⊗ B).
(ii) For A ∈ CG(φ) set F (A) = C(G,A) and let the tensor product [F (A)⊗C0(G)

F (B)] be the quotient of C(G,A)⊗C(G,B) by the equivalence relation that
(a · h)⊗ b ∼ a⊗ (h · b), for all a ∈ F (A), b ∈ F (B) and h ∈ C0(G). Then

F (A)⊗C0(G) F (B) ∼= F (A⊗ B).
In each case set F (T ) = T ⊗ id for a morphism T . Then F defines a
functor between tensor categories. (The associator in each case is just Φ
tensored with the identity.)

Proof. We have

F (A)⊗H F (B) = (A⊗ H)⊗H (B ⊗ H) ∼= (A⊗ B)⊗ H = F (A⊗ B),
giving the result and showing consistency with the previous tensor product. (In
Sweedler notation we have the isomorphism is given explicitly by (a⊗h)⊗H (b⊗k) �→
(a ⊗Δ(h)(b⊗ k)) = (a ⊗ (h(1)b) ⊗ (h(2)k).) Most of the rest is easily checked. In
particular, we find that

((a⊗ h)⊗H (b⊗ k))⊗H (c⊗ l) = ((a⊗ h(1)[b])⊗ (h(2)k(1)[c]))⊗ h(3)k(2)l

= Φ[(a⊗ (h(1)[b]⊗ h(2)k(1)[c]))]⊗ h(3)k(2)l

= (Φ⊗ id)[(a⊗ h)⊗H [(b⊗ k)⊗H (c⊗ l)]] .

�

For future reference we also note the connection with the crossed product.
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Proposition A.2. If A is an algebra with multiplication � then F (A) can be
given the multiplication defined by the maps

F (A)⊗H F (A) = F (A⊗A) ∼= (A⊗A)⊗ H −→ (A⊗ H) = F (A),

where the arrow denotes the map � ⊗ 1. When H = C0(G), F (A) equipped with
this multiplication is just the crossed product A� G. If M is a module for A then
F (M) is a module for F (A), and (id⊗ ε)F (M) can be identified with M regarded

as a A� Ĝ-module.

Proof. We have

(a⊗ h)⊗ (b⊗ k) = (a⊗ h(1)[b])⊗ h(2)k �→ (a � h(1)[b])⊗ h(2)k,

which is the crossed product multiplication in A� G, when H = C0(G). Replacing
b by an element of M and applying ε (which is a counit and a multiplicative
homomorphism) we have

(id⊗ ε)[(a⊗ h) � (m⊗ k)] = (a⊗ h(1)[m])ε(h(2)k)

= (a � h(1)[m])⊗ ε(h(2))ε(k)

= (a � h[m])⊗ ε(k),

as required. �

The advantage of expressing the crossed product action in terms of F is that

the functor respects direct sums and maps the free A-module An to the free A� Ĝ-

module (A� Ĝ)n. If M is a finite rank projective module defined by e : An → M,

then F (M) is a finite rank projective module defined by (A� Ĝ)n → F (M), and,

taking the image under id⊗ε, we see thatM is a finite rank projectiveA�Ĝ-module.
We now introduce a new tensor product F (A) ◦ F (B), such that for a ∈ F (A),

b ∈ F (B), and c ∈ F (C), we have

(a ◦ b)⊗H c = a⊗H (b⊗H c).

This can be done explicitly using Φ, since

(a ◦ b)⊗H c = Φ−1((a⊗H b)⊗H c),

and Φ−1 is given by the left action of an element φ−1 ∈ H⊗H⊗H on A⊗B⊗C. For
convenience we shall write φ−1 in a Sweedler type notation as φ−1 = φ′ ⊗φ′′ ⊗φ′′′,
but this is neither intended to imply that φ is decomposable nor that this is in the
range of (Δ⊗ 1)Δ. We then have

(a ◦ b)⊗H c = (φ′ · a⊗H φ′′ · b)⊗H φ′′′c = (φ′ · a⊗H φ′′ · b) · φ′′′ ⊗H c ,

or, formally,

a ◦ b = (φ′ · a⊗H φ′′ · b) · φ′′′ ∈ F (A)⊗H F (B).
In fact, this expression makes perfectly good sense (in the multiplier algebra if not
in the original algebra), and can be used as a definition of a ◦ b. (This would not
have been true in the original setting with a ∈ A and b ∈ B, and the original tensor
product, since there was only a left action and the argument would have led to
a ◦ b = (φ′ · a⊗H φ′′ · b)⊗ φ′′′ ∈ (A⊗B)⊗H, not in A⊗B. Whether it makes sense
in the original algebra or in some slightly extended algebra depends on the detail
of the situation. The case when H = C0(G), F (A) = C(G,A) gives a large enough
algebra to work whilst the algebraic tensor product would generally be too small.)
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Another useful way of thinking about the product is that F (A ⊗ B) ∼ [(A ⊗
B)⊗ H], and Φ−1 maps this to A⊗ (B ⊗ H) ∼ A⊗ F (B) ∼ F (A)⊗H F (B).

As a consequence of the definition, for d ∈ F (D)

(a ◦ b) ◦ c)⊗ d = (a ◦ b)⊗ (c⊗ d)

= a⊗ (b⊗ (c⊗ d))

= a⊗ ((b ◦ c)⊗ d)

= (a ◦ (b ◦ c))⊗ d,

and taking D = H we see that we now have strict associativity. We note that if H has
a unit 1 the original algebra A can be identified with the subalgebra A⊗1 ⊆ A⊗H,
(or in the case of H = C0(G) with the constant functions in the algebra C(G,A)).
These are not closed under the new tensor product ◦.

The new tensor product now carries over to products on algebra, so that �
is replaced by a new product a ∗ b = ψz[a � b], where φz(x, y) = φ(x, y, z) acts
as an element of C(G) ⊗ C(G), The associativity of this may now be checked by
either of the above calculations, and similarly for actions of algebras on modules.
In summary, the action of an algebra A on a C0(G)-module can always be replaced

by an action of the crossed product A � Ĝ, which a Fourier transform identifies
with C(G,A), which means that for modules one always works with the objects
whose multiplication can be made associative. This result clarifies the paradox
of the relevance of nonassociative algebras when algebras of operators are always
associative, for we see that in representation the action of nonassociative algebras
can always be replaced by an associative action if one so wishes. The situation
is rather similar to that of projective representations of groups, where, for any
multiplier σ on a group G, a projective σ-representation of G can be obtained
from an ordinary representation of its central extension Gσ. Nonetheless, there
are situations in which G and σ appear naturally or linking a number of different
situations, so that although Gσ is technically useful, it does not really capture the
essence of the situation. The study of the canonical commutation relations as a
projective representation of a vector group provides a good example. The central
extension has representations allowing all possible values of Planck’s constant, and
so misses an important feature of the physical situation.

In addition to the left and right actions of H, when H is a Hopf algebra there
is also a right coaction of H on F (A) = A⊗ H given by

id⊗Δ : A⊗ H �→ (A⊗ H)⊗ H,

and similarly for C0(G). There is no rebracketing problem since H is the algebra
whose modules give the objects rather than an object itself, and the fact that this
is a coaction follows from the coassociativity of Δ. To check compatibility with the
tensor product structure, we note that

(a⊗ h)⊗H (b⊗ k) = (a⊗ h(1))⊗H (b⊗ h(2)k)

�→ [(a⊗ h(1))⊗H (b⊗ h(2)k(1))]⊗ h(3)k(2)

= [(a⊗ h(1))⊗H (b⊗ k(1))]⊗ h(2)k(2),

showing direct compatibility with the coaction on the individual factors. (With a
little modification of the functor F it is possible to work with quasi-Hopf algebras
too.)
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If we instead consider the dual action of θ in the dual Hopf algebra H∗ given
in Sweedler notation by

θ[a⊗ h] = θ(h(2))a⊗ h(1) ,

where θ(h(2)) denotes the pairing of H∗ with H, then this shows that one has the
correct action on tensor products. We can therefore regard F as a functor from
CH(Φ) to CH∗

(1) (or from CG(φ) to CĜ(1)).

A.1. Example: Strictification of the twisted compact operators. The
easiest way to see how the strictifcation works is to consider an example, such as
the algebra Kφ(L

2(G)), which maps to F (Kφ(L
2(G))) = C(G,Kφ(L

2(G))). We first
note that the product of a⊗ h and b⊗ k in A⊗ C0(G) is given by

((a⊗ h) � (b⊗ k))(x) = (a � h(1)[b])⊗ (h(2)k)(x) = (a � h(1)[b])⊗ h(2)(x)k(x).

Now, defining hx(u) = h(ux) = (Δh)(u, x) = h(1)(u)h(2)(x), we see that the prod-
uct can be rewritten as

((a⊗ h) � (b⊗ k))(x) = (a � hx[b])k(x).

Writing k(x)(v, w) = k(v, w;x) for the Kφ(L
2(G))-valued function on G, the action

of a function hx is just multiplication by hx(vw
−1) = h(vw−1x) The product of

two such kernel-valued functions is therefore

(k1 � k2)(u,w;x) =

∫
k1(u, v; vw

−1x)k2(v, w;x)φ(uv
−1, vw−1, w) dv .

This can be rewritten as

(k1 � k2)(u,w;wx) =

∫
k1(u, v; vx)k2(v, w;wx)φ(uv

−1, vw−1, w) dv ,

so that kj �→ k′j(u,w;x) = kj(u,w;wx) gives an isomorphism with C0(G)⊗K(L2(G))
equipped with componentwise multiplication.

According to the general prescription we can turn this into an associative prod-
uct by applying Φ−1, that is, multiplying by φ(uv−1, vw−1, wx)−1, to get

(k1 ∗ k2)(u,w;wx)

=

∫
k1(u, v; vx)k2(v, w;wx)φ(uv

−1, vw−1, wx)−1φ(uv−1, vw−1, w) dv ,

The cocycle identity tells us that

φ(uw−1, w, x)φ(uv−1, vw−1, wx) = φ(uv−1, vw−1, w)φ(uv−1, v, x)φ(vw−1, w, x) ,

so that we can rewrite the product as

(k1 ∗ k2)(u,w;wx)φ(uw−1, w, x)−1

=

∫
k1(u, v; vx)k2(v, w;wx)φ(uv

−1, v, x)−1φ(vw−1, w, x)−1 dv .

Setting kF (u,w;x) = k(u,w,wx)φ(uw−1, w, x)−1 gives

(k1 ∗ k2)F (u,w, x) =
∫

kF1 (u, v;x)k
F
2 (v, w;x) dv .

showing that the new product is isomorphic to the usual product on C(G,K(L2(G)))
∼= C0(G)⊗K(L2(G)), which is certainly associative.

For future reference we note that the same argument applies to algebra-valued
compact operators Kφ(L

2(G)) ⊗ A when A is associative, the only change being
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that the product of kj in the composition formula must be interpreted as a product
in the algebra rather than of scalars.

This example shows that quite different nonassociative algebras can have the
same associative version, since for any cocycle φ, Kφ(L

2(G)) has C(G,K(L2(G))) as
its associative version (including the case of trivial φ, when the algebra is associative
from the start).

This is important in clarifying the duality theorem [12, 9.2], where it was shown
that the double dual of B = u-indG

N(A) is Kφ(L
2(G)) ⊗ B, since the associative

version K(L2(G))⊗B is stably equivalent to B, as usual. This certainly means that
all the representations (that is, the modules) correspond naturally with those of B.
We summarise this in a theorem.

Theorem A.3. The dual B̂ = B �β,v G of the algebra B = u-indGN (A) is a

nonassociative algebra with a natural action of Ĝ, and the double dual B̂� Ĝ can be
given the associative product K(L2(G))⊗ u-indGN (A).

We conclude by noting that the octonions O can be constructed from R using
G = Z2 × Z2 × Z2 with the cocycle

(A.1) φ(a,b, c) = (−1)[a,b,c] = (−1)a·(b×c) ,

where G is identified with {0, 1}3 ⊂ R3. Thus the same procedure can be used to
give an associative version of C(Z2 ×Z2 ×Z2,O), as a 64-dimensional algebra over
R.

Appendix B. Nonassociative bounded operators, tempered
distributions & a concrete approach to nonassociative C∗-algebras

We begin with an illustrative example. Let G = Rn, and consider the space of all
bounded operators B(L2(G)) on the Hilbert space L2(G). We begin by showing that
T ∈ B(L2(G)) determines a unique tempered distribution kT on G2. That is, there
is a canonical embedding, B(L2(G)) ↪→ S ′(G2). This embedding will be frequently
used, for instance to give the algebra B(L2(G)) a nonassociative product, which has
the advantage of being rather explicit. Later, we will also determine other closely
related results. Recall that the Sobolev spaces Hs(G), s ∈ R, are defined as follows:
the Fourier transform on Schwartz functions on G is a topological isomorphism,
̂: S(G) → S(G), where we identify G with its Pontryagin dual group. It extends
uniquely to an isometry on square integrable functions on G, ̂ : L2(G) → L2(G).
Moreover, by duality, the Fourier transform extends to be a topological isomorphism
on tempered distributions on G, ̂ : S ′(G) → S ′(G). Then for s ∈ R, define Hs(G)

to be the Hilbert space of all tempered distributions Q such that (1 + |ξ|2)s/2Q̂(ξ)

is in L2(G), with inner product 〈Q1, Q2〉s = 〈(1+ |ξ|2)s/2Q̂1(ξ), (1+ |ξ|2)s/2Q̂2(ξ)〉0,
where 〈 , 〉0 denotes the inner product on L2(G).

The following are some basic properties of Sobolev spaces, which are established
in any basic reference on distribution theory. For s < t, Ht(G) ⊂ Hs(G) and
moreover the inclusion map Ht(G) ↪→ Hs(G) is continuous. Also one has S(G) =⋂

s∈R Hs(G), S ′(G) =
⋃

s∈R Hs(G) and the inclusions ιs : S(G) ↪→ Hs(G) and
κs : H

s(G) ↪→ S ′(G) are continuous for any s ∈ R. The renowned Schwartz kernel
theorem says that a continuous linear operator T : S(G) → S ′(G) determines a
unique tempered distribution kT on G2, and conversely.
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Lemma B.1. There is a canonical embedding,

(B.1) B(L2(G)) ↪→ S ′(G2) ,

whose image is contained in the subspace of composable tempered distributions.

Proof. Suppose that T ∈ B(L2(G)). Then in the notation above, the compo-
sition

(B.2) κ0 ◦ T ◦ ι0 : S(G) → S ′(G) ,

is a continuous linear operator. By the Schwartz kernel theorem, it determines a
unique tempered distribution kT ∈ S ′(G2). Suppose now that S ∈ B(L2(G)). Then
ST ∈ B(L2(G)) and

(B.3) kST (x, y) =

∫
z∈G

kS(x, z)kT (z, y) dz ,

where

∫
z∈G

dz denotes the distributional pairing. �

We can now define a new product on B(L2(G)) making it into a nonassociative
C∗-algebra.

Definition B.2. Let φ ∈ C(G × G × G) be an antisymmetric tricharacter on
G. For S, T ∈ B(L2(G)), define the tempered distribution kS�T ∈ S ′(G2) by the
formula

(B.4) kS�T (x, y) =

∫
z∈G

kS(x, z)kT (z, y)φ(x, y, z) dz .

Then for all ξ, ψ ∈ L2(G), the linear operator S � T given by the prescription

(B.5) 〈ξ, S � Tψ〉0 =

∫
x,y∈G

kS�T (x, y)ξ̄(x)ψ(y) dxdy ,

defines a bounded linear operator in B(L2(G)), which follows from the earlier ob-
servation that S � T is an adjointable operator.

This extends the definition in [12] of twisted compact operators Kφ(L
2(G)).

Then by §4, � defines a nonassociative product on B(L2(G)) which agrees with the
nonassociative product on the twisted compact operators, which will be justified
in what follows. We denote by Bφ(L

2(G)) the space B(L2(G)) endowed with the
nonassociative product �, and call it the algebra of twisted bounded operators.

There is an involution kS∗(x, y) = kS(y, x) for all S ∈ Bφ(L
2(G)), and the

norm on Bφ(L
2(G)) is the usual operator norm. The following are obvious from the

definition: ∀ λ ∈ C, ∀ S1, S2 ∈ Bφ(L
2(G)),

(B.6)
(S1 + S2)

∗ = S∗
1 + S∗

2 ,
(λS1)

∗ = λ̄S∗
1 ,

S∗∗
1 = S1 .

The following lemma can be proved as in Section 5 in [12].

Lemma B.3. ∀ S1, S2 ∈ Bφ(L
2(G)),

(B.7) (S1 � S2)
∗ = S∗

2 � S∗
1 .
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What appears to be missing for the deformed bounded operators Bφ(L
2(G)) is

the so called C∗-identity,

(B.8) ||S∗
1 � S1|| = ||S∗

1S1|| = ||S1||2.
However, we will continue to call Bφ(L

2(G)) a nonassociative C∗-algebra and this
prompts the following definition of a general class of nonassociative C∗-algebras.

Definition B.4. A nonassociative C∗-subalgebra A of Bφ(L
2(G)), is defined

to be a G-invariant, �-subalgebra of Bφ(L
2(G)) that is closed under taking adjoints

and also closed in the operator norm topology.

In particular, such an A satisfies the identities in equations (B.6) and (B.7).
Examples include the algebra of twisted bounded operators Bφ(L

2(G)) and the
algebra of twisted compact operators Kφ(L

2(G)). The following two propositions
can be proved as in Section 5 of [12].

Proposition B.5. The group G acts on the twisted algebra of bounded operators
Bφ(L

2(G)) by natural ∗-automorphisms

(B.9) θx[k](z, w) = φ(x, z, w)k(zx, wx),

and θxθy = ad(σ(x, y))θxy, where ad(σ(x, y))[k](z, w) = φ(x, y, z)k(z, w)φ(x, y, w)−1

comes from the multiplier σ(x, y)(v) = φ(x, y, v).

Proposition B.6. Bφ(L
2(G)) is a continuous deformation of B(L2(G)).

Appendix C. Nonassociative crossed products and nonassociative tori

C.1. Nonassociative tori – revisited. Here will present a slightly different,
more geometric, approach to the definition of the nonassociative torus as defined
in [12], which in fact generalizes the construction there, and also realizes it as a
nonassociative deformation of the algebra continuous functions on the torus. We
begin with a general construction, and later specialize to the case when M is the
torus.

Basic Setup: Let M be a compact manifold with fundamental group Γ, and M̃

its universal cover. Assume for simplicity that M̃ is contractible, that is M = BΓ
is the classifying space of Γ. In that case we have an isomorphism Hn(M,Z) ∼=
Hn(Γ,Z), due to Eilenberg and MacLane [17, 18].

A large class of examples of manifolds M that satisfy the hypotheses of the
Basic Setup are locally symmetric spaces M = Γ\G/K, where G is a Lie group, K
a maximal compact subgroup of G, Γ a discrete, torsion-free cocompact subgroup

of G, since in this case M̃ = G/K is a contractible manifold. This includes tori and
hyperbolic manifolds in particular.

The isomorphism Hn(M,R) → Hn(Γ,R) can be explicitly constructed by mak-

ing use of the double complex (Cp,q(M̃,Γ); δ, d), with

(C.1) Cp,q(M̃,Γ) = Cp(Γ,Ωq(M̃)) = {f : Γ⊗p → Ωq(M̃)} ,
where we think of q-forms on M̃ as a left Γ-module through the action γ · ω =

(γ∗)−1ω. The differential d : Cp,q(M̃,Γ) → Cp,q+1(M̃,Γ) is the de Rham differen-

tial on Ω(M̃), hence this complex is acyclic since M̃ is contractible. The differential

δ : Cp,q(M̃,Γ) → Cp+1,q(M̃,Γ) is given by
(C.2)
(δf)γ1,...,γp+1

= γ1 · fγ2,...,γp+1
− fγ1γ2,...,γp+1

+(−1)pfγ1,...,γpγp+1
+(−1)p+1fγ1,...,γp

.
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Its cohomologyHp(Γ,Ωq(M̃)) is known as the group cohomology with coefficients in

the Γ-module Ω(M̃). The map H(M,R) → H(Γ,R) is now obtained by ‘zigzagging’
through this double complex, much in the same way as for the Čech-de Rham
complex. We will illustrate the procedure in the case of our interest, i.e. how to
explicitly associate to a closed degree 3 differential form H on M a U(1)-valued
3-cocycle σ on the discrete group Γ.

First we let H̃ denote the lift of H to M̃ . Now H̃ = dB, where B is a 2-form

on M̃ , i.e. B ∈ C0,2(M̃,Γ). Since H̃ is Γ-invariant, it follows that for all γ ∈ Γ, we

have 0 = γ · H̃ − H̃ = d(γ · B − B) = dδB, so that γ ·B −B is a closed 2-form on

M̃ . By hypothesis, it follows that

(C.3) (δB)γ = γ ·B −B = dAγ ,

for some 1-form Aγ on M̃ , i.e. A ∈ C1,1(M̃,Γ). Then by (C.3), it follows that the
following identity holds for all β, γ ∈ Γ:

d(β ·Aγ − Aβγ +Aβ) = dδA = δdA = δ2B = 0 .

By hypothesis, it follows that

β ·Aγ −Aβγ +Aβ = (δA)β,γ = dfβ,γ

for some smooth function fβ,γ on M̃ , that is, f ∈ C2,0(M̃,Γ). Continuing, one
computes that,

d(α · fβ,γ − fαβ,γ + fα,βγ − fα,β) = dδf = δ2A = 0 .

Therefore

α · fβ,γ − fαβ,γ + fα,βγ − fα,β = (δf)α,β,γ = c(α, β, γ) ,

where c(α, β, γ) is a constant. That is, c : Γ× Γ× Γ → R is a 3-cocycle on Γ, and
we can set for all t ∈ R,

(C.4) σt(α, β, γ) = exp (itc(α, β, γ)) .

Then σt(α, β, γ) is a U(1)-valued 3-cochain on γ, satisfying the pentagonal identity,

(C.5) σt(α, β, γ)σt(α, βγ, δ)σt(β, γ, δ) = σt(αβ, γ, δ)σt(α, β, γδ) ,

for all α, β, γ, δ ∈ Γ. That is, σt(α, β, γ) is actually a U(1)-valued 3-cocycle on Γ.
It is convenient to normalize the function fα,β such that fα,β(x0) = 0 for all

α, β ∈ Γ and for some x0 ∈ M̃ . Then the formula for the U(1)-valued 3-cocycle on
Γ simplifies to,

σt(α, β, γ) = exp
(
it(α∗−1fβ,γ(x0))

)
.

Consider the unitary operator ut(β, γ) acting on L2(Γ) given by

(ut(β, γ)ψ)(α) = exp(itα∗−1fβ,γ(x0))ψ(α) = σt(α, β, γ)ψ(α).

We easily see that

σt(α, β, γ)ut(α, β)ut(αβ, γ) = ξα[ut(β, γ)]ut(α, βγ)

where ξα = ad(ρ(α)) and (ρ(α)ψ)(g) = ψ(gα) is the right regular representation.
One can define, analogous to what was done in [12], a twisted convolution product
and adjoint on C(Γ,K), K = K(L2(Γ)), by

(C.6) (f ∗t g)(x) =
∑
y∈Γ

f(y)ξy[g(y
−1x)]ut(y, y

−1x) ,
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and

(C.7) f∗(x) = ut(x, x
−1)−1ξx[f(x

−1)]∗ .

The operator norm completion is the nonassociative twisted crossed product C∗-
algebra

C∗(K,Γ, σt) = K(L2(Γ))�ξ,ut
Γ.

where as before, σt(α, β, γ) is a U(1)-valued 3-cocycle on Γ as above. This con-
struction extends easily to the case when K is replaced by a general Γ-C∗-algebra
A, giving rise to a nonassociative C∗-algebra denoted by C∗(A,Γ, σt) = A�ξ,ut

Γ.
In the special case when M = Tn is a torus, we get the nonassociative torus

Aσt
(n). Now Aσ0

(n) is just the ordinary crossed product K(L2(Zn)) � Zn, where
Zn acts on K(L2(Zn)) via the the adjoint of the left regular representation. By the
Stabilization theorem, and using the Fourier transform,

K(L2(Zn))� Zn ∼= C∗(Zn)⊗K(L2(Zn)) ∼= C(Tn)⊗K(L2(Zn)).

This then indicates why Aσt
(n) is a nonassociative deformation of the ordinary

torus Tn for t �= 0.

Example. As an explicit example, consider the 3-torus M = T3. We have

M̃ = R3 and Γ = Z3. Let us take, for H ∈ H3(M,R), k times the volume
form on M (i.e. k times the image in de Rham cohomology of the generator of

H3(M,Z) ∼= Z). Its lift to M̃ is explicitly given by

H̃ = k dx1 ∧ dx2 ∧ dx3 ,

where (x1, x2, x3) are standard coordinates on M̃ = R3. Let us denote elements
of Γ = Z3 by n = (n1, n2, n3). Going through the procedure above, we see that a
representative of this 3-form in group cohomology is given by c(l,m,n) = k l1m2n3.
However, by making different choices for B,An, etc., specifically

B = 1
3k (x1 dx2 ∧ dx3 + cycl) ,

An = 1
6k (n1(x2dx3 − x3dx2) + cycl) ,

fm,n = 1
6k (m1(n2x3 − n3x2) + cycl) ,

we can also construct a completely antisymmetric representative, namely

(C.8) c(l,m,n) = 1
6k l · (m× n) .

It is this representative which gives rise to an antisymmetric tricharacter σt on Γ.
Note that the image of an integer cohomology class in H3(M,R) is not necessarily
integer-value, but in this example rather ends up in 1

6Z. This example explains and
corrects a discrepancy between our earlier paper [12] and the physical interpretation
of our nonassociative 3-torus in the context of open string theory by Ellwood and
Hashimoto (cf. Eqn. (5.14) in [19]).

C.2. Factors of automorphy and continuous trace C∗-algebras. We
next study principal PU-bundles P and associated bundles of compact operators
KP and their sections over manifolds M that satisfy the assumptions of the Basic

Setup of Appendix C.1. Let P̃ denote the lift of P to M̃ . Since H3(M̃) = 0, it

follows that P̃ is trivializable, i.e. P̃ ∼= M̃ × PU. Having fixed this isomorphism,



160 P BOUWKNEGT, KC HANNABUSS, AND V MATHAI

we can define a continuous map j : Γ × M̃ → PU = Aut(K) by the following
commutative diagram,

(C.9) K = (KP̃ )x

p

���
��

��
��

��
��

��
��

�

j(γ,x) �� K = (KP̃ )γ·x

p

����
��
��
��
��
��
��
��

(KP )p(x)

Then

(C.10) j(γ1γ2, x)
−1j(γ1, γ2x)j(γ2, x) = 1.

is a factor of automorphy for the bundle KP . Conversely, given a continuous map

j : Γ × M̃ → PU = Aut(K) satisfying (C.10), we can define a bundle of compact
operators,

(C.11) Kj = (M̃ ×K)/Γ → M

where γ · (x, ξ) = (γ · x, j(γ, x)ξ) for γ ∈ Γ and (x, ξ) ∈ M̃ ×K.
Given any two algebra bundles of compact operators, Kj ,Kj′ over M with

factors of automorphy j, j′ respectively, and an isomorphism φ : Kj −→ Kj′ , we get
an induced isomorphism

(C.12) φ̃ : M̃ ×K = K̃j −→ Kj′ = M̃ ×K

given by φ̃(x, ξ) = (x, u(x)ξ), where u : M̃ → PU is continuous. Since φ̃ commutes

with the action of Γ, γ · φ̃(x, ξ) = φ̃(γ(x, ξ)), we deduce that (γ · x, j′(γ, x)u(x)ξ) =
(γ · x, u(γ · x)j(γ, x)ξ). Therefore
(C.13) j′(γ, x) = u(γ · x)j(γ, x)u(x)−1

for all x ∈ M̃ and γ ∈ Γ. Conversely, two factors of automorphy j, j′ give rise
to isomorphic algebra bundles Kj ,Kj′ of compact operators if they are related by

(C.13) for some continuous function u : M̃ → PU.
Therefore continuous sections of KP can be viewed as continuous maps f ∈

C(M̃,K) satisfying the property,

(C.14) f(γ · x) = j(γ, x)f(x), ∀γ ∈ Γ, x ∈ M̃.

For example, f(x) :=
∑

γ∈Γ j(γ, x)
−1F (γ · x) converges uniformly on compact sub-

sets of M̃ whenever F : M̃ → K is a compactly supported continuous function, and
satisfies (C.14), therefore defining a continuous section of KP .

We would like to write the Dixmier-Douady invariant of the algebra bundle
of compact operators KP over M in terms of the factors of automorphy. There is

no obstruction to lifting the factor of automorphy j : Γ × M̃ → PU = Aut(K) to

ĵ : Γ× M̃ → U, because of our assumptions on M̃ . However the cocycle condition
(C.10) has to be modified,

(C.15) ĵ(γ1γ2, x)
−1ĵ(γ1, γ2x)ĵ(γ2, x) = τ (γ1, γ2, x) ,

where τ : Γ×Γ×M̃ → U(1). There is no obstruction to lifting τ : Γ×Γ×M̃ → U(1)

to τ̂ : Γ×Γ×M̃ → R, however the cocycle condition satified by τ has to be modified
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to δτ̂(γ1, γ2, γ3) = η(γ1, γ2, γ3), where η : Γ × Γ × Γ → Z is a Z-valued 3-cocycle
on Γ. One can show DD(P ) = δ([τ ′]) = [η]. Thus, given a principal PU bundle
P on M , we have derived a cohomology class [η] ∈ H3(Γ,Z) ∼= H3(M,Z) which
is by standard arguments independent of the choices made. The relation with the
previous discussion is that [η] = [c].

To see that the converse is true, notice that τ can be viewed as a continuous

map τ ′ : Γ × Γ → C(M̃,U(1)), which is easily verified to be a C(M̃,U(1))-valued
2-cocycle on Γ. Recall from standard group cohomology theory that equivalence

classes of extensions of a group Γ by an abelian group C(M̃,U(1)) on which Γ
acts is in bijective correspondence correspondence with the group cohomology with

coefficients, H2(Γ, C(M̃,U(1))). We will first show that possible extensions Γ̃ of Γ

by C(M̃,U(1)) are in bijective correspondence with elements of H3(M,Z) called
the Dixmier-Douady invariant, and we will also compute DD(P ) ∈ H3(M,Z) in
our case. Now there is an exact sequence of abelian groups,

(C.16) 0 → Z → C(M̃,R) → C(M̃,U(1)) → 0 .

This leads to a change of coefficients long exact sequence,
(C.17)

· · · → H2(Γ, C(M̃,R)) → H2(Γ, C(M̃,U(1)))
δ→ H3(Γ,Z) → H3(Γ, C(M̃,R)) → ·

Since Γ acts freely on M̃ and C(M̃,R) is an induced module, it follows that

Hj(Γ, C(M̃,R)) = 0 for all j > 0. Therefore Hj(Γ, C(M̃,U(1))) ∼= Hj+1(Γ,Z) =
Hj+1(M,Z) for all j > 0, and in particular for j = 2 as claimed. In particular,

since [τ ′] ∈ H2(Γ, C(M̃,U(1))), we see that DD(P ) = δ([τ ′]) = [η] ∈ H3(Γ,Z) =
H3(M,Z) is the Dixmier-Douady invariant of P .

We next explain how the data (H,B,Aγ , fα,β) also determine a bundle gerbe

in a natural way. The bundle gerbe consists of the submersion M̃ → M . Then the

fibered product M̃ [2] is equivariantly isomorphic to Γ×M̃ . Under this identification,

the two projection maps πi : M̃
[2] → M̃, i = 1, 2 become the action μ : Γ×M̃ → M̃

of Γ on M̃ and the projection p : M̃ × Γ → M̃ , respectively. Then Aγ defines a

connection on the trivial line bundle Lγ → {γ} × M̃ whose curvature is dAγ . The
choice of curving is B, satisfying the equation μ∗B−p∗B = dA, which on the sheet

{γ} × M̃ reduces to γ∗B − B = dAγ . The 3-curvature dB = H̃ is the lift of the
closed 3-form H on M . What is surprising is that H need not have integral periods!

Appendix D. Motivation from T-duality in String Theory

For completeness we have summarized the original motivation for this work,
namely T-duality in string theory, in this appendix. We believe, however, that the
results in this paper are of interest independent of our original motivation.

T-duality, also known as target space duality, plays an important role in string
theory and has been the subject of intense study for many years. In its most basic
form, T-duality relates a string theory compactified on a circle of radius R, to a
string theory compactified on the dual circle of radius 1/R by the interchange of the
string momentum and winding numbers. T-duality can be generalized to locally
defined circles (principal circle bundles, circle fibrations), higher rank torus bundles
or fibrations, and in the presence of a background H-flux which is represented by a
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closed, integral Čech 3-cocycle H on the spacetime manifold Y . It is closely related
to mirror symmetry through the SYZ-mechanism.

An amazing feature of T-duality is that it can relate topologically distinct
spacetime manifolds by the interchange of topological characteristic classes with
components of the H-flux. Specifically, denoting by (Y, [H]) the pair of an (isomor-
phism class of) principal circle bundle π : Y → X, characterized by the first Chern
class [F ] ∈ H2(X,Z) of its associated line bundle, and an H-flux [H] ∈ H3(Y,Z),

the T-dual again turns out to be a pair (Ŷ , [Ĥ]), where the principal circle bundles

T �� Y

π


X

, T �� Ŷ

π̂


X

are related by [F̂ ] = π∗[H], [F ] = π̂∗[Ĥ ], such that on the correspondence space

Y

π

��








Y ×X Ŷ

p̂

��








p

����
��
��
��
��

X

Ŷ

π̂

����
��
��
��
��
�

we have p∗[H]− p̂∗[Ĥ ] = 0 [8, 9].
In earlier papers we have argued that the twisted K-theoryK•(Y, [H]) (see, e.g.,

[7]) classifies charges of D-branes on Y in the background of H-flux [H] [13], and
indeed, as a consistency check, one can prove that T-duality gives an isomorphism of
twisted K-theory (and the closely related twisted cohomology H•(Y, [H]) by means
of the twisted Chern character chH) [8]

K•(Y, [H])
T! ��

chH



K•+1(Ŷ , [Ĥ])

ch
Ĥ


H•(Y, [H])

T∗ �� H•+1(Ŷ , [Ĥ])

The above considerations were generalized to principal torus bundles in [10, 11].
Since the projective unitary group of an infinite dimensional Hilbert space

PU(H) is a model for K(Z, 2), we can ‘geometrize’ the H-flux in terms of an (iso-
morphism class of) principal PU(H)-bundle P over Y . We can reformulate the
discussion of T-duality above in terms of noncommutative geometry as follows.
The space of continuous sections vanishing at infinity, A = C0(Y, E), of the associ-
ated algebra bundle of compact operator K on the Hilbert space E = P ×PU(H) K.
A is a stable, continuous-trace, C∗-algebra with spectrum Y , and has the property
that it is locally Morita equivalent to continuous functions on Y . Thus the H-flux
has the effect of making spacetime noncommutative. The K-theory of A is just
the twisted K-theory K•(Y, [H]). The T-action on Y lifts essentially uniquely to
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an R-action on A. In this context T-duality is the operation of taking the crossed
product A�R, which turns out to be another continuous trace algebra associated

to (Ŷ , [Ĥ ]) as above. A fundamental property of T-duality is that when applied
twice, yields the original algebra A, and the reason that it works in this case is due
to Takai duality. The isomorphism of the D-brane charges in twisted K-theory is,
in this context, due to the Connes-Thom isomorphism. These methods have been
generalized to principal torus bundles by Mathai and Rosenberg [31, 32, 33], how-
ever novel features arise. First of all the Tn-action on the principal torus bundle
Y need not always lift to an Rn-action on A. Even if it does, this lift need not
be unique. Secondly, the crossed product A � Rn need not be a continuous-trace
algebra, but rather, it could be a continuous field of noncommutative tori [31], and
necessary and sufficient conditions are given when these T-duals occur. More gen-
erally, as argued in [10], when the Tn-action on the principal torus bundle Y does
not lift to an Rn-action on A, one has to leave the category of C∗-algebras in order
to be able to define a “twisted” lift. The associator in this case is the restriction of
the H-flux H to the torus fibre of Y , and the “twisted” crossed product is defined
to be the T-dual. The fibres of the T-dual are noncommutative, nonassociative
tori. That this is a proper definition of T-duality is due to our results which show
that the analogs of Takai duality and the Connes-Thom isomorphism hold in this
context. Thus an appropriate context to describe nonassociative algebras that arise
as T-duals of spacetimes with background flux, such as nonassociative tori, is that
of C∗-algebras in tensor categories, which is the subject of this paper.
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Structural Relations of Harmonic Sums and Mellin
Transforms at Weight w = 6

Johannes Blümlein

Abstract. We derive the structural relations between nested harmonic sums
and the corresponding Mellin transforms of Nielsen integrals and harmonic
polylogarithms at weight w = 6. They emerge in the calculations of massless
single–scale quantities in QED and QCD, such as anomalous dimensions and
Wilson coefficients, to 3– and 4–loop order. We consider the set of the multiple
harmonic sums at weight six without index {−1}. This restriction is sufficient
for all known physical cases. The structural relations supplement the algebraic
relations, due to the shuffle product between harmonic sums, studied earlier.
The original number of 486 possible harmonic sums contributing at weight w
= 6 reduces to 99 sums with no index {−1}. Algebraic and structural relations
lead to a further reduction to 20 basic functions. These functions supplement
the set of 15 basic functions up to weight w = 5 derived formerly. We outline
an algorithm to obtain the analytic representation of the basic sums in the
complex plane.

.

1. Introduction

Inclusive and semi-inclusive scattering cross sections in Quantum Field Theories
such as Quantum Electrodynamics (QED) and Quantum Chromodynamics (QCD)
at higher loop order can be expressed in terms of special classes of fundamental
numbers and functions. Zero scale quantities, like the loop-expansion coefficients
for renormalized couplings and masses in massless field theories, are given by special
numbers, which are the multiple ζ-values [1, 2] in the known orders. At higher
orders and in the massive case other quantities will also contribute [3]. The next
class of interest is comprised by the single scale quantities to which the anomalous
dimensions and Wilson coefficients belong [4–6], as also other hard scattering cross

sections which are differential in one variable z = L̂/L given by the ratio of two
Lorentz invariants with support z ∈ [0, 1]. A natural way to study these quantities
consists in representing them in Mellin space by performing the integral transform

(1.1) M [f(z)] (N) =

∫ 1

0

dz zN f(z) .
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In the light-cone expansion [7] these quantities naturally emerge as moments for
physical reasons with N ∈ N. Their mathematical representation is obtained in
terms of nested harmonic sums [8–10]

(1.2) Sb,�a(N) =
N∑

k=1

(signb)k

k|b|
S�a(k), S∅(k) = 1 ,

which form a common language. This is the main reason to adopt this prescrip-
tion also for other quantities of this kind. The harmonic sums lead to the multiple
ζ-values in the limit N → ∞ for b �= 1. In the latter case the harmonic sums
diverge. 1 To obtain a representation which is as compact as possible we seek to
find all relations between the harmonic sums. There are two classes of relations :
i) the algebraic relations, cf. [11]. They are due to the index set of the harmonic
sums only and result from their quasi–shuffle algebra [12].
ii) the structural relations. These relations depend on the other properties of the
harmonic sums. One sub-class refers to relations which are obtained by consider-
ing harmonic sums at N and integer multiples or fractions of N , which leads to
a continuation of N ∈ Q. Harmonic sums can be represented in terms of Mellin
integrals of harmonic polylogarithms H�a(z) weighted by 1/(1 ± z) [13], which be-
long to the Poincaré–iterated integrals [14]. 2 The Mellin integrals are valid for
N ∈ R, N ≥ N0. From these representations integration-by-parts relations can be
derived. Furthermore, there is a large number of differentiation relations

(1.3)
dl

dN l
M [f(z)] (N) = M

[
lnl(z)f(z)

]
(N) .

We analyzed a wide class of physical single scale massless processes and those con-
taining a single mass scale at two and three loops [4–6] in the past, which led to
the same set of basic harmonic sums and, related to it, basic Mellin transforms. As
in the case of zero scale quantities, this points to a unique representation, which
is generally process independent and is rather related to the topological structure
of the contributing Feynman integrals. The representation in terms of harmonic
sums is usually more compact than a corresponding representation by harmonic
polylogarithms, since i) Mellin convolutions emerge as simple products; ii) har-
monic polylogarithms are multiple integrals, which are usually not reducible to
more compact analytic representations. The latter one requires to solve (part of)
these integrals analytically. In the case of harmonic sums the analytic continua-
tion of their argument N to complex values has to be performed to apply them in
physics problems. As outlined in Ref. [16–18] this is possible since harmonic sums
can be represented in terms of factorial series [19] up to known algebraic terms.
Harmonic sums turn out to be meromorphic functions with single poles at the non-
positive integers. One may derive their asymptotic representation analytically and
they obey recursion relations for complex arguments N . Due to this their unique
representation is given in the complex plane.

In the present paper we derive the structural relations of the weight w = 6
harmonic sums extending earlier work on the structural relations of harmonic sums

1Due to the algebraic relations [11] of the harmonic sums one may show that this divergence
is at most of O(lnm(N)), where m is the number of indices equal to one at the beginning of the
index set.

2Generalized polylogarithms and Z-sums were considered in [15].
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up to weight w = 5 [18]. 3 The paper is organized as follows. In Sections 2–6 we
derive the structural relations of the harmonic sums of weight w = 6 of depth 2
to 6 for the harmonic sums not containing the index {−1}. The restriction to this
class of functions is valid in the massless case at least to three-loop order and in the
massive case to two-loop order. In Section 7 we summarize the set of basic functions
chosen. The principal method to derive the analytic continuation of the harmonic
sums to complex values of N is outlined in Section 8 in an example. Section 9
contains the conclusions. Some useful integrals are summarized in the appendix.

2. Twofold Sums

The following w = 6 two–fold sums occur : S±5,1(N), S±4,±2(N), S−3,3(N) and
S3,3(N), S−3,−3(N). The latter sums are related to single harmonic sums through
Euler’s relation.

(2.1) Sa,b(N) + Sb,a(N) = Sa(N)Sb(N) + Sa∧b(N) ,

with a∧ b = sign(a) · sign(b)(|a|+ |b|). For the former six sums we only consider the
algebraically irreducible cases. In Ref. [18] the basic functions, which determine
the harmonic sums without index {−1} through their Mellin transform, up to w =
5 were found :

w = 1 : 1/(x− 1)(2.2)

w = 2 : ln(1 + x)/(x+ 1)(2.3)

w = 3 : Li2(x)/(x± 1)(2.4)

w = 4 : Li3(x)/(x+ 1), S1,2(x)/(x± 1)(2.5)

w = 5 : Li4(x)/(x± 1), S1,3(x)/(x± 1), S2,2(x)/(x± 1),

Li22(x)/(x± 1), [ln(x)S1,2(−x)− Li22(−x)/2]/(x± 1)(2.6)

In the following we determine the corresponding basic functions for w = 6.
In case of the double sums we show that they all can be related to

(2.7) M

[
Li5(x)

1 + x

]
(N)

up to derivatives of basic functions of lower degree and polynomials of known har-
monic sums. The representation of S±5,1(N) read:

S5,1(N) = M

[(
Li5(x)

x− 1

)
+

]
(N)− S1(N)ζ(5) + S2(N)ζ(4)(2.8)

− S3(N)ζ(3) + S4(N)ζ(2)

S−5,1(N) = (−1)N M

[
Li5(x)

1 + x

]
(N) +

15

16
ζ(5) ln(2)− s6 − S−1(N)ζ(5)(2.9)

+ S−2(N)ζ(4)− S−3(N)ζ(3) + S−4(N)ζ(2) ,

with ∫ 1

0

dxg(x)[f(x)]+ =

∫ 1

0

dx[g(x)− g(1)]f(x)(2.10)

3We correct a typographical error in [18]. The bracket in (5.10) has to close before ζ(k).
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and

s6 =
15

16
ln(2)ζ(5) +

∫ 1

0

dz
Li5(z)

1 + z
(2.11)

being one of the basic constants at weight w = 6. For the determination of the con-
stants in the alternating case we use the tables associated to Ref. [10]. To express
one of the sums given below we also give a second representation of S−5,1(N),

S−5,1(N) = S−5(N)S1(N) + S−6(N)

(2.12)

+ (−1)(N+1) M

[
Li5(−x)− ln(x)Li4(−x) + ln2(x)Li3(−x)/2

x+ 1

]
(N)

+ (−1)(N+1) M

[
− ln3(x)Li2(−x)/6− ln4(x) ln(1 + x)/24

x+ 1

]
(N)

− 15

16
ζ(5) [S−1(N)− S1(N)]− 23

70
ζ(2)3 +

3

4
ζ(3)2 +

23

8
ζ(5) ln(2)− s6 .

The other two-fold sums are

S−4,−2(N) = −M

[(
4Li5(−x)− ln(x)Li4(−x)

x− 1

)
+

]
(N)

(2.13)

+
1

2
ζ(2) [S4(N)− S−4(N)]− 3

2
ζ(3)S3(N) +

21

8
ζ(4)S2(N)

− 15

4
ζ(5)S1(N)

S−4,2(N) = (−1)N M

[
4Li5(x)− Li4(x) ln(x)

1 + x

]
(N) + 2ζ(3)S−3(N)(2.14)

− 3ζ(4)S−2(N) + 4ζ(5)S−1(N) +
239

840
ζ(2)3 − 3

4
ζ(3)2

− 15

4
ζ(5) ln(2) + 4s6

S4,−2(N) =
1

2
ζ(2) [S−4(N)− S4(N)]− 3

2
ζ(3)S−3(N) +

21

8
ζ(4)S−2(N)(2.15)

− 15

4
ζ(5)S−1(N) + (−1)N+1 M

[
4Li5(−x)− ln(x)Li4(−x)

1 + x

]
(N)

− 313

840
ζ(2)3 +

15

16
ζ(3)2 + 4ζ(5) ln(2)− 4s6

S4,2(N) = −M

[(
4Li5(x)− ln(x)Li4(x)

x− 1

)
+

]
(N) + 2ζ(3)S3(N)− 3ζ(4)S2(N)

(2.16)

+ 4ζ(5)S1(N)
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S−3,−3(N) = M

[
6Li5(−x)− 3 ln(x)Li4(−x) + ln2(x)Li3(−x)/2

x− 1

]
(N)(2.17)

− 3

4
ζ(3) [S−3(N)− S3(N)]− 21

8
ζ(4)S2(N) +

45

8
ζ(5)S1(N)

=
1

2

[
S2
−3(N) + S6(N)

]

S−3,3(N) = 3ζ(4)S−2(N)− 6ζ(5)S−1(N)

(2.18)

+ (−1)N+16M

[(
S1,4(1− x)− ζ(5)

1 + x

)
+

]
(N)+

(−1)N+1 M

[(
3 ln(x) [S1,3(1− x)− ζ(4)] + ln2(x) [S1,2(1− x)− ζ(3)] /2

1 + x

)
+

]
(N)

− 271

280
ζ(2)3 +

81

32
ζ(3)2 +

45

8
ζ(5) ln(2)− 6s6

S3,3(N) = 3ζ(4)S2(N)− 6ζ(5)S1(N)− 6M

[(
S1,4(1− x)− ζ(5)

x− 1

)
+

]
(N)

(2.19)

− M

[(
ln2(x) [S1,2(1− x)− ζ(3)] /2 + 3 ln(x) [S1,3(1− x)− ζ(4)]

x− 1

)
+

]
(N)

=
1

2

[
S2
3(N) + S6(N)

]
.

In the above relations Nielsen integrals, [20], given by

Sp,n(x) =
(−1)p+n+1

(p− 1)!n!

∫ 1

0

dz

z
lnp−1(z) lnn(1− xz)(2.20)

occur. The corresponding functions S1,k(1− x) are given by

S1,2(1− x) = −Li3(x) + log(x)Li2(x) +
1

2
log(1− x) log2(x) + ζ(3)

(2.21)

S1,3(1− x) = −Li4(x) + log(x)Li3(x)−
1

2
log2(x)Li2(x)−

1

6
log3(x) log(1− x)

(2.22)

+ ζ(4)

S1,4(1− x) = −Li5(x) + ln(x)Li4(x)−
1

2
ln2(x)Li3(x) +

1

6
ln3(x)Li2(x)

(2.23)

+
1

24
ln4(x) ln(1− x) + ζ(5) .

They are used to express the respective sums in terms of the Mellin transforms of
basic functions and their derivatives w.r.t. N .

The algebraic relation for S3,3(N) can be used to express M[(Li5(x)/(x −
1))+](N). The Mellin transform in S−3,−3(N) allows one to express S−4,−2(N)
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and S−4,2(N) through (2.12). S4,2(N) and S−3,3(N) do not contain new Mellin
transforms. Therefore the only non-trivial Mellin transform needed to express the
double sums at w = 6 is M[Li5(x)/(1 + x)](N).

In some of the harmonic sums Mellin transforms of the type

Lik(−x)

x± 1
.(2.24)

contribute. For odd values of k = 2l + 1 the harmonic sums S1,−(k−1)(N),
S−(k−1),1(N) and S−l,−l(N) allow one to substitute the Mellin transforms of these
functions in terms of Mellin transforms of basic functions and derivatives thereof.

For even values of k this argument applies to M[Lik(−x)/(1 + x)](N) but not
to M[Lik(−x)/(1 + x)](N). In the latter case one may use the relation

1

2k−2

Lik(x
2)

1− x2
=

Lik(x)

1− x
+

Lik(x)

1 + x
+

Lik(−x)

1− x
+

Lik(x)

1 + x
.(2.25)

Since in massless quantum field-theoretic calculations both denominators occur,
one may apply this decomposition based on the first two cyclotomic polynomials,
cf. [21], and the relation between Lik(x

2) and Lik(±x), [22]. The corresponding
Mellin transforms also require half–integer arguments. In more general situations
other cyclotomic polynomials might emerge. The relation

1

2k−1
M

[(
Lik(x

2)

x2 − 1

)
+

](
N − 1

2

)
= M

[(
Lik(x)

x− 1

)
+

]
(N)

(2.26)

+ M

[(
Lik(x)

x+ 1

)
+

]
(N) + M

[(
Lik(−x)

x− 1

)
+

]
(N)

+ M

[(
Lik(−x)

x+ 1

)
+

]
(N)−

∫ 1

0

dx
Lik(x

2)

1 + x

determines M[Lik(−x)/(1+x)](N). For k = 2, 4 the last integral in (2.26) is given
by

∫ 1

0

dx
Li2(x

2)

1 + x
= ζ(2) ln(2)− 3

4
ζ(3)(2.27)

∫ 1

0

dx
Li4(x

2)

1 + x
=

2

5
ln(2)ζ(2)2 + 3ζ(2)ζ(3)− 25

4
ζ(5) .(2.28)

The corresponding relations for M[Lik(−x)/(1 + x)](N) are :

M

[
Li2(−x)

x+ 1

]
(N) = −1

2
M

[(
Li2(x)

x− 1

)
+

](
N − 1

2

)
+ M

[(
Li2(x)

x− 1

)
+

]
(N)

(2.29)

+ M

[(
Li2(−x)

x− 1

)
+

]
(N)− M

[
Li2(x)

x+ 1

]
(N)

+
3

8
ζ(3)− 1

2
ζ(2) ln(2)
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M

[
Li4(−x)

x+ 1

]
(N) = −1

8
M

[(
Li4(x)

x− 1

)
+

](
N − 1

2

)
+ M

[(
Li4(x)

x− 1

)
+

]
(N)

(2.30)

+ M

[(
Li4(−x)

x− 1

)
+

]
(N)− M

[
Li4(x)

x+ 1

]
(N)

− 1

20
ζ(2)2 ln(2)− 3

8
ζ(2)ζ(3) +

25

32
ζ(5) .

In the case of w = 6 these relations do not lead to a further reduction of basic
functions but are required at lower weights, cf. [18].

3. Threefold Sums

The triple sums are :

S4,1,1(N) = −M

[(
S3,2(x)

x− 1

)
+

]
(N) + S1(N)(2ζ(5)− ζ(2)ζ(3))− ζ(4)

4
S2(N)

(3.1)

+ ζ(3)S3(N)

S−4,1,1(N) = (−1)N+1 M

[
S3,2(x)

1 + x

]
(N) + (2ζ(5)− ζ(2)ζ(3))S−1(N)

(3.2)

− ζ(4)

4
S−2(N) + ζ(3)S−3(N) +

71

840
ζ(2)3 +

1

8
ζ(3)2 − 29

32
ζ(5) ln(2)

− ζ(2)ζ(3) ln(2) +
3

2
s6

S−3,−2,1(N) = M

[
H0,0,−1,0,1(x)

x− 1

]
(N) + ζ(2)S−3,−1(N) + [S−3(N)− S3(N)]

(3.3)

×
[
ζ(2) ln(2)− 5

8
ζ(3)

]
+

3

40
ζ(2)2S2(N)

−
(
9

4
ζ(2)ζ(3)− 67

16
ζ(5)

)
S1(N)

S−2,−3,1(N) = S−2(N)S−3,1(N) + S5,1(N) + S−3,−3(N)− S−3,1,−2

(3.4)

− S−3,−2,1

S1,−2,−3(N) = S−3(N)S1,−2(N) + S1,5(N)− S1(N)S−3,−2(N)− S−3,−3(N)

(3.5)

+ S−3,−2,1(N)

S1,−3,−2(N) = S1(N)S−3,−2(N) + S−4,−2(N)

(3.6)

+ S−3,−3(N)− S−3,1,−2(N)− S−3,−2,1(N)
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S−2,1,−3(N) = S−3,−3(N)− S−3(N)S1,−2(N)− S1,5(N) + S1(N)S−2,−3(N)

(3.7)

− S−2(N)S−3,1(N)− S5,1(N) + S−2,−4(N) + S1(N)S−3,−2(N)

+ S−3,1,−2(N)

S−3,1,−2(N) = M

[(
A1(−x)/2 + S3,2(−x)− S2,2(−x) ln(x)

x− 1

)
+

]
(N)

(3.8)

− 1

2
ζ(2) [S−3,1(N)− S−3,−1(N)]−

[
1

8
ζ(3)− 1

2
ζ(2) ln(2)

]
[S−3(N)− S3(N)]

+
1

8
ζ(2)2S2(N) +

[
23

16
ζ(5)− 7

8
ζ(2)ζ(3)

]
S1(N)

S−3,2,1(N) =

(3.9)

(−1)N M

[
2S3,2(x)−A1(x)/2

x+ 1

]
(N) + ζ(2)S−3,1(N)− 3

4
ζ(4)S−2(N)

−
(
11

2
ζ(5)− 3ζ(2)ζ(3)

)
S−1(N) +

23

168
ζ(2)3 +

59

64
ζ(3)2 +

41

32
ζ(5) ln(2)

+
1

2
ζ(2)2 ln2(2) +

5

4
ζ(2)ζ(3) ln(2)− 1

12
ζ(2) ln4(2)− 2ζ(2)Li4

(
1

2

)
− 7

2
s6

S2,−3,1(N) = (−1)N M

[
H0,−1,0,0,1(x)

1 + x

]
(N)−

(
83

16
ζ(5)− 21

8
ζ(2)ζ(3)

)
S−1(N)

(3.10)

+ ζ(2)S2,−2(N)− ζ(3)S2,−1(N)

+

[
−3

5
ζ(2)2 + 2Li4

(
1

2

)
+

3

4
ζ(3) ln(2)− 1

2
ζ(2) ln2(2) +

1

12
ln4(2)

]

× [S2(N)− S−2(N)]− 7

8
ζ(2)ζ(3) ln(2)− 1

6
ζ(2) ln4(2)− 4ζ(2)Li4

(
1

2

)

+ ζ(2)2 ln2(2) +
11

12
ζ(2)3 +

87

64
ζ(3)2 − 11

32
ζ(5) ln(2)− 5

2
s6

S1,2,−3(N) = S−3(N)S1,2(N) + S1,−5(N)

(3.11)

− S1(N)S−3,2(N)− S−3,3(N) + S−3,2,1(N)

S1,−3,2(N) = −S2(N)S−3,1(N)− S−5,1(N) + S2,−3,1(N) + S1(N)S−3,2(N)

(3.12)

+ S−4,2(N)

S2,1,−3(N) = S3,−3(N)− S−3(N)S1,2(N)− S1,−5(N) + S1(N)S2,−3(N)

(3.13)

− S2,−3,1(N) + S2,−4(N) + S1(N)S−3,2(N) + S−3,3(N)− S−3,2,1(N)

S−3,1,2(N) = S2(N)S−3,1(N) + S−5,1(N) + S−3,3(N)− S2,−3,1(N)− S−3,2,1(N)

(3.14)
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S−2,3,1(N) = (−1)N M

[
(3/2)A1(x)− Li2(x)Li3(x)

x+ 1

]
(N)

(3.15)

+ ζ(2)S−2,2(N)− ζ(3)S−2,1(N)

+

(
9

2
ζ(5)− 2ζ(2)ζ(3)

)
S−1(N)− 13

12
ζ(2)3 − 43

32
ζ(3)2 +

51

32
ζ(5) ln(2)

− ζ(2)2 ln2(2) +
3

2
ζ(2)ζ(3) ln(2) +

1

6
ζ(2) ln4(2) + 4ζ(2)Li4

(
1

2

)
+

3

2
s6

S3,−2,1(N) = S3,−3(N)− S3,1,−2(N)− S−2,3,1(N) + S−2(N)S3,1(N) + S−5,1(N)

(3.16)

S1,−2,3(N) = S−3,3(N)− S3(N)S−2,1(N)− S−2,4(N) + S−2(N)S1,3(N)

(3.17)

+ S1,−5(N) + 2S−2(N)S3,1(N) + S3,−3(N)− S1(N)S3,−2(N)

− S4,−2(N) + S−5,1(N)− S3,1,−2(N)− S−2,3,1(N)

S1,3,−2(N) = −S−2(N)S3,1(N)− S−5,1(N) + S−2,3,1(N) + S1(N)S3,−2(N)

(3.18)

+ S4,−2(N)

S−2,1,3(N) = S3(N)S−2,1(N) + S−2,4(N)− S−2(N)S3,1(N)

(3.19)

− S3,−3(N) + S3,1,−2(N)

S3,1,−2(N) = (−1)N M

[
A1(−x)/2 + S3,2(−x)− ln(x)S2,2(−x)

1 + x

]
(N)

(3.20)

− 1

2
ζ(2) [S3,1(N)− S3,−1(N)]

−
[
1

8
ζ(3)− 1

2
ζ(2) ln(2)

]
[S3(N)− S−3(N)]

+
1

8
ζ(2)2S−2(N) +

[
23

16
ζ(5)− 7

8
ζ(2)ζ(3)

]
S−1(N)

+
113

560
ζ(2)3 − 17

64
ζ(3)2 − 1

2
ζ(5) ln(2)− 7

8
ζ(2)ζ(3) ln(2) + s6

S3,2,1(N) = M

[(
2S3,2(x)−A1(x)/2

x− 1

)
+

]
(N)

(3.21)

+ ζ(2)S3,1(N)− 3

4
ζ(4)S2(N)−

(
11

2
ζ(5)− 3ζ(2)ζ(3)

)
S1(N)

S2,3,1(N) = M

[(
(3/2)A1(x)− Li2(x)Li3(x)

x− 1

)
+

]
(N)

(3.22)

+ ζ(2)S2,2(N)− ζ(3)S2,1(N) +

(
9

2
ζ(5)− 2ζ(2)ζ(3)

)
S1(N)

S1,2,3(N) = S3(N)S1,2(N) + S1,5(N)− S1(N)S3,2(N)− S3,3(N) + S3,2,1(N)

(3.23)
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S2,1,3(N) = 2S3,3(N)− S3(N)S1,2(N)− S1,5(N) + S1(N)S2,3(N)− S2,3,1(N)

(3.24)

+ S2,4(N) + S1(N)S3,2(N)− S3,2,1(N)

S1,3,2(N) = −S2(N)S3,1(N)− S5,1(N) + S2,3,1(N) + S1(N)S3,2(N) + S4,2(N)

(3.25)

S3,1,2(N) = S2(N)S3,1(N) + S5,1(N) + S3,3(N)− S2,3,1(N)− S3,2,1(N)

(3.26)

S2,2,2(N) = −M

[(
2A1(x) + Li22(x) ln(x)/2− 2S2,2(x) ln(x)

x− 1

)
+

]
(N)

(3.27)

− M

[(
4S3,2(x)− 2Li2(x)Li3(x)

x− 1

)
+

]
(N) + 2ζ(3)S2,1(N)

+ 2 (ζ(5)− ζ(2)ζ(3))S1(N)

=
1

6
S3
2(N) +

1

2
S2(N)S4(N) +

1

3
S6(N)

S−2,2,2(N) = (−1)(N+1) M

[
2A1(x) + Li22(x) ln(x)/2− 2S2,2(x) ln(x)

x+ 1

]
(N)

(3.28)

+ (−1)(N+1) M

[
4S3,2(x)− 2Li2(x)Li3(x)

x+ 1

]
(N)

+ 2ζ(3)S−2,1(N) + 2 (ζ(5)− ζ(2)ζ(3))S−1(N)

− 1

4
ζ(2)ζ(3) ln(2) +

1

12
ζ(2) ln4(2) + 2ζ(2)Li

(
1

2

)
− 1

2
ζ(2)2 ln2(2)

+
37

80
ζ(2)3 − 2ζ(3)2 − 23

4
ζ(5) ln(2) + 4s6

S2,−2,2(N) = −2S−2,2,2(N) + S2(N)S−2,2(N) + S−4,2(N) + S−2,4(N)

S2,2,−2(N) = S−2,2,2(N)− 1

2
[S2(N)S−2,2(N) + S−4,2(N) + S−2,4(N)

(3.29)

−S2(N)S2,−2(N)− S4,−2(N)− S2,−4(N)]

S−2,2,−2(N) = M

[(
−4S3,2(−x)− ln(x)Li22(−x)/2 + 2 ln(x)S2,2(−x)

x− 1

)
+

]
(N)

(3.30)

+ M

[(
2Li3(−x)Li2(−x)− 2A1(−x)

x− 1

)
+

]
(N)

− 3

2
ζ(3)S−2,−1(N) +

1

2
ζ(2) [S−2,−2(N)− S−2,2(N)]

+

[
−11

8
ζ(2)2 + 4Li4

(
1

2

)
+ 2ζ(3) ln(2)− ζ(2) ln2(2) +

1

6
ln4(2)

]

× [S−2(N)− S2(N)] +

(
11

4
ζ(2)ζ(3)− 23

4
ζ(5)

)
S1(N)
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S2,−2,−2(N) =
1

2
[−S−2,2,−2(N) + S−2(N)S2,−2(N) + S−4,−2(N) + S2,4(N)]

(3.31)

S−2,−2,2(N) =
1

2
[−S−2,2,−2(N) + S−2(N)S−2,2(N) + S4,2(N) + S−2,−4(N)]

(3.32)

S−2,−2,−2(N) =
1

6
S3
−2(N) +

1

2
S−2(N)S4(N) +

1

3
S−6(N) .

(3.33)

There emerge numerator functions, which do not belong to the class of Nielsen
integrals 4,

A1(x) =

∫ x

0

dy

y
Li22(y)(3.34)

A2(x) =

∫ x

0

dy

y
ln(1− y)S1,2(y)(3.35)

A3(x) =

∫ x

0

dy

y
[Li4(1− y)− ζ(4)] .(3.36)

As seen in Eqs. (3.27), (A1(x)/(x − 1))+ is not a basic function since its Mellin
transform reduces to single harmonic sums and known Mellin transforms alge-
braically. Furthermore, some numerator functions are given by harmonic poly-
logarithms Ha1,...,ak

(x), ai ∈ {−1, 0,+1}, which cannot be significantly reduced
further. Harmonic polylogarithms are Poincaré–iterated integrals [14] over the al-
phabet [f0, f1, f−1] = [1/x, 1/(x− 1), 1/(x+ 1)], [13], with

H0(x) = ln(x)(3.37)

H1(x) = − ln(1− x)(3.38)

H−1(x) = ln(1 + x)(3.39)

and

Ha,�b(x) =

∫ x

0

dy fa(y)H�b(y) .(3.40)

4. Fourfold Sums

The quadruple–index sums are :

S−3,1,1,1(N) = (−1)N M

[
S2,3(x)

x+ 1

]
(N) + ζ(4)S−2(N)− (2ζ(5)− ζ(2)ζ(3))S−1(N)

(4.1)

+
1

8
ζ(2)ζ(3) ln(2)− 1

6
ζ(2) ln4(2)− ζ(2)Li4

(
1

2

)
+

1

4
ζ(2)2 ln2(2)

− 257

840
ζ(2)3 +

7

24
ζ(3) ln3(2) +

41

64
ζ(3)2 − 33

32
ζ(5) ln(2) + 2 ln(2)Li5

(
1

2

)

+ ln2(2)Li4

(
1

2

)
+

1

36
ln6(2) + 2Li6

(
1

2

)
− s6

2

4Note a misprint in Eq. (14), [17]. Li4(y) should read Li4(1− y).
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S3,1,1,1(N) = −M

[(
S2,3(x)

x− 1

)
+

]
(N) + ζ(4)S2(N)− (2ζ(5)− ζ(2)ζ(3))S1(N)

(4.2)

S−2,2,1,1(N) = (−1)N+1 M

[
3S2,3(x) +A2(x)

x+ 1

]
(N) + ζ(3)S−2,1(N)

(4.3)

+

(
11

2
ζ(5)− 3ζ(2)ζ(3)

)
S−1(N)− 5

4
ζ(2)ζ(3) ln(2) +

1

3
ζ(2) ln4(2)

+ 2ζ(2)Li4

(
1

2

)
− 1

2
ζ(2)2 ln2(2) +

411

560
ζ(2)3

− 7

12
ζ(3) ln3(2)− 9

8
ζ(3)2 +

73

64
ζ(5) ln(2)− 4 ln(2)Li5

(
1

2

)

− 2 ln2(2)Li4

(
1

2

)
− 1

18
ln6(2)− 4Li6

(
1

2

)
+

9

4
s6

S2,−2,1,1(N) = (−1)N+1 M

[
H0,−1,0,1,1(x)

1 + x

]
(N) + ζ(3)S2,−1(N)

(4.4)

+

[
11

16
ζ(2)ζ(3)− 41

32
ζ(5)

]
S−1(N)

+

[
−Li4

(
1

2

)
+

1

8
ζ(2)2 +

1

8
ζ(3) ln(2) +

1

4
ζ(2) ln2(2)− 1

24
ln4(2)

]

× [S2(N)− S−2(N)]− 17

16
ζ(2)ζ(3) ln(2)

− 1

3
ζ(2) ln4(2)− 2ζ(2)Li4

(
1

2

)

+
1

2
ζ(2)2 ln2(2)− 87

280
ζ(2)3 +

7

12
ζ(3) ln3(2)

+
105

128
ζ(3)2 − 103

32
ζ(5) ln(2)

+ 4 ln(2)Li5

(
1

2

)
+ 2 ln2(2)Li4

(
1

2

)
+

1

18
ln6(2) + 4Li6

(
1

2

)
+ s6

S−2,1,1,2(N) =

(4.5)

(−1)N M

[
A3(x)

1 + x

]
(N)− (ζ(2)ζ(3)− 3ζ(5))S−1(N)− ζ(3)S−2,1(N)

+ ζ(2)S−2,1,1(N) +
5

16
ζ(2)ζ(3) ln(2) +

1

16
ζ(2) ln4(2) +

3

2
ζ(2)Li4

(
1

2

)

− 3

8
ζ(2)2 ln2(2) +

11

120
ζ(2)3 − 27

16
ζ(3)2 − 59

32
ζ(5) ln(2) +

5

2
s6
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S−2,−2,1,1(N) = −M

[(
H0,−1,0,1,1(x)

x− 1

)
+

]
(N) + ζ(3)S−2,−1(N)

(4.6)

+

(
11

16
ζ(2)ζ(3)− 41

32
ζ(5)

)
S1(N)

+

(
−Li4

(
1

2

)
+

1

8
ζ(2)2 +

1

8
ζ(3) ln(2) +

1

4
ζ(2) ln2(2)− 1

24
ln4(2)

)

× [S−2(N)− S2(N)]

S2,2,1,1(N) = −M

[(
3S2,3(x) +A2(x)

x− 1

)
+

]
(N) + ζ(3)S2,1(N)(4.7)

+

(
11

2
ζ(5)− 3ζ(2)ζ(3)

)
S1(N) .

Here, the harmonic polylogarithm H0,−1,0,1,1(x) is given by

H0,−1,0,1,1(x) =

∫ x

0

dy

y

∫ y

0

dz
S1,2(z)

1 + z
.(4.8)

We tested the above sum-relations containing harmonic polylogarithms in the
Mellin transforms numerically using the code of Ref. [23].

5. Fivefold Sums

Two 5–fold sums contribute :

S2,1,1,1,1(N) = −M

[(
S1,4(x)

x− 1

)
+

]
(N) + ζ(5)S1(N)

(5.1)

S−2,1,1,1,1(N) = (−1)N+1 M

[
S1,4(x)

1 + x

]
(N) + ζ(5)S−1(N)

(5.2)

+
7

16
ζ(2)ζ(3) ln(2) +

1

12
ζ(2) ln4(2) +

1

2
ζ(2)Li4

(
1

2

)
− 1

8
ζ(2)2 ln2(2)

− 7

48
ζ(3) ln3(2)− 49

128
ζ(3)2 − ln(2)Li5

(
1

2

)
− 1

2
ln2(2)Li4

(
1

2

)

− 1

72
ln6(2)− Li6

(
1

2

)
+ ln(2)ζ(5) .

All other sums can be traced back to these sums using algebraic relations [11].
The other Mellin transforms emerging in their representation were all calculated in
Refs. [9,18] before.
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6. Sixfold Sums

Only one sixfold sum contributes at w = 6, S1,1,1,1,1,1(N). This sum is completely
reducible into a polynomial of single harmonic sums, cf. [9],

S1, . . . ,1︸ ︷︷ ︸
6

=
1

720
S6
1 +

1

48
S2 S

4
1 +

1

18
S3 S

3
1 +

1

8
S4S

2
1 +

1

5
S5 S1 +

1

16
S2
1S

2
2(6.1)

+
1

6
S1 S2 S3 +

1

48
S3
2 +

1

8
S2 S4 +

1

18
S2
3 +

1

6
S6

7. The Basic Functions

In the following we summarize the basic functions the Mellin transforms of which
represents the harmonic sums up to weight w = 6 without those carrying an index
{−1}. The corresponding sums of lower weight were determined in Refs. [8,18,24].
The 20 new functions are given by

w = 6 : Li5(x)/(x+ 1), S1,4(x)/(x± 1), S2,3(x)/(x± 1),(7.1)

S3,2(x)/(x± 1), Li2(x)Li3(x)/(x± 1),

A1(x)/(x+ 1), A2(x)/(x± 1), A3(x)/(x+ 1)

H0,−1,0,1,1(x)/(x± 1), H0,0,−1,0,1(x)/(x± 1)

[A1(−x) + 2S3,2(−x)− 2S2,2(−x) ln(x)]/(x± 1)

[A1(−x) + 2S3,2(−x)− S2,2(−x) ln(x) + Li22(−x) ln(x)/4

− Li3(−x)Li2(−x)]/(x− 1)

and extend the set Eqs. (2.2–2.6). The algebraic relations allow one to express the
initial set of 99 functions by 30 functions and the structural relations reduce the
basis further to 20 functions.

8. Complex Analysis of Harmonic Sums

The anomalous dimensions and Wilson coefficients expressed in Mellin space allow
simple representations of the scale evolution of single-scale observables, which are
given by ordinary differential equations. The experimental measurement of the ob-
servables requires the representation in z–space. Therefore, one has to perform the
analytic continuation of harmonic sums to complex values of N . Precise numerical
representations for the analytic continuation of the basic functions up to weight
w = 5 were derived in [25] based on the MINIMAX-method [26]. One may even
obtain corresponding representations for quite general functions Φ(z), z ∈ [0, 1],
as worked out for the heavy flavor Wilson coefficients to 2-loop order in [27]. 5 For
other effective parameterizations see [28].

Here we aim at exact representations. The inverse Mellin transforms are ob-
tained by a contour integral around the singularities of the respective functions in
the complex plane.

5For another proposal for the analytic continuation of harmonic sums to N ∈ R, for which
some simple examples were presented, cf. [29].
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We traced back all the harmonic sums to Mellin transforms of basic functions
fi(z),

F−
i (N) =

∫ 1

0

dzfi(z)
zN − 1

z − 1
, F+

i (N) =

∫ 1

0

dzfi(z)
(−z)N − 1

z + 1
.

(8.1)

Eqs. (8.1) imply the recursion relations

F−
i (N + 1) = −F−

i (N) +

∫ 1

0

dzzNfi(z) ,(8.2)

F+
i (N + 1) = F+

i (N) + (−1)N+1

∫ 1

0

dzzNfi(z) .(8.3)

The remaining integrals are simpler Mellin transforms, which correspond to har-
monic sums of lower weight.

If the functions fi(z)/(z − 1), fi(z)/(z + 1) are analytic at z = 1 the Mellin
transforms (8.1) can be represented in terms of factorial series [19]. Not all ba-
sic functions chosen above have this property. A corresponding analytic relation
replacing

fi(z) → fi(1− z)(8.4)

always exists. The additional terms are lower weight functions in N or are related
to these by differentiation. We use this representation and consider the factorial
series. Due to this both the pole–structure and the asymptotic relation for |N | → ∞
are known. 6 The poles are located at the integers below a fixed value N0. The
recursion relations (8.1) are used to express the respective harmonic sums at any
value N ∈ C except the poles.

Let us illustrate this representation in an example for the harmonic sum
S2,1,1,1,1(N). The corresponding basic function is

(
S1,4(z)

z − 1

)
+

.(8.5)

The recursion relation is given by

M

[
S1,4(z)

z − 1

]
(N + 1) = M

[(
S1,4(z)

z − 1

)
+

]
(N) + M [S1,4(z)] (N) ,(8.6)

with

M [S1,4(z)] (N) =
1

N + 1

[
ζ(5)− 1

N + 1
S1,1,1,1(N)

]
,(8.7)

cf. [33].
The numerator function possesses a branch–point at z = 1. The contributions

related to terms containing lnk(1− z)/(z ± 1) have to be subtracted explicitly due

6In [30] asymptotic relations for non-alternating harmonic sums to low orders in 1/Nk were
derived. Our algorithm given below is free of these restrictions. The main ideas were presented
in January 2004 [31], see also [32].
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to their logarithmic growth (to a power) for |N | → ∞. This is either possible using
the relation S1,4(z) to Li5(1− z)

S1,4(z) = −Li5(1− z) + ln(1− z)Li4(1− z)− 1

2
ln2(1− z)Li3(1− z)(8.8)

+
1

6
ln3(1− z)Li2(1− z) +

1

24
ln4(1− z) ln(z) + ζ(5)

or considering harmonic sums, which are algebraically equivalent to the above and
are related to a basic function which is regular at z → 1. We will follow the latter
way and use the algebraic relations [11] to express S2,1,1,1,1(N) afterwards,

S2,1,1,1,1 = S1,1,1,1,2 +
1

4

[
S1S2,1,1,1 + S3,1,1,1, + S2,2,1,1 + S2,1,2,1 + S2,1,1,2

]
(8.9)

− 1

12

[
S1S1,2,1,1 + S2,2,1,1 + S1,3,1,1 + S1,2,1,2 − S1S1,1,2,1 − S2,1,2,1

− S1,1,3,1 − S1,1,2,2

]

− 1

4

[
S1S1,1,1,2 + S2,1,1,2 + S1,2,1,2 + S1,1,2,2 + S1,1,1,3

]

through known harmonic sums of lower weight. The latter sum obeys the repre-
sentation

S1,1,1,1,2(N) = −M

[
Li5(1− x)

1− x

]
(N) + ζ(2)S1,1,1,1(N)− ζ(3)S1,1,1(N)(8.10)

+ ζ(4)S1,1(N)− ζ(5)S1(N) + ζ(6) .

The function in the remaining Mellin transform is regular at z = 1 and can be repre-
sented in terms of a factorial series. The remainder terms in (8.10) are polynomials
of single harmonic sums. Therefore the poles of S1,1,1,1,2(N), resp. S2,1,1,1,1(N), are
located at the non-positive integers. Finally we need the asymptotic representations
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of M [Li5(1− x)/(1− x)] (N),

M

[
Li5(1− x)

1− x

]
(z) ∼ 1

z
+

1

32z2
− 179

7776

1

z3
+

515

41472

1

z4
− 216383

194400000

1

z5

(8.11)

− 183781

25920000

1

z6
+

4644828197

653456160000

1

z7
+

153375307

49787136000

1

z8

− 371224706507

25204737600000

1

z9
+

959290541

160030080000

1

z10

+
575134377343021

16913534146740000

1

z11
− 14855426650259

312400053504000

1

z12

− 29106619674489691525729

319702820637227227200000

1

z13
+

225456132288901603

788601079506240000

1

z14

+
263567702701300558681

1053965342760089760000

1

z15
− 355061945309358701

187184432058624000

1

z16

− 1432477558547377054456843733

4988266898917709221214400000

1

z17

+
192140702840923335916939

13028192458306945920000

1

z18

− 2027981189268747465011536794768001

254294408120596135866406712880000

1

z19
+O

(
1

z20

)

The corresponding representations for all other harmonic sums of weight w = 6 will
be given in a forthcoming paper.

9. Conclusions

We derived the basic functions spanning the nested harmonic (alternating) sums
up to weight w = 6 with no index {−1}. This sub class governs the functions
contributing to the massless single-scale quantities, like the anomalous dimensions
and Wilson coefficients to 3-loop order in QED and QCD. The structural relations,
unlike the index-based algebraic relations, depend on the quantity under investi-
gation. Furthermore, the number of independent quantities changes with the set
of relations considered. We limited the investigation to harmonic sums without
indices a = −1, since they do not occur in physics applications up to w = 6. For
this class we considered differentiation relations, square-argument relations, partial
integration relations, and relations for the functions emerging in the integrands of
the Mellin transforms associated to the harmonic sums to obtain the minimal set
of 20 functions at w=6. More details on these relations and their derivation are
given in Ref. [18]. We did not find further relations.

There are first indications that, in the massive case, even in the limit Q2 	 m2

this class needs to be extended at 3-loop order, cf. [34]. Up to weight w = 5
all basic functions were given by polynomials of Nielsen integrals, Eq. (2.20), of
argument x or −x weighted by 1/(x± 1). Although most of the basic functions at
w = 6 share this property, some contain 1-dimensional integrals over polynomials
of Nielsen integrals Ai(±x)|1...3 and more dimensional integrals, which are not
reducible. This is generally expected and the cases up to w = 5 form an exception.

We outlined how the exact representation of the Mellin transforms of the basic
functions can be obtained, generalizing effective numerical high-precision represen-
tations [25, 27]. Up to terms which can be determined algebraically the Mellin
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transforms of the basic functions are factorial series. The singularities of the Mellin
transforms are located at the non-positive integers. They obey recursion relations
for N → N + 1. The asymptotic representation of the Mellin transforms can be
determined analytically. The basic Mellin transforms are thus generalizations of
Euler’s ψ-function and their derivatives, which describe the single harmonic sums.
In a forthcoming publication, the formulae and relations given in the present paper,
and those of lower weight [18] will be made available in computer algebra code.
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10. Appendix A: Useful Integrals

In this appendix we list useful constants and integrals.

Lik(1) = ζk(10.1)

S1,k(1) = ζk+1(10.2)

S2,2(1) =
1

10
ζ(2)2(10.3)

S3,2(1) = 2ζ(5)− ζ(2)ζ(3)(10.4)

S3,2(−1) = −29

32
ζ(5) +

1

2
ζ(2)ζ(3)(10.5)

S2,3(1) = 2ζ(5)− ζ(2)ζ(3)(10.6)

A1(1) = −3ζ(5) + 2ζ(2)ζ(3)(10.7)

A1(−1) = −17

16
ζ(5) +

3

4
ζ(2)ζ(3)(10.8)

A2(1) = −1

2
ζ(5)(10.9)

A3(1) = −3ζ(5) + ζ(2)ζ(3)(10.10) ∫ x

0

dy
Li3(−y)

1 + y
= ln(1 + x)Li3(−x) +

1

2
Li22(−x)(10.11)

∫ x

0

dy
ln(y)Li2(−y)

1 + y
= ln(1 + x) ln(x)Li2(−x) +

1

2
Li22(−x)(10.12)

− 2S2,2(−x) + 2 ln(x)S1,2(−x)∫ x

0

dy
S1,2(y)

y − 1
= ln(1− x)S1,2(x) + 3S1,3(x)(10.13)

∫ x

0

dy

y
[Li2(1− y)− ζ(2)] = −2Li3(x) + ln(x)Li2(x)(10.14)

∫ x

0

dy
Li3(y)

y − 1
=

1

2
Li22(x) + ln(1− x)Li3(x)(10.15)
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∫ x

0

dy
ln(y)

y − 1
Li2(y) =

1

2
Li22(x) + ln(x) ln(1− x)Li2(x)(10.16)

− 2S2,2(x) + 2 ln(x)S1,2(x)∫ x

0

dy

y
ln(1− y)Li3(y) = −Li2(x)Li3(x) +A1(x)(10.17)

∫ x

0

dy

y
Li2(y) ln(y) ln(1− y) = −1

2
ln(x)Li22(x) +

1

2
A1(x)(10.18)

∫ x

0

dy

y
Li2(−y) ln(y) ln(1 + y) = −1

2
ln(x)Li22(−x) +

1

2
A1(−x)(10.19)

∫ x

0

dy

y
Li3(−y) ln(1 + y) = −Li2(−x)Li3(−x) +A1(−x)(10.20)

∫ x

0

dy

y
[Li3(1− x)− ζ(3)] = −S1,2(x) ln(x) +

1

2
Li22(x)− ζ(2)Li2(x)(10.21)

∫ x

0

dy

y
S1,2(y) ln(y) = S2,2(x) ln(x)− S3,2(x)(10.22)

∫ x

0

dy

y
S1,2(−y) ln(y) = S2,2(−x) ln(x)− S3,2(−x)(10.23)
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J. Blümlein, A. De Freitas, W. L. van Neerven and S. Klein, Nucl. Phys. B 755 (2006) 272

[arXiv:hep-ph/0608024];
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[33] J. Blümlein and H. Kawamura, Nucl. Phys. B 708 (2005) 467 [arXiv:hep-ph/0409289].
[34] I. Bierenbaum, J. Blümlein and S. Klein, Phys. Lett. B672 (2009) 401, [arXiv:0812.2427

[hep-ph]].

Deutsches Elektronen–Synchrotron, DESY,, Platanenallee 6, D-15735 Zeuthen,

Germany

E-mail address: Johannes.Bluemlein@desy.de





Clay Mathematics Proceedings
Volume 12, 2010

Hopf Subalgebras of Rooted Trees from Dyson-Schwinger
Equations

Löıc Foissy

Abstract. We consider the combinatorial Dyson-Schwinger equation X =
B+(f(X)) in the Connes-Kreimer Hopf algebra of rooted trees H, where B+

is the operator of grafting on a root, and f a formal series. The unique solution
X of this equation generates a graded subalgebra Hf of H. We characterize
here all the formal series f such that Hf is a Hopf subalgebra. We obtain in
this way a 2-parameter family of Hopf subalgebras of H, organized into three
isomorphism classes:
(1) A first (degenerate) one, restricted to a polynomial ring in one variable.
(2) A second one, restricted to the Hopf subalgebra of ladders, isomorphic

to the Hopf algebra of symmetric functions.
(3) A last (infinite) one, which gives a family of isomorphic Hopf subalgebras

of H. These Hopf algebras can be seen as the coordinate ring of the group
G of formal diffeomorphisms of the line tangent to the identity: in other
terms, we obtain a family of embeddings of the Faà di Bruno Hopf algebra
in H.
In the second and the third cases, Hf is the graded dual of the envelop-

ing algebra of a graded, connected Lie algebra g, such that the homogeneous
components gn of g are 1-dimensional when n ≥ 1. Under a condition of

commutativity, we prove that there exist three such Lie algebras:
(1) The Faà di Bruno Lie algebra, that is to say the Lie algebra of the group

of formal diffeomorphisms G.
(2) The Lie algebra of corollas.
(3) A third one.

Embeddings inH of the dual of the enveloping algebra of the first case are given
by the Dyson-Schwinger equations. For the second case, such an embedding is
given by the subalgebra generated by corollas. We also describe an embedding
in H for the third case.
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c© 2010 Löıc Foissy

189
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Introduction

The Connes-Kreimer algebra H of rooted trees was introduced in [8]. This
graded Hopf algebra is commutative, non-cocommutative, and is given a linear
basis by the set of rooted forests. A particularly important operator of H is the
grafting on a root B+, which satisfies the following equation:

Δ ◦B+(x) = B+(x)⊗ 1 + (Id⊗B+) ◦Δ(x).

In other words, B+ is a 1-cocycle for the Cartier-Quillen cohomology of coalgebras.
Moreover, the couple (H, B+) satisfies a universal property; see Theorem 3 of the
present text.

We consider here a family of subalgebras of H, associated to the combinatorial
Dyson-Schwinger equation [1, 9, 10]:

X = B+(f(X)),

where f(h) =
∑

pnh
n is a formal series such that p0 = 1, and X is an element of

the completion of H for the topology given by the gradation of H. This equation
admits a unique solution X =

∑
xn, where xn is, for all n ≥ 1, a linear span of

rooted trees of weight n, inductively given by⎧⎪⎨
⎪⎩

x1 = p0 � ,

xn+1 =

n∑
k=1

∑
a1+···+ak=n

pkB
+(xa1

· · ·xak
).

We denote by Hf the subalgebra of H generated by the xn’s.
For the usual Dyson-Schwinger equation, f(h) = (1−h)−1. It turns out that, in

this case, Hf is a Hopf subalgebra. This is not the case in general; we characterise
here the formal series f(h) such that Hf is Hopf. Namely, Hf is a Hopf subalgebra
of H if and only if there exists (α, β) ∈ K2, such that f(h) = 1 if α = 0, or

f(h) = eαh if β = 0, or f(h) = (1 − αβh)−
1
β if αβ �= 0. We obtain in this way a

two-parameter family Hα,β of Hopf subalgebras of H and we explicitly describe a
system of generators of these algebras. In particular, if α = 0, then Hα,β = K[ � ];
if α �= 0, then Hα,β = H1,β .

The Hopf algebra Hα,β is commutative, graded and connected. By the Milnor-
Moore theorem [11], its dual is the enveloping algebra of a Lie algebra gα,β . Com-
puting this Lie algebra, we find three isomorphism classes of Hα,β ’s:

(1) H0,1, equal to K[ � ].
(2) H1,−1, the subalgebra of ladders, isomorphic to the Hopf algebra of sym-

metric functions.
(3) The H1,β ’s, with β �= −1, isomorphic to the Faà di Bruno Hopf algebra.

Note that non-commutative versions of these results are presented in [6].

In particular, if Hα,β is non-cocommutative, it is isomorphic to the Faà di
Bruno Hopf algebra. We try to explain this fact in the third section of this text.
The dual Lie algebra gα,β satisfies the following properties:

(1) gα,β is graded and connected.
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(2) The homogeneous component g(n) of degree n of g is 1-dimensional for
all n ≥ 1.

Moreover, if Hα,β is non-cocommutative, then [g(1), g(n)] �= (0) if n ≥ 2. Such a
Lie algebra will be called a FdB Lie algebra. We prove here that there exist, up to
isomorphism, only three FdB Lie algebras:

(1) The Faà di Bruno Lie algebra, which is the Lie algebra of the group of
formal diffeomorphisms tangent to the identity at 0.

(2) The Lie algebra of corollas.
(3) A third Lie algebra.

In particular, with a stronger condition of non-commutativity, a FdB Lie algebra
is isomorphic to the Faà di Bruno Lie algebra, and this result can be applied to all
H1,β ’s when β �= −1. The dual of the enveloping algebras of the two other FdB
Lie algebras can also be embedded in H, using corollas for the second, giving in a
certain way a limit of H1,β when β goes to ∞, and the third one with a different
construction.

Notation. We denote by K a commutative field of characteristic zero.

1. The Hopf algebra of rooted trees and Dyson-Schwinger equations

1.1. The Connes-Kreimer Hopf algebra. Let us first recall the construc-
tion of the Connes-Kreimer Hopf algebra of rooted trees.

Definition 1. [13, 14]

(1) A rooted tree is a finite graph, connected and without loops, with a special
vertex called the root.

(2) The weight of a rooted tree is the number of its vertices.
(3) The set of rooted trees will be denoted by T .

Examples. The rooted trees of weight ≤ 5 are

� , �
�

, �∨�� , �
�

�

, �∨�� � , �∨��
�

,
�∨��
� , �

�

�

�

, �∨����� �

, �∨�� �
�

, �∨��
��

, �∨��∨
��

, �∨��
�

�

,
�∨��
�

�

,
�∨��
�

�

, �
�

�∨� �

, �

�

�

�

�

.

The Connes-Kreimer Hopf algebra of rooted trees H was introduced in [2]. As
an algebra, H is the free associative, commutative, unitary algebra generated by
the elements of T . In other terms, a K-basis of H is given by rooted forests, that is
to say not necessarily connected graphs F such that each connected component of
F is a rooted tree. The set of rooted forests will be denoted by F . The product of
H is given by the concatenation of rooted forests, and the unit is the empty forest,
denoted by 1.

Examples. The rooted forests of weight ≤ 4 are

1, � , � � , �
�

, � � � , �
�

� , �∨�� , �
�

�

, � � � , �
�

� � , �
�

�

�

, �∨�� � , �
�

�

� , �∨�� � , �∨��
�

,
�∨��
� , �

�

�

�

.

In order to make H a bialgebra, we now introduce the notion of cut of a tree t.
A non-total cut c of a tree t is a choice of edges of t. Deleting the chosen edges, the
cut makes t into a forest, denoted by W c(t). The cut c is admissible if any oriented
path1 in the tree meets at most one cut edge. For such a cut, the tree of W c(t)

1The edges of the tree are oriented from the root to the leaves.
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which contains the root of t is denoted by Rc(t) and the product of the other trees
of W c(t) is denoted by P c(t). We also add the total cut, which is by convention an
admissible cut such that Rc(t) = 1 and P c(t) = W c(t) = t. The set of admissible
cuts of t is denoted by Adm∗(t). Note that the empty cut of t is admissible; we
denote Adm(t) = Adm∗(t)− {empty cut, total cut}.

Example. Let us consider the rooted tree t = �∨��
�

. As it has 3 edges, it has
23 non-total cuts.

cut c �∨��
�

�∨��
�

�∨��
�

�∨��
�

�∨��
�

�∨��
�

�∨��
�

�∨��
�

total
Admissible? yes yes yes yes no yes yes no yes

W c(t) �∨��
�

�

�

�

�

� �∨�� �

�

�

� � � �

�

�

�

� � �

�

� � � � � � �∨��
�

Rc(t) �∨��
�

�

�

�∨�� �

�

�

× � �

� × 1

P c(t) 1 �

�

� � × �

�

� � � × �∨��
�

The coproduct of H is defined as the unique algebra morphism from H to H⊗H
such that, for all rooted tree t ∈ T ,

Δ(t) =
∑

c∈Adm∗(t)

P c(t)⊗Rc(t) = t⊗ 1 + 1⊗ t+
∑

c∈Adm(t)

P c(t)⊗Rc(t).

As H is the polynomial algebra generated by T , this makes sense.

Example.

Δ( �∨��
�

) = �∨��
�

⊗ 1 + 1⊗ �∨��
�

+ �

� ⊗ �

�

+ � ⊗ �∨�� + � ⊗ �

�

�

+ �

�

� ⊗ � + � � ⊗ �

�

.

Theorem 2. [2] With this coproduct, H is a bialgebra. The counit of H is
given by

ε :

{
H −→ K

F ∈ F −→ δ1,F .

The antipode is the algebra endomorphism defined for all t ∈ T by

S(t) = −
∑

c non-total cut of t

(−1)ncW c(t),

where nc is the number of cut edges in c.

1.2. Gradation of H and completion. We grade H by declaring the forests
of weight n homogeneous of degree n. We denote by H(n) the homogeneous com-
ponent of H of degree n. Then H is a graded bialgebra, that is to say

(1) For all i, j ∈ N, H(i)H(j) ⊆ H(i+ j).

(2) For all k ∈ N, Δ(H(k)) ⊆
∑

i+j=k

H(i)⊗H(j).
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We define, for all x, y ∈ H,⎧⎪⎪⎨
⎪⎪⎩

val(x) = max

⎧⎨
⎩n ∈ N | x ∈

⊕
k≥n

H(k)

⎫⎬
⎭ ,

d(x, y) = 2−val(x−y),

with the convention 2−∞ = 0. Then d is a distance on H. The metric space (H, d)

is not complete; its completion will be denoted by Ĥ. As a vector space,

Ĥ =
∏
n∈N

H(n).

The elements of Ĥ will be denoted
∑

xn, where xn ∈ H(n) for all n ∈ N. The
product m : H⊗H −→ H is homogeneous of degree 0, so is continuous. So it can

be extended from Ĥ ⊗ Ĥ to Ĥ, which is then an associative, commutative algebra.
Similarly, the coproduct of H can be extended as a map

Δ : Ĥ −→ H⊗̂H =
∏
i,j∈N

H(i)⊗H(j).

Let f(h) =
∑

pnh
n ∈ K[[h]] be any formal series, and let X =

∑
xn ∈ Ĥ, such

that x0 = 0. The series of Ĥ of terms pnX
n is Cauchy, so converges. Its limit will

be denoted by f(X). In other words, f(X) =
∑

yn, with

yn =

n∑
k=1

∑
a1+···+ak=n

pkxa1
· · ·xak

.

Remark. If f(h) ∈ K[[h]], g(h) ∈ K[[h]], without constant terms, and X ∈ Ĥ,
without constant terms, it is easy to show that (f ◦ g)(X) = f(g(X)).

1.3. 1-cocycle of H and Dyson-Schwinger equations. We define the op-
erator B+ : H −→ H, sending a forest t1 · · · tn to the tree obtained by grafting

t1, · · · , tn to a common root. For example, B+( �
�

�) = �∨��
�

. This operator satisfies
the following relation: for all x ∈ H,

(1) Δ ◦B+(x) = B+(x)⊗ 1 + (Id⊗B+) ◦Δ(x).

This means that B+ is a 1-cocycle for a certain cohomology, namely the Cartier-
Quillen cohomology for coalgebras, the notion dual to the Hochschild cohomology
[2]. Moreover, (H, B+) satisfies the following universal property:

Theorem 3 (Universal property). Let A be a commutative algebra and let
L : A −→ A be a linear map.

(1) There exists a unique algebra morphism φ : H −→ A, such that φ ◦B+ =
L ◦ φ.

(2) If moreover A is a Hopf algebra and L satisfies (1), then φ is a Hopf
algebra morphism.

The operator B+ is homogeneous of degree 1, so is continuous. As a conse-

quence, it can be extended as an operator B+ : Ĥ −→ Ĥ. This operator still
satisfies (1).
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Definition 4. [1, 9, 10] Let f ∈ K[[h]]. The Dyson-Schwinger equation
associated to f is

(2) X = B+(f(X)),

where X is an element of Ĥ, without constant term.

Proposition 5. The Dyson-Schwinger equation associated to the formal
series f(h) =

∑
pnh

n admits a unique solution X =
∑

xn, inductively defined by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x0 = 0,
x1 = p0 � ,

xn+1 =

n∑
k=1

∑
a1+···+ak=n

pkB
+(xa1

· · ·xak
).

Proof. It is enough to identify the homogeneous components of the two mem-
bers of (2). �

Definition 6. The subalgebra of H generated by the homogeneous com-
ponents xn of the unique solutionX of the Dyson-Schwinger equation (2) associated
to f will be denoted by Hf .

The aim of this text is to give a necessary and sufficient condition on f for Hf

to be a Hopf subalgebra of H.

Remarks.

(1) If f(0) = 0, the unique solution of (2) is 0. As a consequence, Hf = K is
a Hopf subalgebra.

(2) For all α ∈ K, if X =
∑

xn is the solution of the Dyson-Schwinger equa-
tion associated to f , the unique solution of the Dyson-Schwinger equation
associated to αf is

∑
αnxn. As a consequence, if α �= 0, Hf = Hαf . We

shall then suppose in the sequel that p0 = 1. In this case, x1 = � .

Examples.

(1) We take f(h) = 1 + h. Then x1 = � , x2 = �

�

, x3 = �

�

�

, x4 = �

�

�

�

. More gen-
erally, xn is the ladder with n vertices, that is to say (B+)n(1) (Definition
7). As a consequence, for all n ≥ 1,

Δ(xn) =
∑

i+j=n

xi ⊗ xj .

So H1+h is Hopf. Moreover, it is cocommutative.
(2) We take f(h) = 1 + h+ h2 + 2h3. Then

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x1 = � ,
x2 = �

�

,

x3 = �∨�� + �

�

�

,

x4 = 2 �∨�� � + 2 �∨��
�

+
�∨��
� + �

�

�

�

.
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Hence

Δ(x1) = x1 ⊗ 1 + 1⊗ x1,

Δ(x2) = x2 ⊗ 1 + 1⊗ x2 + x1 ⊗ x1,

Δ(x3) = x3 ⊗ 1 + 1⊗ x3 + x2
1 ⊗ x1 + 3x1 ⊗ x2 + x2 ⊗ x1,

Δ(x4) = x4 ⊗ 1 + 1⊗ x4 + 10x2
1 ⊗ x2 + x3

1 ⊗ x1 + 3x2 ⊗ x2

+2x1x2 ⊗ x1 + x3 ⊗ x1 + x1 ⊗ (8 �∨�� + 5 �
�

�

),

so Hf is not Hopf.

We shall need later these two families of rooted trees:

Definition 7. Let n ≥ 1.

(1) The ladder ln of weight n is the rooted tree (B+)n(1). For example,

l1 = � , l2 = �

�

, l3 = �

�

�

, l4 = �

�

�

�

.

(2) The corolla cn of weight n is the rooted tree B+( �n−1). For example,

c1 = � , c2 = �

�

, c3 = �∨�� , c4 = �∨�� � .

The following lemma is an immediate corollary of proposition 5:

Lemma 8. The coefficient of the ladder of weight n in xn is pn−1
1 . The

coefficient of the corolla of weight n in xn is pn−1.

Using (1):

Lemma 9. For all n ≥ 1,

(1) Δ(ln) =

n∑
i=0

li ⊗ ln−i, with the convention l0 = 1.

(2) Δ(cn) = cn ⊗ 1 +

n−1∑
i=0

(
n− 1

i

)
�

i ⊗ cn−i.

2. Formal series giving Hopf subalgebras

2.1. Statement of the main theorem. The aim of this section is to prove
the following result:

Theorem 10. Let f(h) ∈ K[[h]], such that f(0) = 1. The following asser-
tions are equivalent:

(1) Hf is a Hopf subalgebra of H.
(2) There exists (α, β) ∈ K2 such that (1− αβh)f ′(h) = αf(h).
(3) There exists (α, β) ∈ K2 such that f(h) = 1 if α = 0, or f(h) = eαh if

β = 0, or f(h) = (1− αβh)−
1
β if αβ �= 0.

It is an easy exercise to prove that the second and the third statements are
equivalent.
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2.2. Proof of (1) =⇒ (2). We suppose that Hf is Hopf.

Lemma 11. Let us suppose that p1 = 0. Then f(h) = 1, so (2) holds with
α = 0.

Proof. Let us suppose that pn �= 0 for a certain n ≥ 2. Let us choose a
minimal n. Then x1 = � , x2 = · · · = xn = 0, and xn+1 = pncn+1. So

Δ(xn+1) = xn+1 ⊗ 1 + 1⊗ xn+1 +

n∑
i=1

(
n

i

)
pn �

i ⊗ cn+1−i ∈ Hf ⊗Hf .

In particular, for i = n− 1, c2 = �

� ∈ Hf , so x2 �= 0: contradiction. �

We now assume that p1 �= 0. Let Z � : H −→ K, defined by Z � (F ) = δ � ,F for
all F ∈ F . This map Z � is homogeneous of degree −1, so is continuous and can be

extended to a map Z � : Ĥ −→ K. We put (Z � ⊗ Id) ◦Δ(X) =
∑

yn, where X is
the unique solution of (2). A direct computation shows that yn can be computed
by induction with⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

y0 = 1,

yn+1 =
n∑

k=1

∑
a1+···+ak=n

(k + 1)pk+1B
+(xa1

· · ·xak
)

+

n∑
k=1

∑
a1+···+ak=n

kpkB
+(ya1

xa2
· · ·xak

).

As Hf is Hopf, yn ∈ Hf for all n ∈ N. Moreover, yn is a linear span of rooted trees
of weight n, so is a multiple of xn; we put yn = αnxn.

Let us consider the coefficient of the ladder of weight n in yn. By lemma 8,
this is αnp

n−1
1 . So, for all n ≥ 1,

pn1αn+1 = 2pn−1
1 p2 + pn1αn.

As α1 = p1, for all n ≥ 1, αn = p1 + 2
p2
p1

(n− 1). Let us consider the coefficient of

the corolla of weight n in yn. By lemma 8, this is αnpn. So, for all n ≥ 1,

αnpn = (n+ 1)pn+1 + npnp1.

Summing all these relations, putting α = p1 and β = 2
p2
p1

− 1, we obtain the

differential equation (1− αβh)f ′(h) = f(h), so (2) holds.

2.3. Proof of (2) =⇒ (1). Let us suppose (2) or, equivalently, (3). We now
write Hα,β instead of Hf . We first give a description of the xn’s.

Definition 12.

(1) Let F ∈ F . The coefficient sF is inductively computed by⎧⎪⎨
⎪⎩

s � = 1,
sta1

1 ···tak
k

= a1! · · · ak!sa1
t1 · · · sak

tk
,

sB+(ta1
1 ···tak

k ) = a1! · · · ak!sa1
t1 · · · sak

tk ,

where t1, · · · , tk are distinct elements of T .
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(2) Let F ∈ F . The coefficient eF is inductively computed by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e � = 1,

eta1
1 ···tak

k
=

(a1 + · · ·+ ak)!

a1! · · · ak!
ea1
t1 · · · eak

tk
,

eB+(ta1
1 ···tak

k ) =
(a1 + · · ·+ ak)!

a1! · · · ak!
ea1
t1 · · · eak

tk
,

where t1, · · · , tk are distinct elements of T .

Remarks.

(1) The coefficient sF is the number of symmetries of F , that is to say the
number of graph automorphisms of F respecting the roots.

(2) The coefficient eF is the number of embeddings of F in the plane, that is
to say the number of planar forests whose underlying rooted forest is F .

We now give β-equivalents of these coefficients. For all k ∈ N∗, we put [k]β =
1 + β(k − 1) and [k]β ! = [1]β · · · [k]β . We then inductively define [sF ]β and [eF ]β
for all F ∈ F by⎧⎪⎨

⎪⎩
[s � ]β = 1,

[sta1
1 ···tak

k
]β = [a1]β! · · · [ak]β ![st1 ]a1

β · · · [stk ]ak

β ,

[sB+(ta1
1 ···tak

k )]β = [a1]β! · · · [ak]β ![st1 ]a1

β · · · [stk ]ak

β ,

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[e � ] = 1,

[eta1
1 ···tak

k
]β =

[a1 + · · ·+ ak]β !

[a1]β ! · · · [ak]β!
[et1 ]

a1

β · · · [etk ]ak

β ,

[eB+(ta1
1 ···tak

k )]β =
[a1 + · · ·+ ak]β !

[a1]β ! · · · [ak]β!
[et1 ]

a1

β · · · [etk ]ak

β ,

where t1, · · · , tk are distinct elements of T . In particular, [st]1 = st and [et]1 = et,
whereras [st]0 = 1 and [et]0 = 1 all t ∈ T .

Examples.

t st [st]β et [et]β
� 1 1 1 1
�

�

1 1 1 1

�∨�� 2 (1 + β) 1 1

�

�

�

1 1 1 1

�∨�� � 6 (1 + β)(1 + 2β) 1 1

�∨��
�

1 1 2 (1 + β)

�∨��
� 2 (1 + β) 1 1

�

�

�

�

1 1 1 1

Proposition 13. For all n ∈ N∗, in Hα,β,

xn = αn−1
∑

t∈T , weight(t)=n

[st]β [et]β
st

t.
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Examples.

x1 = � ,

x2 = α �

�

,

x3 = α2

(
(1 + β)

2
�∨�� + �

�

�

)
,

x4 = α3

(
(1 + 2β)(1 + β)

6
�∨�� � + (1 + β) �∨��

�

+
(1 + β)

2

�∨��
� + �

�

�

�
)
,

x5 = α4

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

(1+3β)(1+2β)(1+β)
24

�∨����� �

+ (1+2β)(1+β)
2

�∨�� �
�

+(1 + β)2 �∨��∨
��

+ (1 + β) �∨��
�

�

+ (1+2β)(1+β)
6

�∨��
�

�

+ (1+β)
2

�∨��
��

+ (1 + β)
�∨��
�

�

+ (1+β)
2

�

�

�∨� �

+ �

�

�

�

�

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Proof. For any t ∈ T , we denote by bt the coefficient of t in xweight(t). Then
b � = 1. The formal series f(h) is given by

f(h) =

∞∑
n=0

αn [n]β!

n!
hn.

If t = B+(ta1
1 · · · tak

k ), where t1, · · · , tk are distinct elements of T , then

bt = αa1+···+ak
[a1 + · · ·+ ak]β !

(a1 + · · ·+ ak)!

(a1 + · · ·+ ak)!

a1! · · · ak!
ba1
t1 · · · bak

tk
.

The result comes from an easy induction. �

As a consequence, H0,β = K[ � ], so H0,β is a Hopf subalgebra. Moreover,
Hα,β = H1,β if α �= 0. So we can restrict ourselves to the case α = 1. In order to
ease the notation, we put nt = stet and [nt]β = [st]β [et]β for all t ∈ T . Then{

n � = 1,
nB+(t1···tk) = k!nt1 · · ·ntk ,{

[n � ]β = 1,
[nB+(t1···tk)]β = [k]β ![nt1 ]β · · · [ntk ]β .

As a consequence, an easy induction proves that

nt =
∏

s vertex of t

(fertility of s)!, [nt]β =
∏

s vertex of t

[fertility of s]β !.

We shall use the following result, proved in [5, 7]:

Lemma 14. For all forests F ∈ F , G,H ∈ T , denote by n(F,G;H) the
coefficient of F ⊗ G in Δ(H), and by n′(F,G;H) the number of graftings of the
trees of F over G giving the tree H. Then n′(F,G;H)sH = n(F,G;H)sF sG.
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Lemma 15. Let k, n ∈ N∗. We put, in K[X1, · · · , Xn], S = X1+ · · ·+Xn.
Then

∑
α1+···+αn=k

n∏
i=1

Xi(Xi + 1) · · · (Xi + αi − 1)

αi
=

S(S + 1) · · · (S + k − 1)

k!
.

Proof. By induction on k, see [6]. �

Proposition 16. If α = 1,

Δ(X) = X ⊗ 1 +

∞∑
n=1

(1− βX)−n(1/β+1)+1 ⊗ xn.

So H1,β is a Hopf subalgebra.

Proof. As for all n ≥ 1, xn is a linear span of trees, we can write

Δ(X) = X ⊗ 1 +
∑

F∈F , t∈T
aF,tF ⊗ t.

Then, if F ∈ F , G ∈ T ,

aF,G =
∑
H∈T

[nH ]β
sH

n(F,G;H) =
∑
H∈T

[nH ]β
sF sG

n′(F,G;H).

We put F = t1 · · · tk, and we denote by s1, · · · , sn the vertices of the tree G, of
respective fertility f1, · · · , fn. Let us consider a grafting of F over G, such that αi

trees of F are grafted on the vertex si. Then α1 + · · · + αn = k. Denoting by H
the result of this grafting,

[nH ]β = [nG]β[nt1 ]β · · · [ntk ]β
[f1 + α1]β !

[f1]β !
· · · [fn + αn]β !

[fn]β!
.

Moreover, the number of such graftings is
k!

α1! · · ·αn!
. So, with lemma 15, putting

xi = fi + 1/β and s = x1 + · · ·+ xn,

aF,G =
∑

α1+···+αn=k

k!

α1! · · ·αk!

1

sF sG
[nG]β

k∏
i=1

[nti ]β
[f1 + αi]β!

[fi]β !

=
k![nG]β!

sGsF

(
k∏

i=1

[nti ]β

) ∑
α1+···+αn=k

n∏
i=1

(1 + fiβ) · · · (1 + (fi + αi − 1)β)

αi!

=
k![nG]β!

sGsF

(
k∏

i=1

[nti ]β

) ∑
α1+···+αn=k

n∏
i=1

βαi
xi(xi + 1) · · · (xi + αi + 1)

αi!

=
k![nG]β!

sGsF

(
k∏

i=1

[nti ]β

)
βk

∑
α1+···+αn=k

n∏
i=1

xi(xi + 1) · · · (xi + αi + 1)

αi!

=
k![nG]β!

sGsF

(
k∏

i=1

[nti ]β

)
βk s(s+ 1) · · · (s+ k − 1)

k!
.

Moreover, as G is a tree, s = f1 + · · ·+ fn + n/β = n− 1 + n/β = n(1 + 1/β)− 1.
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We now write F = t1 · · · tk = ua1
1 · · ·ual

l , where u1, · · · , ul are distinct elements
of T . Then

sF = sa1
u1

· · · sal
ul
a1! · · · al!,

so

k![nt1 ]β · · · [ntk ]β
sF

=
(a1 + · · ·+ al)!

a1! · · · al!

(
[nt1 ]β
st1

)a1

· · ·
(
[ntl ]β
stl

)al

.

As a conclusion, putting Qk(S) =
S(S + 1) · · · (S + k − 1)

k!
,

Δ(X) =
∑
n≥1

∑
t
a1
1 ···tal

l ∈F

(a1 + · · ·+ al)!

a1! · · · al!
βa1+···+alQa1+···+al

(n(1 + 1/β)− 1)

(
[nt1 ]β
st1

t1

)a1

· · ·
(
[ntl ]β
stl

tl

)al

⊗

⎛
⎜⎜⎝

∑
G∈T

weight(G)=n

[nG]β !

sG
G

⎞
⎟⎟⎠+X ⊗ 1

= X ⊗ 1 +
∞∑

n=1

(1− βX)−n(1/β+1)+1 ⊗ xn.

So Δ(X) ∈ H⊗̂H. Projecting on the homogeneous component of degree n, we
obtain Δ(x) ∈ H⊗H, so H1,β is a Hopf subalgebra. �

Remarks.

(1) For (α, β) = (1, 0), f(h) = eh and for all n ∈ N, xn =
∑
t∈T

weight(t)=n

1

st
t.

(2) For (α, β) = (1, 1), f(h) = (1−h)−1 and for all n ∈ N, xn =
∑
t∈T

weight(t)=n

ett.

(3) For (α, β) = (1,−1), f(h) = 1+h and, as [i]−1 = 0 if i ≥ 2, for all n ∈ N∗,
xn is the ladder of weight n.

2.4. What is Hα,β? If α = 0, then H0,β = K[ � ]. If α �= 0, then obviously
Hα,β = H1,β ; let us suppose that α = 1. The Hopf algebra H1,β is graded, con-
nected and commutative. Dually, its graded dual H∗

1,β is a graded, connected,

cocommutative Hopf algebra. By the Milnor-Moore theorem [11], it is isomorphic
to the enveloping algebra of the Lie algebra of its primitive elements. We now
denote this Lie algebra by g1,β . The dual of g1,β is identified with the quotient
space

coPrim(H1,β) =
H1,β

(1)⊕Ker(ε)2
,

and the transposition of the Lie bracket is the Lie cobracket δ induced by

(� ⊗�) ◦ (Δ−Δop),
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where � is the canonical projection on coPrim(H1,β). As H1,β is the polynomial
algebra generated by the xn’s, a basis of coPrim(H1,β) is (�(xn))n∈N∗ . By Propo-
sition 16,

(� ⊗�) ◦Δ(X) = (� ⊗�)

( ∞∑
n=1

(1− βX)−n(1/β+1)+1 ⊗ xn

)

=
∑
n≥1

(n(1 + β)− β)�(X)⊗�(xn).

Projecting on the homogeneous component of degree k,

(� ⊗�) ◦Δ(xk) =

k∑
i+j=k

(j(1 + β)− β)�(xi)⊗�(xj).

As a consequence,

δ(�(xk)) =
∑

i+j=k

(1 + β)(j − i)�(xi)⊗�(xj).

Dually, the Lie algebra g1,β has the dual basis (Zn)n≥1, with bracket given by

[Zi, Zj ] = (1 + β)(j − i)Zi+j .

So, if β �= −1, this Lie algebra is isomorphic to the Faà di Bruno Lie algebra gFdB,
which has a basis (fn)n≥1, and whose bracket defined by [fi, fj ] = (j − i)fi+j .
So H1,β is isomorphic to the Hopf algebra U(gFdB)∗, namely the Faà di Bruno
Hopf algebra [3], coordinate ring of the group of formal diffeomorphisms of the line
tangent to Id, that is to say

GFdB =
({∑

anh
n ∈ K[[h]] | a0 = 0, a1 = 1

}
, ◦
)
.

Theorem 17. (1) If α �= 0 and β �= −1, Hα,β is isomorphic to the
Faà di Bruno Hopf algebra.

(2) If α �= 0 and β = −1, Hα,β is isomorphic to the Hopf algebra of symmetric
functions.

(3) If α = 0, Hα,β = K[ � ].

Remark. If β and β′ �= −1, then H1,β and H1,β′ are isomorphic but are not
equal, as shown by considering x3.

3. FdB Lie algebras

In the preceding section, we considered Hopf subalgebras of H, generated in
each degree by a linear span of trees. Their graded dual is then the enveloping
algebra of a Lie algebra g, graded, with Poincaré-Hilbert formal series

h

1− h
=

∞∑
n=1

hn.

Under a hypothesis of commutativity, we show that such a g is isomorphic to the
Faà di Bruno Lie algebra, so the considered Hopf subalgebra is isomorphic to the
Faà di Bruno Hopf algebra.

Remark. The proofs of this section were completed using MuPAD pro 4. The
notebook of the computations can be found at [4].
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3.1. Definitions and first properties.

Definition 18. Let g be an N-graded Lie algebra. For all n ∈ N, we
denote by g(n) the homogeneous component of degree n of g. We shall say that g
is FdB if

(1) g is connected, that is to say g(0) = (0).
(2) For all i ∈ N∗, g(i) is one-dimensional.
(3) For all n ≥ 2, [g(1), g(n)] �= (0).

Let g be a FdB Lie algebra. For all i ∈ N∗, we fix a non-zero element Zi of g(i).
By conditions (1) and (2), (Zi)i≥1 is a basis of g. By homogeneity of the bracket
of g, for all i, j ≥ 1, there exists an element λi,j ∈ K, such that

[Zi, Zj ] = λi,jZi+j .

The Jacobi relation gives, for all i, j, k ≥ 1,

(3) λi,jλi+j,k + λj,kλj+k,i + λk,iλk+i,j = 0.

Moreover, by antisymmetry, λj,i = −λi,j for all i, j ≥ 1. Condition (3) is expressed
by λ1,j �= 0 for all j �= 1.

Lemma 19. Up to a change of basis, we can suppose that λ1,j = 1 for all
j ≥ 2 and that λ2,3 ∈ {0, 1}.

Proof. We define a family of scalars by⎧⎨
⎩

α1 = 1,
α2 �= 0,
αn = λ1,2 · · ·λ1,n−1α2 if n ≥ 3.

By condition (3), all these scalars are non-zero. We put Z ′
i = αiZi. Then, for all

j ≥ 2,

[Z ′
1, Z

′
j ] = αjλ1,jZ1+j =

αjλ1,j

αj+1
Z ′
1+j = Z ′

1+j .

So, replacing the Zi’s by the Z ′
i’s, we can suppose that λ1,j = 1 if j ≥ 2.

Let us suppose now that λ2,3 �= 0. We then choose

α2 =
λ1,3λ1,4

λ2,3
.

Then

[Z ′
2, Z

′
3] =

λ2,3α2α3

α5
Z ′
5 =

λ2,3α2λ1,2α2

λ1,2λ1,3λ1,4α2
Z ′
5 = Z ′

5.

So, replacing the Zi’s by the Z ′
i’s, we can suppose that λ2,3 = 1. �

Lemma 20. If i, j ≥ 2, λi,j =

i−2∑
k=0

(
i− 2

k

)
(−1)kλ2,j+k.

Proof. Let us write (3) with i = 1,

λ1,jλj+1,k + λj,kλj+k,1 + λk,1λk+1,j = 0.

If j, k ≥ 2, then λ1,j = −λk,1 = −λj+k,1 = 1, so

(4) λk+1,j = λk,j − λk,j+1.
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If k = 2, this gives the announced formula for i = 3.

Let us prove the result by induction on i. This is obvious for i = 2 and done
for i = 3. Let us assume the result at rank i− 1. Then, by (4),

λi,j = λi−1,j − λi−1,j+1

=

i−3∑
k=0

(
i− 3

k

)
(−1)kλ2,j+k −

i−3∑
k=0

(
i− 3

k

)
(−1)kλ2,j+1+k

=

i−3∑
k=0

(
i− 3

k

)
(−1)kλ2,j+k +

i−2∑
k=1

(
i− 3

k − 1

)
(−1)kλ2,j+k

= λ2,j +

i−3∑
k=1

(
i− 2

k

)
(−1)kλ2,j+k + (−1)i−2λ2,j+i−2

=
i−2∑
k=0

(
i− 2

k

)
(−1)kλ2,j+k.

So the result is true for all i ≥ 2. �

As a consequence, the λi,j ’s are entirely determined by the λ2,j ’s. We can
improve this result, using the following lemma:

Lemma 21. For all k ≥ 2, λ2,2k =
1

2k − 3

2k−4∑
l=0

(
2k − 2

l

)
(−1)lλ2,l+3.

Proof. Let us write the relation of Lemma 20 for (i, j) = (3, 2k) and (i, j) =
(2k, 3),

λ3,2k = λ2,2k − λ2,2k+1,

λ2k,3 =
2k−2∑
l=0

(
2k − 2

l

)
(−1)lλ2,3+l

= λ2,2k+1 − (2k − 2)λ2,2k +

2k−4∑
l=0

(
2k − 2

l

)
(−1)lλ2,3+l.

Summing these two relations,

−(2k − 3)λ2,2k +
2k−4∑
l=0

(
2k − 2

l

)
(−1)lλ2,3+l = 0.

This gives the announced result. �

As a consequence, the λi,j ’s are entirely determined by the λ2,j ’s, with j odd.
In order to ease the notation, we put μj = λ2,j for all j odd. Then, for example,⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λ2,4 = μ3,
λ2,6 = 2μ5 − μ3,
λ2,8 = 3μ7 − 5μ5 + 3μ3,
λ2,10 = 4μ9 − 14μ7 + 28μ5 − 17μ3,
λ2,12 = 5μ11 − 30μ9 + 126μ7 − 255μ5 + 155μ3.
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Moreover, we showed that we can assume μ3 = 0 or 1.

Remark. The coefficient λ2,2k+4 is then a linear span of coefficients μ2i+3,
0 ≤ i ≤ k. We put, for all k ∈ N,

λ2,2k+4 =

k∑
i=0

ak,iμ2i+3.

We can prove inductively the following results:

(1) For all k ∈ N, ak,k = k + 1.

(2) For all k ≥ 1, ak,k−1 = − 1
4

(
2k+2

3

)
. Up to the sign, this is the sequence

A000330 of [12] (pyramidal numbers).

(3) For all k ≥ 2, ak,k−2 = 1
2

(
2k+2

5

)
. This is the sequence A053132 of [12].

(4) The sequence (−ak,0) is the sequence of signed Genocchi numbers, A001469
in [12].

It seems that for all i ≤ k,

ak,k−i =
22i+2 − 1

i+ 1
B2i+2

(
2k + 2

2i+ 1

)
,

where the B2n’s are the Bernoulli numbers (see sequence A002105 of [12]).

3.2. Case where μ3 = 1. In this case:

Lemma 22. Suppose that μ3 = 1. Then μ5 = 1 or
9

10
.

Proof. By relation (3) for (i, j, k) = (2, 3, 4),

5μ5 − 3μ7 + μ5μ7 − 3 = 0.

If μ5 = 3, we obtain 12 = 0, absurd. So μ7 = −5μ5 − 3

μ5 − 3
. By relation (3) for

(i, j, k) = (2, 3, 6),

−2

μ5 − 3

(
(2μ5 − 4)μ5μ9 + 3− 7μ5 + μ2

5 − 5μ3
5

)
= 0.

If μ5 = 0, we obtain 2 = 0, absurd. If μ5 = 2, we obtain 66 = 0, absurd. So

μ9 = −3− 7μ5 + μ2
5 − 5μ3

5

(2μ5 − 4)μ5
.

Writing relation (3) for (i, j, k) = (3, 4, 5),

−9(μ5 − 1)5(10μ5 − 9)

μ5(μ5 − 2)(μ5 − 3)2
= 0.

So μ5 = 1 or μ5 =
9

10
. �

Proposition 23. Let us suppose that μ3 = μ5 = 1. Then⎧⎨
⎩

λ1,j = 1 if j ≥ 2,
λ2,j = 1 if j ≥ 3,
λi,j = 0 if i, j ≥ 3.
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Proof. Let us first prove inductively on j that λ2,j = 1 if j ≥ 3. This is
immediate if j = 3 or 5 and comes from λ2,4 = μ3 for j = 4. Let us suppose that
λ2,j = 1 for 3 ≤ j < n. If n = 2k is even, then

λ2,2k =
1

2k − 3

2k−4∑
l=0

(
2k − 2

l

)
(−1)l = 1 +

1

2k − 3

2k−2∑
l=0

(
2k − 2

l

)
(−1)l = 1.

If n = 2k + 1 is odd, write relation (3) for (i, j, k) = (2, 3, 2k − 2),

λ2,3λ5,2k−2 + λ3,2k−2λ2k+1,2 + λ2k−2,2λ2k,3 = 0,
3∑

l=0

(
3

l

)
(−1)lλ2,2k−2+l − λ2,2k−2 + λ2,2k−1 + λ2,2k−2(λ2,2k − λ2,2k+1) = 0,

λ2,2k−2 − 3λ2,2k−1 + 3λ2,2k − λ2,2k+1 + 1− λ2,2k+1 = 0,

1− 3 + 3− 2λ2,2k+1 + 1 = 0,

so λ2,2k+1 = 1. Finally, if i, j ≥ 3, λi,j =

i−2∑
k=0

(
i− 2

k

)
(−1)k = 0. �

Lemma 24. For all N ≥ 2,

SN =

N∑
l=0

(
N

l

)
(−1)l

(l + 1)

(l + 2)(l+ 3)
=

N − 1

(N + 3)(N + 2)(N + 1)
.

Proof. Indeed,

SN =
N∑
l=0

N !

(l + 3)!(N − l)!
(−1)l(l + 1)2

=
1

(N + 3)(N + 2)(N + 1)

N+3∑
j=3

(
N + 3

j

)
(−1)j(j − 2)2

=
1

(N + 3)(N + 2)(N + 1)

N+3∑
j=0

(
N + 3

j

)
(−1)j(j − 2)2

− 1

(N + 3)(N + 2)(N + 1)
(4− (N + 3))

= 0 +
N − 1

(N + 3)(N + 2)(N + 1)
.

�

Proposition 25. Let us suppose that μ3 = 1 and μ5 =
9

10
. Then, for all

i, j ≥ 1,

λi,j =
6(i− j)(i− 2)!(j − 2)!

(i+ j − 2)!
.

Proof. We first prove that λ2,n =
6(n− 2)

(n− 1)n
. This is immediate for n = 1, 2,

3, 4, 5. Let us assume the result for all j < n, with n ≥ 6. If n = 2k is even, using



206 LOÏC FOISSY

Lemma 20,

λ2,2k =
6

2k − 3

2k−4∑
l=0

(
2k − 2

l

)
(−1)l

l + 1

(l + 2)(l + 3)
.

Then Lemma 24 gives the result. If n = 2k + 3 is odd, let us write the relation (3)
with (i, j, k) = (2, 3, 2k),

λ2,3λ5,2k + λ3,2kλ2k+3,2 + λ2k,2λ2k+2,3 = 0.

So, with relation (4)

λ2,2k − 3λ2,2k+1 + 3λ2,2k+2 − λ2,2k+3

−λ2,2k+3(λ2,2k − λ2,2k+1) + λ2,2k(λ2,2k+2 − λ2,2k+3) = 0,

λ2,2k+3(−1− 2λ2,2k + λ2,2k+1) + λ2,2k − 3λ2,2k+1

+3λ2,2k+2 + λ2,2kλ2,2k+2 = 0,

−λ2,2k+3
(2k + 3)(k − 1)(2k + 5)

k(2k + 1)(2k − 1)
+

3(2k + 5)(k − 1)

k(k + 1)(2k − 1)
= 0,

which implies the result.
Let us now prove the result by induction on i. This is immediate if i = 1, and

the first part of this proof for i = 2. Let us assume the result at rank i. Then, by
relation (4),

λi+1,j = λi,j − λi,j+1

= 6
(j − i)(i− 2)!(j − 2)!

(i+ j − 2)!
− 6

(j + 1− i)(i− 2)!(j − 1)!

(i+ j − 1)!

= 6
(i− 1)!(j − 2)!(j + 1− i)

(i+ j − 1)!
.

So the result is true for all i, j. �

3.3. Case where μ3 = 0. In this case:

Proposition 26. If μ3 = 0, then λi,j = 0 for all i, j ≥ 2.

Proof. We first prove that μ5 = 0. If not, by (3) for (i, j, k) = (2, 3, 4),
μ5μ7 = 0, so μ7 = 0. By (3) with (i, j, k) = (2, 3, 7), −5μ5(28μ5 + 4μ9) = 0, so
μ9 = −7μ5. By (3) with (i, j, k) = (3, 4, 5), −36μ2

5 = 0: contradiction. So μ5 = 0.
Let us then prove that all the μ2k+1’s, k ≥ 1, are zero. We assume that

μ3 = μ5 = · · · = μ2k−1 = 0, and μ2k+1 �= 0, with l ≥ 3. By lemma 21, λ2,2 =
· · · = λ2,2k−1 = λ2,2k = 0 and λ2,2k+1 �= 0. By relation (3) for (i, j, k) = (2, 3, n),
combined with (4),

λ2,3λ5,n + λ3,nλn+3,2 + λn,2λn+2,3 = 0,

−(λ2,n − λ2,n+1)λ2,n+3 + λ2,n(λ2,n+2 − λ2,n+3) = 0.

For n = 2k, this gives λ2,2k+1λ2,2k+3 = 0, so λ2,2k+3 = 0. For n = 2k + 2,

(5) λ2,2k+2(λ2,2k+4 − 2λ2,2k+5) = 0.
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By Lemma 21,

λ2,2k+2 =
1

2k − 1

(
2k

2k − 2

)
λ2,2k+1

= kλ2,2k+1,

λ2,2k+4 =
1

2k + 1

((
2k + 2

2k

)
λ2,2k+3 −

(
2k + 2

2k − 1

)
λ2,2k+2 +

(
2k + 2

2k − 2

)
λ2,2k+1

)

= −k(k + 1)(2k + 1)

6
λ2,2k+1.

With (5),

λ2,2k+5 = −k(k + 1)(2k + 1)

12
λ2,2k+1.

By relation (3) for (i, j, k) = (3, 4, 2k),

λ3,4λ7,2k + λ4,2kλ4+2k,3 + λ2k,3λ2k+3,4 = 0.

Moreover, using Lemma 20,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

λ3,4 = λ2,4 − λ2,5 = 0,
λ4,2k = λ2,2k − 2λ2,2k+1 + λ2,2k+2,

λ3,4+2k = λ2,4+2k − λ2,5+2k,
λ2k,3 = −λ2,2k + λ2,2k+1,

λ3+2k,4 = −λ2,3+2k + 2λ2,4+2k − λ2,5+2k.

This gives
λ2
2,2k+1k(3k − 11)(2k + 1)(k + 1)

12
= 0,

so λ2,2k+1 = μ2k+1 = 0: contradiction. So all the μ2k+1, k ≥ 1, are zero. By Lemma
21, the λ2,i’s, i ≥ 2, are zero. By Lemma 20, the λi,j ’s, i, j ≥ 2, are zero. �

Theorem 27. Up to isomorphism, there are three FdB Lie algebras:

(1) The Faà di Bruno Lie algebra gFdB, with basis (ei)i≥1, and the bracket
given by [ei, ej ] = (j − i)ei+j for all i, j ≥ 1.

(2) The corolla Lie algebra gc, with basis (ei)i≥1, and the bracket given by
[e1, ej ] = ej+1 and [ei, ej ] = 0 for all i, j ≥ 2.

(3) Another Lie algebra g3, with basis (ei)i≥1, and the bracket given by [e1, ei] =
ei+1, [e2, ej ] = ej+2, and [ei, ej ] = 0 for all i ≥ 2, j ≥ 3.

Proof. We have first to prove that these are indeed Lie algebras: this is done
by direct computations. Let g be a FdB Lie algebra. We showed that three cases
are possible:

(1) μ3 = 1 and μ5 =
9

10
. By Proposition 25, putting ei =

Zi

6(i− 2)!
if i ≥ 2

and e1 = Z1, we obtain the Faà di Bruno Lie algebra.
(2) μ3 = μ5 = 1. By Proposition 23, we obtain the third Lie algebra.
(3) μ3 = 0. By Proposition 26, we obtain the corolla Lie algebra.

�

Corollary 28. Let g be a FdB Lie algebra, such that if i and j are two
distinct elements of N∗, then [g(i), g(j)] �= (0). Then g is isomorphic to the Faà di
Bruno Lie algebra.
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4. Dual of enveloping algebras of FdB Lie algebras

We realized in the first section the Faà di Bruno Hopf algebra, the dual of the
enveloping algebra of the Faà di Bruno Lie algebra, as a Hopf subalgebra of H. We
now give a similar result for the two other FdB Lie algebra.

4.1. The corolla Lie algebra.

Definition 29. We denote by Hc the subalgebra of H generated by the
corollas.

Proposition 30. Hc is a graded Hopf subalgebra of H. Its dual is isomor-
phic to the enveloping algebra of the corolla Lie algebra.

Proof. The subalgebra Hc, being generated by homogeneous elements, is
graded. By Lemma 9, Hc is a Hopf subalgebra of H. As it is commutative, its
dual is the enveloping algebra of the Lie algebra Prim(H∗

c). The dual of this Lie

algebra is the Lie coalgebra coPrim(Hc) =
Hc

(1)⊕Ker(ε)2
, with cobracket δ induced

by (�⊗�) ◦ (Δ−Δop). As Hc is generated by the corollas, a basis of coPrim(Hc)
is (�(cn))n≥1. Moreover, if n ≥ 1,

(� ⊗�) ◦Δ(cn) = �(c1)⊗�(cn−1),

δ(cn) = �(c1)⊗�(cn−1)−�(cn−1)⊗�(c1).

Let (Zn)n≥1 be the basis of Prim(H∗
c), the dual of the basis (�(cn))n≥1. By duality,

for all i, j ∈ N∗, such that i �= j,

[Zi, Zj ] =

⎧⎨
⎩

Z1+j if i = 1,
−Zi+1 if j = 1,
0 otherwise.

So Prim(H∗
c) is isomorphic to the corolla Lie algebra, via the isomorphism{

gc −→ Prim(H∗
c)

ei −→ Zi.

Dually, Hc is isomorphic to U(gc)∗. �

Remark. We work in K[T ][β]. The generators of H1,β then satisfy

xn+1 =
[n]β!

n!
cn+1 +O(βn−2).

Note that the degree of [n]β! in β is n− 1. So

lim
β→∞

n!

[n]β!
xn+1 = cn+1.

In this sense, the Hopf algebra Hc is the limit of H1,β when β goes to infinity.

4.2. The third FdB Lie algebra. We consider the following element of Ĥ:

Y = B+

(
exp

(
�

� − 1

2
�

2 + �

))
=

∑
n≥1

yn.
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For example

y1 = �

y2 = �

�

,

y3 = �

�

�

,

y4 = �∨��
�

− 1

3
�∨�� � ,

y5 =
1

2
�∨��
��

− 1

12
�∨����� �

.

Definition 31. We denote by H3 the subalgebra of H generated by the
yn’s.

Proposition 32. H3 is a graded Hopf subalgebra of H. Its dual is isomor-
phic to the enveloping algebra of the third FdB Lie algebra.

Proof. The subalgebra H3, being generated by homogeneous elements, is

graded. An easy computation proves that X = �

� − 1

2
�

2 + � is a primitive ele-

ment of H. As a consequence, in Ĥ, by (1),

Δ(X) = X ⊗ 1 + 1⊗X,

Δ(exp(X)) = exp(X ⊗ 1 + 1⊗X)

= exp(X ⊗ 1) exp(1⊗X)

= (exp(X)⊗ 1)(1⊗ exp(X))

= exp(X)⊗ exp(X),

Δ(Y ) = Δ ◦B+(exp(X))

= Y ⊗ 1 + exp(X)⊗ Y.

Moreover, X = y2 − 1

2
y21 + y1 ∈ H3, so taking the homogeneous component of

degree n of Δ(Y ), we obtain

Δ(yn) = yn ⊗ 1 +
n∑

k=1

n−k∑
l=1

∑
a1+···+al=n−k

1

l!
xa1

· · ·xal
⊗ yk,

where x1 = � = y1, x2 = �

� − 1
2
� � = y2 − 1

2y
2
1 and xi = 0 if i ≥ 3, so Δ(yn) ∈

H3 ⊗ H3 and H3 is a Hopf subalgebra of H. As it is commutative, its dual is
the enveloping algebra of the Lie algebra Prim(H∗

3). The dual of this Lie algebra

is the Lie coalgebra coPrim(H3) =
H3

(1)⊕Ker(ε)2
, with cobracket δ induced by

(� ⊗ �) ◦ (Δ − Δop). As H3 is generated by the yn’s, a basis of coPrim(H3) is
(�(yn))n≥1. Moreover,

(� ⊗�) ◦Δ(Y ) = �(exp(X))⊗�(Y )

= �(X)⊗�(Y )

= (�(y2) +�(y1))⊗�(Y ).
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Taking the homogeneous component of degree n, with the convention y−1 = y0 = 0,

(� ⊗�) ◦Δ(yn) = �(y2)⊗�(yn−2) +�(y1)⊗�(yn−1),

δ(�(yn)) = �(y2)⊗�(yn−2) +�(y1)⊗�(yn−1)

−�(yn−2)⊗�(y2)−�(yn−1)⊗�(y1).

Let (Zn)n≥1 be the basis of Prim(H∗
3) dual to the basis (�(cn))n≥1. By duality,

for all i, j ∈ N∗, such that i ≥ 2 and j ≥ 3,⎧⎨
⎩

[Z1, Zi] = Z1+j ,
[Z2, Zj ] = Z2+j ,
[Zi, Zj ] = 0.

So Prim(H∗
3) is isomorphic to third FdB Lie algebra, via the morphism{

g3 −→ Prim(H∗
c)

ei −→ Zi.

Dually, H3 is isomorphic to U(g3)∗. �
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From Gauge Anomalies to Gerbes and Gerbal Actions

Jouko Mickelsson

Abstract. The purpose of this contribution is to point out connections be-
tween recent ideas about the gerbes and gerbal actions (as higher categorical
extension of representation theory) and the old discussion in quantum field the-
ory on commutator anomalies, gauge group extensions, and 3-cocycles. The
unifying concept is the classical obstruction theory for group extensions as

explained in the reference [M].

1. INTRODUCTION

It was first realized through perturbative analysis of gauge theories that gauge
symmetry is broken in the presence of chiral fermions, [ABJ]. Later, it was found
that this phenomenon is related to the index theory of (families) of Dirac operators.
In particular, the effective action functional, defined as a regularized determinant of
the Dirac operator, is not always gauge invariant and the lack of invariance can be
formulated as the curvature of a complex line bundle, the determinant line bundle,
over the moduli space of gauge connections, [AS].

In the Hamiltonian formulation of gauge theory the symmetry breaking man-
ifests itself as a modification of the commutation relations of the Lie algebra of
infinitesimal gauge transformations. The gauge algebra (in the case of a trivial
vector bundle) is the Lie algebra of functions Mg from the physical space M to a
finite-dimensional Lie algebra g. The commutation relations of the modified algebra
can be written as

[(X, a), (Y, b)] = ([X,Y ],LXb− LY a+ c(A;X,Y ))

where [X,Y ] is the point wise commutator in Mg and a, b are complex-valued func-
tions of the gauge potential A, LX is the Lie derivative defined by an infinitesimal
gauge transformation X, and c is a Lie algebra 2-cocycle determining an extension
of Mg. In the case when M is the unit circle S1 it turns out that c is independent of
A and we have a central extension defining (when g is simple) an affine Kac-Moody
algebra (here a, b are constant functions).

When dimM > 1 the cocycle c depends explicitly on A. It is still an open
question whether this algebra has interesting faithful Hilbert space representations,

2010 Mathematics Subject Classification. Primary 17B56, Secondary 17B65, 22E41, 22E67.

c© 2010 Jouko Mickelsson
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analogous to the highest weight representations of affine Lie algebras extensively
used in string theory and constructions of quantum field theory models in 1+1
space-time dimensions. What is known at present that there are natural unitary
Hilbert bundle actions of the extended gauge Lie algebras and groups. These come
from quantizing chiral fermions in background gauge fields. For each gauge connec-
tion A there is a fermionic Fock space FA where the quantized Dirac Hamiltonian
D̂A acts. This family of (essentially positive) Dirac operators transforms equiv-
ariantly with respect to the action of the extension of the group MG of functions
from M to G (point wise multiplication of functions). The gauge transformations
are defined as projective unitary operators between the fibers FA and FAg of the
Fock bundle, corresponding to a true action of the gauge group extension. As a
consequence, the Fock bundle is defined only as a projective bundle over the moduli
space A/MG. Actually, in order that the moduli space be a smooth manifold, one
has to restrict MG to the based gauge transformations which are functions on M
taking the value e ∈ G at a fixed base point x0 ∈ M.

A projective bundle is completely determined, up to equivalence, by the Dixmier-
Douady class, which is an element of H3(A/MG,Z). This is the origin of gerbes
in quantum field theory, [CMM]. Topologically a gerbe on a space X is just an
equivalence class of PU(H) = U(H)/S1 bundles over X. Here U(H) is the (con-
tractible) unitary group in a complex Hilbert space H. In terms of Čech cohomology
subordinate to a good cover {Uα} of X, the gerbe is given as a C×-valued cocycle
{fαβγ},

fαβγf
−1
αβδfαγδf

−1
βγδ = 1

on intersections Uα ∩Uβ ∩Uγ ∩Uδ. This cocycle arises from the lifting problem: A
PU(H) bundle is given in terms of transition functions gαβ with values in PU(H).
After lifting these to U(H) one gets a family of functions ĝαβ which satisfy the
1-cocycle condition up to a phase,

ĝαβ ĝβγ ĝγα = fαβγ1.

The notion of gerbal action was introduced in the recent paper [FZ]. This is to
be viewed as the next level after projective actions related to central extensions of
groups and is given in terms of third group cohomology. In fact, the appearance of
third cohomology in this context is not new and is related to group extensions as
explained in [M]. In the simplest form, the problem is the following. Let F be an
extension of G by the group N,

1 → N → F → G → 1

an exact sequence of groups. Suppose that 1 → a → N̂ → N → 1 is a central
extension by the abelian group a. Then one can ask whether the extension F of G
by N can be prolonged to an extension of G by the group N̂ . The obstruction to
this is an element in the group cohomology H3(G, a) with coefficients in a. In the
case of Lie groups, there is a corresponding Lie algebra cocycle representing a class
in H3(g, a), where a is the Lie algebra of a. We shall demonstrate this in detail for
an example arising from the quantization of gauge theory. It is closely related to
the idea in [Ca], further elaborated in [CGRS], which in turn was a response to
a discussion in the 80’s on breaking of the Jacobi identity for the field algebra in
Yang-Mills theory [GJJ].
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The paper is organized as follows. In Section 2 we explain the gauge group
extensions arising from the action on bundles of fermionic Fock spaces over back-
ground gauge fields and the corresponding Lie algebra cocycles. Section 3 consists
of a general discussion how gerbal action arises from the group of outer automor-
phisms of an associative algebra, how this leads to a 3-cocycle on the symmetry
group, and finally we give an example coming from Yang-Mills theory in 1+1 space-
time dimensions. Section 4 contains a generalization to Yang-Mills theory in higher
space-time dimensions. Finally in Section 5 we explain an application to twisted
K-theory on moduli space of gauge connections.

2. BUNDLES OF FOCK SPACES OVER GAUGE CONNECTIONS

A basic problem in quantum field theory in more than two space-time dimen-
sions is that the representations of the canonical anticommutation relations algebra
(CAR) are not equivalent in different background gauge fields, and this leads to var-
ious divergences in perturbation theory. However, in the case of the linear problem
of quantizing fermions in a background gauge field one can construct the hamilton-
ian and the Hilbert space in a nonperturbative way. One can actually avoid the
divergences by taking systematically into account the need of dealing with a family
of nonequivalent CAR algebra representations.

The method introduced in [Mi93] and generalized in [LM] is based on the ob-
servation that, for each gauge connection A in the family A of all gauge connections
on a vector bundle E over a compact spin manifold, one can choose a unitary op-
erator TA in the Hilbert space H of L2 sections in the tensor product of the spin
bundle and the vector bundle E such that the Dirac Hamiltonian DA is conjugated
to D̃A = TADAT

−1
A such that the equivalent Hamiltonian D̃A can be quantized in

the “free” Fock space, the Fock space for a fixed background connection A0. In the
case of a trivial bundle E one can take as A0 the globally defined gauge connection
represented by the 1-form equal to zero.

The action of the group G of smooth gauge transformations A �→ Ag = g−1Ag+
g−1dg on the family D̃A is then given by

D̃A �→ ω(A; g)−1D̃Aω(A; g)

corresponding to DA �→ g−1DAg where, ω(A; g) = TAgT
−1
Ag satisfies the 1-cocycle

relation

ω(A; gg′) = ω(A; g)ω(Ag; g′).

Furthermore, the cocycle satisfies the condition that [ε, ω(A; g)] is Hilbert-Schmidt.
Here ε is the sign DA0

/|DA0
| of the free Dirac operator. This means that the

operators ω(A; g) belong to the restricted unitary group Ures(H+ ⊕ H−) where
H = H+ ⊕H− is the polarization of H with respect to the sign operator ε, [PS].

The quantization of the operator D̃A is obtained in a fermionic Fock space
F which carries an irreducible representation of the CAR algebra B, which is a
completion of the algebra defined by generators and relations according to

a∗(u)a(v) + a(v)a∗(u) = 2〈v, u〉
and all other anticommutators equal to zero. Here u, v ∈ H and 〈·, ·〉 is the Hilbert
space inner product (antilinear in the first argument). The representation is fixed
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(up to equivalence) by the requirement that there exists a vacuum vector |0〉 ∈ F
such that

a(u)|0〉 = 0 = a∗(v)|0〉, for u ∈ H+, v ∈ H−.

The group Ures(H) has a central extension by S1 such that the Lie algebra
central extension is given by the 2-cocycle c(X,Y ) = 1

4 tr ε[ε,X][ε, Y ]. The central

extension Ûres has a unitary representation g �→ ĝ in F fixed by the requirement

ĝa∗(u)ĝ−1 = a∗(gu)

for all u ∈ H.
If we choose a lift ω̂(A; g) of the element ω(A, g) to unitaries in the Fock space

F we can write

ω̂(A; gg′) = Φ(A; g, g′)ω̂(A; g)ω̂(Ag; g′)

where Φ takes values in S1. It is a 2-cocycle by construction,

Φ(A; g, g′)Φ(A; gg′, g′′) = Φ(A; g, g′g′′)Φ(Ag; g′, g′′),

which is smooth in an open neighborhood of the neutral element in G. This just
reflects the associativity in the group multiplication in the central extension Ûres.

Taking the second derivative

d2

dtds
|t=s=0Φ(A; etX , esY ) =

1

2
c(A;X,Y )

gives a 2-cocycle c for the Lie algebra of G with coefficients in the ring of complex
functions of the variable A.

The cocycle depends on the lift ω �→ ω̂ but two lifts are related by a multi-
plication by a circle-valued function ψ(A; g) and the corresponding 2-cocycles are
related by a coboundary,

Φ′(A; g, g′) = Φ(A, g, g′)ψ(A; gg′)ψ(A; g)−1ψ(Ag; g′)−1.

The Lie algebra cocycle c satisfies

c(A;X, [Y, Z]) + LXc(A;Y, Z) + cyclic permutations = 0,

where LX is the Lie derivative acting on functions f(A) through infinitesimal gauge
transformations, (LXf)(A) = Df(A) · ([A,X] + dX).

Explicit expressions for the cocycle c have been computed in the literature;
for example if the physical space is a circle we get the central extension of a loop
algebra (affine Kac-Moody algebra),

(2.1) c(A;X,Y ) =
1

2π

∫
S1

trXdY,

where the trace is evaluated in a finite dimensional representation of G. In this case
c does not depend on A and the abelian extension reduces to a central extension.
This reflects the fact that elements of LG act in the Hilbert space H through an
embedding LG → Ures and we can simply choose TA ≡ 1 for all gauge connections
A.

In three dimensions the simplest expression for the cocycle is, [Fa], [Mi85],

(2.2) c(A;X,Y ) =
1

24π2

∫
M

trA[dX, dY ].
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3. GERBAL ACTIONS AND 3-COCYCLES

Let B be an associative algebra and G a group. Assume that we have a group
homomorphism s : G → Out(B) where Out(B) is the group of outer automorphisms
of B, that is, Out(B) = Aut(B)/In(B), all automorphisms modulo the normal sub-
group of inner automorphisms. If one chooses any lift s̃ : G → Aut(B) then we can
write

s̃(g)s̃(g′) = σ(g, g′) · s̃(gg′)
for some σ(g, g′) ∈ In(B). From the definition follows immediately the cocycle
property

(3.1) σ(g, g′)σ(gg′, g′′) = [s̃(g)σ(g′, g′′)s̃(g)−1]σ(g, g′g′′) for all g, g′, g′′ ∈ G.

Next, let H be any central extension of In(B) by an abelian group a. That is, we
have an exact sequence of groups,

1 → a → H → In(B) → 1.

Let σ̂ be a lift of the map σ : G×G → In(B) to a map σ̂ : G×G → H (by a choice
of section In(B) → H). We have then

σ̂(g, g′)σ̂(gg′, g′′) = [s̃(g)σ̂(g′, g′′)s̃(g)−1]σ̂(g, g′g′′) · α(g, g′, g′′) for all g, g′, g′′ ∈ G

where α : G×G×G → a. Here the action of the outer automorphism s(g) on σ̂(∗)
is defined by s(g)σ̂(∗)s(g)−1 = the lift of s(g)σ(∗)s(g)−1 ∈ In(B) to an element in
H. One can show that α is a 3-cocycle [M, Lemma 8.4],

α(g2, g3, g4)α(g1g2, g3, g4)
−1α(g1, g2g3, g4)α(g1, g2, g3g4)

−1α(g1, g2, g3) = 1.

Remark If we work in the category of topological groups (or Lie groups) the
lifts above are in general discontinuous; normally, we can require continuity (or
smoothness) only in an open neighborhood of the unit element.

Next we construct an example from quantum field theory. Let G be a compact
simply connected Lie group and P the space of smooth paths f : [0, 1] → G with
initial point f(0) = e, the neutral element, and quasiperiodicity condition that
f−1df should be a smooth function.

P is a group under point wise multiplication but it is also a principal ΩG bundle
over G. Here ΩG ⊂ P is the loop group with f(0) = f(1) = e and π : P → G is the
projection to the end point f(1). Fix a unitary representation ρ of G in CN and
denote H = L2(S1,CN ).

For each polarization H = H− ⊕H+ we have a vacuum representation of the
CAR algebra B(H) in a Hilbert space F(H+). Denote by C the category of these
representations. Denote by a(v), a∗(v) the generators of B(H) corresponding to a
vector v ∈ H,

a∗(u)a(v) + a(v)a∗(u) = 2〈v, u〉
and all the other anticommutators equal to zero.

Any element f ∈ P defines a unique automorphism of B(H) with φf (a
∗(v)) =

a∗(f · v), where f · v is the function on the circle defined by ρ(f(x))v(x). These
automorphisms are in general not inner except when f is periodic. We have now a
map s : G → Aut(B)/In(B) given by g �→ F (g) where F (g) is an arbitrary smooth
quasiperiodic function on [0, 1] such that F (g)(1) = g. Any two such functions
F (g), F ′(g) differ by an element σ of ΩG, F (g)(x) = F ′(g)(x)σ(x). Now σ is an
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inner automorphism through a projective representation of the loop group ΩG in
F(H+).

In an open neighborhood U of the neutral element e in G we can fix in a smooth
way for any g ∈ U a path F (g) with F (g)(0) = e and F (g)(1) = g. Of course, for a
connected group G we can make this choice globally on G but then the dependence
of the path F (g) would not be a continuous function of the end point. For a pair
g1, g2 ∈ G we have σ(g1, g2)F (g1g2) = F (g1)F (g2) with σ(g1, g1) ∈ ΩG.

For a triple of elements g1, g2, g3 we have now

F (g1)F (g2)F (g3) = σ(g1, g2)F (g1g2)F (g3) = σ(g1, g2)σ(g1g2, g3)F (g1g2g3).

In the same way,

F (g1)F (g2)F (g3) = F (g1)σ(g2, g3)F (g2g3) = [g1σ(g2, g3)g
−1
1 ]F (g1)F (g2g3)

= [g1σ(g2, g3)g
−1
1 ]σ(g1, g2g3)F (g1g2g3)

which proves the cocycle relation (3.1) .
Lifting the loop group elements σ to inner automorphisms σ̂ through a projec-

tive representation of ΩG we can write

σ̂(g1, g2)σ̂(g1g2, g3) = Aut(g1)[σ̂(g2, g3)]σ̂(g1, g2g3)α(g1, g2, g3),

where α : G × G × G → S1 is some phase function arising from the fact that the
projective lift is not necessarily a group homomorphism. Since (in the case of a Lie
group) the function F (·) is smooth only in a neighborhood of the neutral element,
the same is true also for σ and finally for the cocycle α.

An equivalent point of view to the construction of the 3-cocycle α is this: We are
trying to construct a central extension P̂ of the group P of paths in G (with initial
point e ∈ G) as an extension of the central extension over the subgroup ΩG. The
failure of this central extension is measured by the cocycle α, as an obstruction
to associativity of P̂ . On the Lie algebra level, we have a corresponding cocycle
c3 = dα which is easily computed. The cocycle c of Ωg extends to the path Lie
algebra Pg as

c(X,Y ) =
1

4πi

∫
[0,2π]

tr (XdY − Y dX).

This is an antisymmetric bilinear form on Pg but it fails to be a Lie algebra 2-
cocycle. The coboundary is given by

(δc)(X,Y, Z) = c(X, [Y, Z]) + c(Y, [Z,X]) + c(Z, [X,Y ])

= − 1

4πi
trX[Y, Z]|2π = dα(X,Y, Z).

Thus δc reduces to a 3-cocycle of the Lie algebra g of G on the boundary x = 2π.
This cocycle defines by left translations on G the left-invariant de Rham form
− 1

12πi tr (g
−1dg)3; this is normalized as 2πi times an integral 3-form on G.

Let f1, f2 ∈ P and f12 ∈ P with the property f1(2π)f2(2π) = f12(2π). Then
we have a fiber S1 over the loop φ12 = f1(t)f2(t)f12(t)

−1 coming from the central

extension Ω̂G → ΩG. Concretely, this fiber can be realized geometrically as a pair
(f, λ) where f : D → G, D is the unit disk with boundary S1 such that the
restriction of f to S1 is the loop above, and λ ∈ S1. Two pairs (f, λ), (f ′, λ′) are

equivalent if the restrictions of f, f ′ to the boundary are equal and λ′ = λeW (f,f ′),
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where

W (f, f ′) = W (g) =
1

12πi

∫
B

tr (g−1dg)3,

where B is a unit ball with boundary S2 = S2
+ ∪ S2

− and g is any extension to B
of the map f ∪ f ′ on S2 obtained by joining f, f ′ on the boundary circle S1 of the
unit disk D. The value of W (g) depends on the extension g of f ∪ f ′ only modulo
2πi times an integer and therefore exp(W (f, f ′)) is well-defined. The product in
the central extension of the full loop group LG is then defined as

[(f, λ)] · [(f ′, λ′)] = [(ff ′, λλ′eγ(f,f
′))],

where

γ(f, f ′) =
1

4πi

∫
D

tr f−1df ∧ df ′f ′−1
,

see [Mi87] for details; here the square brackets mean equivalence classes of pairs,
subject to the equivalence defined above.

The 3-cocycle α can now be written in terms of the local data as

α = exp[γ(φ12, φ12,3)− γ(Autf1φ23, φ1,23) +W (h)]

where φ12,3 is an extension to the disk of the loop composed from the paths f1f2
and f3 and the path f12,3 joining the identity e to g1g2g3. h is the function on D,
equal to the neutral element on the boundary, such that φ12φ12,33 = φ12φ12,3h. The
value of α now depends, besides on the paths fi, on the extensions φ to the disk
D of the boundary loops determined by fi, f12, f23, f12,3, f1,23. However, different
choices of extensions are related by phase factors which can be obtained from the
equivalence relation

(φ, λ) ≡ (φh, λeγ(φ,h)+W (h))

defining the central extension of the loop group.

4. THE CASE OF HIGHER DIMENSIONS

The construction of the gerbal action of G has a generalization which comes
from a study of gauge anomalies in higher dimensions. Let M be the boundary of
a compact contractible manifold N. Fix again a compact Lie group G and denote
now by MG the group of smooth maps from a compact manifold M to G, which
can be extended to N. This is an infinite-dimensional Lie group under point wise
multiplication of maps. Denote by NG the smooth maps from N to G such that
the normal derivatives at the boundary M vanish to all orders. Finally, let G be
the normal subgroup of NG consisting of maps equal to the constant e ∈ G on the
boundary. This will play the role of ΩG in the previous section. Now NG/G = MG.

We also assume that M is the boundary of another copy N ′ of N and denote
by N the manifold obtained from N,N ′ by gluing along the common boundary.
We also assume a spin structure and Riemannian metric given on N.

We may view elements f ∈ NG as g-valued vector potentials on the space N.
This correspondence is given by f �→ A = f−1df on N and A′ is fixed from the
boundary values A|M and from a contraction of N ′ to one point. This construction
gives a map from the group MG to the moduli space of gauge connections in a
trivial vector bundle over N.
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Example Let M = Sn, viewed as the equator in the sphere Sn+1. Fix a
path α from the South Pole of Sn+1 to the North Pole. Then for any great circle
joining the North Pole to the South Pole we can take the union with α, giving a
loop starting from the South Pole and traveling via the North Pole. For a given
(globally defined) vector potential A let gA be the holonomy around this loop. The
great circles are parametrized by points on the equator Sn and thus we obtain a
map Sn → G. The group G of based gauge transformations, those which are equal
to the identity on the South Pole, does not affect the holonomy, thus we obtain a
map from the moduli space A/G of gauge connections (in a trivial vector bundle)
to SnG, the group of contractible maps from Sn to G. The same construction can
be made for any n-sphere Sn around the South Pole, and we may view Sn+1 as the
(n+ 1)-dimensional solid ball N with boundary M = Sn contracted to one point,
the South Pole of Sn+1. Here G is viewed as the group G-valued maps on N equal
to the constant e on the boundary. In this case one can actually show that the
gauge moduli space A/G is homotopy equivalent to MG.

The above example can be extended to the case of gauge connections in a
nontrivial vector bundle, but then the moduli space is disconnected and we should
allow SnG to consist of all smooth maps, not only the contractible ones. In the case
n = 2 there is no difference, since for any finite-dimensional Lie group π2G = 0.

The main difference as compared to the case of loop groups is that the trans-
formations f ∈ G are not in general implementable Bogoliubov automorphisms.
However, as explained in Section 2, they are well-defined automorphism of a Hilbert
bundle F over A, the space of g-valued connections on N. The fibers of this bundle
are fermionic Fock spaces and each of them carries an (inequivalent) representation,
in the category C, of the canonical anticommutation relations, with a Dirac vacuum
which depends on the background field A ∈ A. The group G acts on this bundle

through an abelian extension Ĝ.
The 3-cocycle is constructed in essentially the same way as in Section 3. So for

an element g ∈ MG select f ∈ NG such that the restriction of f to the boundary
is equal to g. For any pair g1, g2 ∈ MG we have then f1f2f

−1
12 ∈ G where again

f12 ∈ NG such that f12|M = g1g2. For a triple g1, g2, g3 ∈ MG we then construct
α(A; g1, g3, g3) ∈ S1 as before, but now it depends on the connection A since the
operators σ̂ now all depend on A.

σ̂A′(g1, g2)σ̂A(g1g2, g3) = Aut(g1)[σ̂A′′(g2, g3)]σ̂A(g1, g2g3)α(A; g1, g2, g3),

where A′ = Aσ(g1g2,g3) is the gauge transform of A by σ(g1g2, g3) ∈ G and similarly
A′′ is the gauge transform of A by σ(g1, g2g3).

Example Again, passing to the Lie algebra cocycles one gets reasonably simple
expressions. For example, in the case dimM = 2 the Lie algebra extension of Lie(G)
is given by the 2-cocycle (2.2) and for a manifold N with boundary M this formula
is not a cocycle but its coboundary is the Lie algebra 3-cocycle

(4.1) dα(X,Y, Z) = − 1

8π2

∫
M

trX[dY, dZ].

In this case the cocycle does not depend on the variable A but when dimM > 2 it
does.
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5. TWISTED K-THEORY ON MODULI SPACES OF GAUGE
CONNECTIONS

Let P be a principal bundle over a space X with model fiber equal to the pro-
jective unitary group PU(H) = U(H)/S1 of a complex Hilbert space. It is known
that equivalence classes of such bundles are classified by elements in H3(X,Z), the
Dixmier-Douady class of the bundle, [DD].

K-theory of X twisted by P, denoted by K∗(X,P ), is defined as the abelian
group of homotopy classes of sections of a bundle Q, defined as an associated bundle
with fiber equal to the (Z2 graded) space of Fredholm operators in H with PU(H)
action given by the conjugation T �→ gTg−1. The grading is as in ordinary complex
K-theory: The even sector is defined by the space of all Fredholm operators whereas
the odd sector is defined by self-adjoint operators with both positive and negative
essential spectrum. As a model, one can use either bounded Fredholm operators,
or unbounded operators, for example with the graph topology, [AtSe].

If X = G is a compact Lie group one can construct elements of K∗(G,P ) in

terms of highest weight representations of the central extension L̂G, [Mi04]. Ac-
tually, these come as G-equivariant classes, under the conjugation action of G on
itself. In the equivariant case the construction ofK∗(G,P ) is related to the Verlinde
algebra in conformal field theory, [FHT]. Although for simple compact Lie groups
there exist classification theorems [Do], [Br] also in the nonequivariant case it is still
an open problem how to give explicit constructions for all classes in the nonequiv-
ariant case, in terms of families of Fredholm operators, using representation theory,
even for unitary groups SU(n) when n > 3.

Let ω : A×G → Ures(H+⊕H−) be the 1-cocycle constructed in Section 2. Let
Y be a family of Fredholm operators in F which is is mapped onto itself under a
projective representation g �→ ĝ of Ures in F , T �→ ĝT ĝ−1 ∈ Y for any T ∈ Y.

Now we have an action of a central extension of the groupoid (A,G) on Y by

(A, g) : Y → Y, T �→ ω̂(A; g)T ω̂(A; g)−1.

We can also view this as a central extension of the transformation groupoid defined
by the action of the gauge group G on the space A× Y. If G is the group of based
gauge transformations then it acts freely on A and therefore also freely on A× Y .
If furthermore Y is contractible then (A× Y )/G � A/G is the gauge moduli space.

A system of Fredholm operators transforming covariantly under Ures can be
constructed from a Dirac operator on the infinite-dimensional Grassmann manifold
Grres = Ures(H+ ⊕H−)/(U(H+) × U(H−)), [Tä]. The members of the family are
parametrized by a gauge connection on a complex line bundle L over Grres. The
line bundle L is used as twisting of the spin bundle over Grres, and can be viewed
as defining a Spinc structure on Grres.

In the case when A is the space of gauge connections on the circle and G = LG
is a loop group the cocycle ω(A; g) does not depend on A and it gives a unitary
representation of LG in the Hilbert space H and g �→ ĝ is given by a representation

of a central extension L̂G in F . As Y we can take the family QA of supercharges
in [Mi04] parametrized by points in A. This means that in the notation above, we
can identify A as the diagonal in A×Y and we have a natural identification of the
groupoid moduli space with the moduli space of gauge connections on the circle.
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Here the groupoid action defines an element in the twisted G-equivariant K-theory
on G. In fact, in the case of the circle, one can directly work with highest weight
representations of the loop group without using the embedding LG ⊂ Ures.
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A Microlocal Approach to Fefferman’s Program in
Conformal and CR Geometry

Raphaël Ponge

Motivated by the analysis of the singularity of the Bergman kernel of a strictly
pseudoconvex domain D ⊂ Cn+1, Fefferman [Fe2] launched the program of deter-
mining all local invariants of a strictly pseudoconvex CR structure. This program
was subsequently extended to deal with local invariants of other parabolic geome-
tries, including conformal geometry (see [FG1]). Since Fefferman’s seminal paper
further progress has been made, especially recently (see, e.g., [Al2], [BEG], [GH],
[Hi1], [Hi2]). In addition, there is a very recent upsurge of new conformally in-
variant Riemannian differential operators (see [Al2], [Ju]).

In this article we present the results of [Po4] on the logarithmic singularities
of the Schwartz kernels and Green kernels of general invariant pseudodifferential
operators in conformal and CR geometry. This connects nicely with results of
Hirachi ([Hi1], [Hi2]) on the logarithmic singularities of the Bergman and Szegö
kernels on boundaries of strictly pseudoconvex domains.

The main result in the conformal case (Theorem 3) asserts that in odd di-
mension, as well as in even dimension below the critical weight (i.e. half of the
dimension), the logarithmic singularities of Schwartz kernels and Green kernels of
conformally invariant Riemannian ΨDOs are linear combinations of Weyl confor-
mal invariants, that is, of local conformal invariants arising from complete tensorial
contractions of covariant derivatives of the ambient Lorentz metric of Fefferman-
Graham ([FG1], [FG2]). Above the critical weight the description in even dimen-
sion involves the ambiguity-independent Weyl conformal invariants recently defined
by Graham-Hirachi [GH], as well as the exceptional local conformal invariants of
Bailey-Gover [BG]. In particular, by specializing this result to the GJMS opera-
tors of [GJMS], including the Yamabe and Paneitz operators, we obtain invariant
expressions for the logarithmic singularities of the Green kernels of these operators
(see Theorem 4).

In the CR setting the relevant class of pseudodifferential operators is the class
of ΨHDOs introduced by Beals-Greiner [BGr] and Taylor [Tay]. In this context
the main result (Theorem 6) asserts that the logarithmic singularities of Schwartz
kernels and Green kernels of CR invariant ΨHDOs are local CR invariants, and
below the critical weight are linear combinations of complete tensorial contractions
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of covariant derivatives of the curvature of the ambient Kähler-Lorentz metric of
Fefferman [Fe2]. As a consequence this allows us to get invariant expressions for the
logarithmic singularities of the Green kernels of the CR GJMS operators of [GG]
(see Theorem 7).

The setup of the the first part of the paper, Sections 1–5, is conformal geom-
etry. The main results on the logarithmic singularities of conformally invariant
ΨDOs are presented in Section 5. In the previous sections, we review the main
definitions and examples concerning local conformal invariants and conformally in-
variant differential operators (Section 1), conformally invariant ΨDOs (Section 2),
the logarithmic singularity of the Schwartz kernel of a ΨDO (Section 3) and the
program of Fefferman in conformal geometry (Section 4).

The setup of the second part, Sections 6–10, is pseudo-Hermitian and CR ge-
ometry. In Section 6, we review the motivating example of the Bergman kernel of
a strictly pseudoconvex domain. Section 7 is an overview of the main facts about
the Heisenberg calculus. In Section 8, we present important definitions and proper-
ties concerning pseudo-Hermitian geometry, local pseudo-Hermitian invariants and
pseudo-Hermitian invariant ΨHDOs. In Section 9, we review the main facts about
local CR invariants, CR invariant operators and the program of Fefferman in CR
geometry. In Section 10, we present the main results concerning the logarithmic
singularities of CR invariant operators.

This proceeding is a survey of the main results of [Po4].

1. Conformal Invariants

Up to Section 5, we denote by M a Riemannian manifold of dimension n and
we denote by gij and Rijkl its metric and curvature tensors. As usual we shall use
the metric and its inverse gij to lower and raise indices. For instance, the Ricci
tensor is ρjk = R i

ijk = gilRijkl and the scalar curvature is κg = ρ j
j = gjiρij .

1.1. Local conformal invariants. In the sequel we denote by Mn(R)+ the
open subset of Mn(R) consisting of positive definite matrices.

Definition 1. A local Riemannian invariant of weight w is the datum on each
Riemannian manifold (Mn, g) of a function Ig ∈ C∞(M) such that:

(i) There exist finitely many functions aαβ in C∞(Mn(R)+) such that, in any
local coordinates,

(1) Ig(x) =
∑

aαβ(g(x))(∂
αg(x))β .

(ii) For all t > 0,

(2) Itg(x) = t−wIg(x).

Using Weyl’s invariant theory for O(n) (see, e.g, [Gi]) we obtain the following
determination of local Riemannian invariants.

Theorem 1 (Weyl, Cartan). Any local Riemannian invariant is a linear com-
bination of Weyl Riemannian invariants, that is, of complete contractions of the
curvature tensor and its covariant derivatives.

For instance, the only Weyl Riemannian invariant of weight 1 is the scalar
curvature κg. In weight 2 the Weyl Riemannian invariants are

(3) |κg|2, |ρ|2 := ρijρij , |R|2 := RijklRijkl, Δgκg,
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where Δg denotes the Laplace operator of (M, g). In weight 3 there are 17 Weyl
invariants (see [Gi]).

Definition 2. A local conformal invariant of weight w is a local Riemannian
invariant Ig such that

(4) Iefg(x) = e−wf(x)Ig(x) ∀f ∈ C∞(M,R).

The most fundamental conformally invariant tensor is the Weyl curvature ten-
sor Wijkl. Using complete contractions of k-fold tensor powers of W we get local
conformal invariants of various weights. For instance, the following are local con-
formal invariants

|W |2 := W ijklWijkl,(5)

W kl
ij W pq

lk W ij
pq , W jk

i lW
i q
pk W pl

j q.(6)

Here |W |2 has weight 2, while the other two invariants have weight 3.
Other local conformal invariants can be obtained in terms of the ambient metric

of Fefferman-Graham ([FG1], [FG2]; see Section 4 below).

1.2. Conformally invariant operators.

Definition 3. A Riemannian invariant differential operator of weight w is the
datum on each Riemannian manifold (Mn, g) of a differential operator Pg on M
such that:

(i) There exist finitely many functions aαβγ in C∞(Mn(R)+) such that, in
any local coordinates,

(7) Pg =
∑

aαβγ(g(x))(∂
αg(x))βDγ

x .

(ii) We have

(8) Ptg = t−wPg ∀t > 0.

Definition 4. A conformally invariant differential operator of biweight (w,w′)
is a Riemannian invariant differential operator Pg such that

(9) Pefg = ew
′fPge

−wf ∀f ∈ C∞(M,R).

An important example of a conformally invariant differential operator is the
Yamabe operator,

(10) �g := Δg +
n− 2

4(n− 1)
κg,

where Δg denotes the Laplace operator. In particular,

(11) �e2fg = e−(n
2 +1)f�ge

(n
2 −1)f ∀f ∈ C∞(M,R).

A generalization of the Yamabe operator is provided by the GJMS operators
of Graham-Jenne-Mason-Sparling [GJMS]. For k = 1, . . . , n

2 when n is even, and
for all non-negative integers k when n is odd, the GJMS operator of order k is a

differential operator �(k)
g such that

(12) �(k)
g = Δ(k)

g + lower order terms,

and which satisfies

(13) �(k)

e2fg
= e−(n

2 +k)f�(k)
g e(

n
2 −k)f ∀f ∈ C∞(M,R).
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For k = 1 this operator agrees with the Yamabe operator, while for k = 2 we
recover the Paneitz operator.

Recently, Alexakis ([Al2], [Al1]) and Juhl [Ju] constructed new families of
conformally invariant operators. Furthermore, Alexakis proved that, under some
restrictions, his family of operators exhausts all conformally invariant differential
operators.

2. Conformally Invariant ΨDOs

Let U be an open subset of Rn. The (classical) symbols on U ×Rn are defined
as follows.

Definition 5. 1) Sm(U × Rn), m ∈ C, is the space of functions p(x, ξ) con-
tained in C∞(U × (Rn \ {0})) such that p(x, tξ) = tmp(x, ξ) for any t > 0.

2) Sm(U × Rn), m ∈ C, consists of functions p ∈ C∞(U × Rn) with an as-
ymptotic expansion p ∼

∑
j≥0 pm−j, pk ∈ Sk(U × Rn), in the sense that, for any

integer N , any compact K ⊂ U and any multi-orders α, β, there exists a constant
CNKαβ > 0 such that, for any x ∈ K and any ξ ∈ Rd+1 so that |ξ| ≥ 1, we have

(14) |∂α
x ∂

β
ξ (p−

∑
j<N

pm−j)(x, ξ)| ≤ CNKαβ |ξ|�m−|β|−N .

Given a symbol p ∈ Sm(U×Rn) we let p(x,D) be the continuous linear operator
from C∞

c (U) to C∞(U) such that

(15) p(x,D)u(x) = (2π)−n

∫
eix·ξp(x, ξ)û(ξ)dξ ∀u ∈ C∞

c (U).

We define ΨDOs on the manifold Mn as follows.

Definition 6. Ψm(M), m ∈ C, consists of continuous operators P from
C∞

c (M) to C∞(M) such that:

(i) The Schwartz kernel of P is smooth off the diagonal;

(ii) In any local coordinates the operator P can be written as

(16) P = p(x,D) +R,

where p is a symbol of order m and R is a smoothing operator.

Recall that the principal symbol of a ΨDO makes sense intrinsically as a func-
tion pm(x, ξ) ∈ C∞(T ∗M \ {0}) such that

(17) pm(x, λξ) = λmpm(x, ξ) ∀(x, ξ) ∈ T ∗M \ {0} ∀λ > 0.

Recall also that P is said to be elliptic if pm(x, ξ) �= 0 for all (x, ξ) ∈ T ∗M \{0}.
This is equivalent to the existence of a parametrix in Ψ−m(M), i.e., an inverse
modulo smoothing operators.

This said, in order to define Riemannian and conformally invariant ΨDOs, we
need to consider the following class of symbols.

Definition 7. Sm(Mn(R)+ × Rn), m ∈ C, consists of functions a(g, ξ) in
C∞(Mn(R)+ × (Rn \ {0})) such that a(g, tξ) = tma(g, ξ) ∀t > 0.

In the sequel we let Ψ−∞(M) denote the space of smoothing operators on M .
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Definition 8. A Riemannian invariant ΨDO of order m and weight w is the
datum for every Riemannian manifold (Mn, g) of an operator Pg ∈ Ψm(M) in such
a way that:

(i) For j = 0, 1, . . . there are finitely many ajαβ ∈ Sm−j(Mn(R)+ ×Rn) such
that, in any local coordinates, Pg has symbol

(18) σ(Pg)(x, ξ) ∼
∑
j≥0

∑
α,β

(∂αg(x))βajαβ(g(x), ξ).

(ii) For all t > 0 we have

(19) Ptg = t−wPg mod Ψ−∞(M).

Remark. For differential operators this definition is equivalent to Definition 3,
because two differential operators differing by a smoothing operator must agree.

Definition 9. A conformally invariant ΨDO of order m and biweight (w,w′)
is a Riemannian invariant ΨDO of order m such that, for all f ∈ C∞(M,R),

(20) Pefg = ew
′fPge

−wf mod Ψ−∞(M).

In the sequel we say that a Riemannian invariant is admissible if its principal
symbol does not depend on the derivatives of the metric (i.e. in (18) we can take
a0αβ = 0 for (α, β) �= 0).

Proposition 1. Let Pg be a conformally invariant ΨDO of order m and bi-
weight (w,w′).

(1) Let Qg be a conformally invariant ΨDO of order m′ and biweight (w,w′′),
and assume that Pg or Qg is properly supported. Then QgPg is a confor-
mally invariant ΨDO of order m+m′ and biweight (w,w′′).

(2) Assume that Pg is elliptic and admissible. Then the datum on every Rie-
mannian manifold (Mn, g) of a parametrix Qg ∈ Ψ−m(M) for Pg gives
rise to a conformally invariant ΨDO of biweight (w′, w).

For instance, if Q
(k)
g is a parametrix for the kth order GJMS operator �(k)

g ,

then Q
(k)
g is a conformally invariant ΨDO of biweight (n+2k

4 , n−2k
4 ). By multiplying

these operators with the operators of Alexakis and Juhl we obtain various examples
of conformally invariant ΨDOs that are not differential operators or parametrices
of elliptic differential operators

3. The Logarithmic Singularity of a ΨDO

We can give a precise description of the singularity of the Schwartz kernel
of a ΨDO near the diagonal and, in fact, the general form of these singularities
can be used to characterize ΨDOs (see, e.g., [Hö], [Me], [BGr]). In particular, if
P : C∞

c (M) → C∞(M) if a ΨDO of integer orderm ≥ −n, then in local coordinates
its Schwartz kernel kP (x, y) has a behavior near the diagonal y = x of the form

(21) kP (x, y) =
∑

−(m+n)≤j≤−1

aj(x, x− y)− cP (x) log |x− y|+O(1),

where aj(x, y) ∈ C∞(U × (Rn \ {0})) is homogeneous of degree j in y and we have

(22) cP (x) =
1

(2π)n

∫
Sn−1

p−n(x, ξ)dσ(ξ),
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where p−n(x, ξ) is the symbol of degree −n of P and we have denoted by dσ(ξ) is
the surface measure of Sn−1.

It seems to have been first observed by Connes-Moscovici [CMo] (see also [GVF])
that the coefficient cP (x) makes sense globally on M as a 1-density.

In the sequel we refer to the density cP (x) as the logarithmic singularity of the
Schwartz kernel of P .

If P is elliptic, then we shall call a Green kernel for P the Schwartz kernel of
any parametrix Q ∈ Ψ−m(M, E) for P . Such a parametrix is uniquely defined only
modulo smoothing operators, but the singularity near the diagonal of the Schwartz
kernel of Q, including the logarithmic singularity cQ(x), does not depend on the
choice of Q.

Definition 10. If P ∈ Ψm(M), m ∈ Z, is elliptic, then the Green kernel
logarithmic singularity of P is the density

(23) γP (x) := cQ(x),

where Q ∈ Ψ−m(M) is any given parametrix for P .

Next, because of (22) the density cP (x) is related to the noncommutative
residue trace of Wodzicki ([Wo1], [Wo3]) and Guillemin [Gu1] as follows.

Let Ψ<−n(M) =
⋃

�m<−nΨ
m(M) denote the class of ΨDOs whose symbols

are integrable with respect to the ξ-variable. If P is a ΨDO in this class then the
restriction to the diagonal of its Schwartz kernel kP (x, y) defines a smooth density
kP (x, x). Therefore, if M is compact then P is trace-class on L2(M) and we have

(24) TraceP =

∫
M

kP (x, x).

In fact, the map P → kP (x, x) admits an analytic continuation P → tP (x) to
the class ΨC\Z(M) of non-integer ΨDOs, where analyticity is meant with respect to
holomorphic families of ΨDOs as in [Gu2] and [KV]. Furthermore, if P ∈ ΨZ(M)
and if (P (z))z∈C is a holomorphic family of ΨDOs such that ordP (z) = ordP + z
and P (0) = P . Then, at z = 0, the map z → tP (z)(x) has at worst a simple pole
singularity with residue given by

(25) Resz=0 tP (z)(x) = −cP (x).

Suppose now that M is compact. Then the noncommutative residue is the
linear functional on ΨZ(M) defined by

(26) ResP :=

∫
M

cP (x) ∀P ∈ ΨC\Z(M).

Thanks to (22) this definition agrees with the usual definition of the noncommu-
tative residue. Moreover, by using (25) we see that if (P (z))z∈C is a holomorphic
family of ΨDOs such that ordP (z) = ordP + z and P (0) = P , then the map
z → TraceP (z) has an analytic extension to C \ Z and, at z = 0, it has at worst a
simple pole singularity with residue given by

(27) ResP = −Resz=0 TraceP (z).

Using this it is not difficult to see that the noncommutative residue is a trace on
ΨZ(M). Wodzicki [Wo2] even proved that his is the unique trace up to constant
multiple when M is connected and has dimension ≥ 2.
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Finally, let P : C∞(M) → C∞(M) be a ΨDO of integer order m ≥ 0 with a
positive principal symbol. For t > 0 let kt(x, y) denote the Schwartz kernel of e

−tP .
Then kt(x, y) is a smooth kernel and, as t → 0+,

(28) kt(x, x) ∼ t−
n
m

∑
j≥0

t
j
m aj(P )(x) + log t

∑
j≥0

tjbj(P )(x),

where we further have a2j+1(P )(x) = bj(P )(x) = 0 for all j ∈ N0 when P is a
differential operator (see, e.g., [Gi], [Gr]).

Using the Mellin Formula, we can explicitly relate the coefficients of the above
heat kernel asymptotics to the singularities of the local zeta function tP−s(x) (see,

e.g., [Wo3, 3.23]). In particular, if for j = 0, . . . , n− 1 we set σj =
n−j
m , then

(29) mcP−σj (x) = Γ(σj)
−1aj(P )(x).

The above equalities provide us with an immediate connection between the
Green kernel logarithmic singularity of P and the heat kernel asymptotics (28).
Indeed, as the partial inverse P−1 is a parametrix for P in Ψ−m(M), setting j =
n−m in (29) gives

(30) an−m(P )(x) = mcP−1(x) = mγP (x).

4. Fefferman’s Program in Conformal Geometry

In the sequel by Green kernel of an elliptic ΨDO we shall mean the Schwartz
kernel of a parametrix, and by null kernel of a selfadjoint ΨDO we shall mean the
Schwartz kernel of the orthogonal projection onto its null space.

The program of Fefferman in conformal geometry can be described as follows.

Fefferman’s Program (Analytic Aspect). Give a precise geometric descrip-
tion of the singularities of the Schwartz, Green and null kernels of conformally
invariant operators in terms of local conformal invariants.

As stated by Theorem 1, any local Riemannian invariant is a linear combination
of Weyl Riemannian invariants. Is there a similar description for local conformal
invariants? Establishing such a description is the aim of the geometric aspect of
Fefferman’s program:

Fefferman’s Program (Geometric Aspect). Determine all local invariants
of a conformal structure.

4.1. Ambient metric and Weyl conformal invariants. The analogues
in conformal geometry of the Weyl Riemannian invariants are obtained via the
ambient metric construction of Fefferman-Graham ([FG1], [FG2]).

In this section we denote by (Mn, g) a general Riemannian manifold of dimen-
sion n. Consider the metric ray-bundle,

(31) G := {t2g(x);x ∈ M, t > 0} ⊂ S2T ∗M
π−→ M.

It carries the family of dilations,

(32) δs(x, ḡ) := s2ḡ ∀x ∈ M ∀ḡ ∈ Gx ∀s > 0,

It also carries the (degenerate) tautological metric,

(33) g0(x, ḡ) := (dπ(x))∗ ḡ ∀(x, ḡ) ∈ G.
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Thus, if {xj} are local coordinates with respect to which g(x) = gijdx
i⊗dxj and if

we denote by t the fiber coordinate on G defined by the metric g, then in the local
coordinates {xj , t} we have

(34) g0(x, t) = t2gijdx
i ⊗ dxj .

The ambient space is defined to be

(35) G̃ := G × (−1, 1).

In the sequel we shall use the letter ρ to denote the variable with values in
(−1, 1). Then G can be identified with the hypersurface G0 := {ρ = 0} ⊂ G̃.

Theorem 2 ([FG1], [FG2]). There exists a unique Lorentzian metric g̃ on G̃
defined formally near ρ = 0 such that:

(36) δ∗s g̃ = s2g0, g̃|ρ=0 = g0,

(37) Ric(g̃) =

{
O(ρ∞) if n is odd,
O(ρ

n
2 ) if n is even.

The ambient metric depends only on the conformal class of g, so any local
Riemannian invariant of (G̃, g̃) gives rise to a local conformal invariant of (Mn, g).

Definition 11. The Weyl conformal invariants are the local conformal invari-
ants arising from the Weyl Riemannian invariants of (G̃, g̃).

For instance, the Weyl tensor is obtained by pushing down to M the curvature
tensor R̃ of G̃. Therefore, the invariants in (5)–(6) are Weyl conformal invariants.

In fact, if we use the Ricci-flatness of the ambient metric, then we see that there
is no Weyl conformal invariant of weight 1 and the only of these invariants in weight
2 is |W |2. In addition, in weight 3 we only have the invariants in (6) together with

the invariant arising from |∇̃R̃|2, namely, the Fefferman-Graham invariant,

(38) Φg := |V |2 + 16〈W,U〉+ 16|C|2,
where Cjkl = ∇lAjk −∇kAjl is the Cotton tensor and V and U are the tensors

Vsijkl = ∇sWijkl − gisCjkl + gjsCikl − gksClij + glsCkij ,(39)

Usjkl = ∇sCjkl + gpqAspWqjkl.(40)

Next, a very important result is the following.

Proposition 2 ([BEG]).

(1) If n is odd, then any local conformal invariant is a linear combination of
Weyl conformal invariants.

(2) If n is even, the same holds in weight ≤ n
2 .

In even dimension a description of the scalar local conformal invariants of weight
w ≥ n

2 + 1 was recently presented by Graham-Hirachi [GH]. More precisely, they
modified the construction of the ambient metric in such way as to obtain a metric on
the ambient space G̃ which is smooth of any order near G0. There is an ambiguity on
the choice of a smooth ambient metric, but such a metric agrees with the ambient
metric of Fefferman-Graham up to order < n

2 near G0.
Using a smooth ambient metric we can construct Weyl conformal invariants

in the same way as we do by using the ambient metric of Fefferman-Graham. If
such an invariant does not depend on the choice of the smooth ambient metric we
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then say that it is an ambiguity-independent Weyl conformal invariant. Not every
conformal invariant arises this way, since in dimension n = 4m this construction
does not encapsulate the exceptional local conformal invariants of [BG].

Proposition 3 (Graham-Hirachi [GH]). Let w be an integer ≥ n
2 .

1) If n ≡ 2 mod 4, or if n ≡ 0 mod 4 and w is even, then every scalar local
conformal invariant of weight w is a linear combination of ambiguity-independent
Weyl conformal invariants.

2) If n ≡ 0 mod 4 and w is odd, then every scalar local conformal invari-
ant of weight w is a linear combination of ambiguity-independent Weyl conformal
invariants and of exceptional conformal invariants.

5. Logarithmic Singularities of Conformally Invariant Operators

One aim of this paper is to look at the logarithmic singularities (as defined
in (21)–(22)) of conformally invariant ΨDOs.

In the sequel we denote by |vg(x)| the volume density of (Mn, g), i.e., in local

coordinates |vg(x)| =
√

g(x)|dx|, where |dx| is the Lebesgue density. We also denote
by [g] the conformal class of g.

Proposition 4. Consider a family (Pĝ)ĝ∈[g] ⊂ Ψm(M) for which there are
real numbers w and w′ such that, for all f ∈ C∞(M,R), we have

(41) Pefg ≡ ew
′fPge

−wf mod Ψ−∞(M).

Then, at the level of the logarithmic singularities,

(42) cP
ef g

(x) = e(w
′−w)f(x)cPg

(x) ∀f ∈ C∞(M,R).

This result generalizes a well-known result of Parker-Rosenberg [PR] about
the logarithmic singularity of the Green kernel of the Yamabe operator. Moreover,
using (22) and (30) this also allows us to recover and extend results of Gilkey [Gi]
and Paycha-Rosenberg [PRo] on the noncommutative residue densities of elliptic
ΨDOs satisfying (41). In particular, all the assumptions on the compactness of M
or on the invertibility and the values of the principal symbol of Pg can be removed
from those statements.

Proposition 5 (see [Po4]). Let Pg be a Riemannian invariant ΨDO of weight w
and integer order. Then

(43) cPg
(x) = IPg

(x)|vg(x)|
where IPg

(x) is a local Riemannian invariant of weight w.

Combining this with Proposition 4 allows us to prove the following.

Theorem 3 ([Po4]). Let Pg be a conformally invariant Riemannian ΨDO of
integer order and biweight (w,w′). In odd dimension, as well as in even dimension
when w′ > w, the logarithmic singularity cPg

(x) is of the form

(44) cPg
(x) = IPg

(x)|vg(x)|,
where IPg

(x) is a universal linear combination of Weyl conformal invariants of
weight n

2 +w−w′. If n is even and we have w′ ≤ w, then cPg
(x) still is of a similar

form, but in this case IPg
(x) is a local conformal invariant of weight n

2 +w−w′ of
the type described in Proposition 3.
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As an application of this result we can obtain a precise description of the
logarithmic singularities of the Green kernels of the GJMS operators.

Theorem 4. 1) In odd dimension the Green kernel logarithmic singularity
γ�(k)

g
(x) is always zero.

2) In even dimension and for k = 1, . . . , n
2 we have

(45) γ�(k)
g

(x) = c(k)g (x)dνg(x),

where c
(k)
g (x) is a linear combination of Weyl conformal invariants of weight n

2 −k.
In particular, we have

c
(n
2 )

g (x) = (4π)−
n
2

n

(n/2)!
, c

(n
2 −1)

g (x) = 0, c
(n
2 −2)

g (x) = αn|W (x)|2g,(46)

c
(n
2 −3)

g (x) = βnW
kl

ij W pq
lk W ij

pq + γnW
jk

i lW
i q
pk W pl

j q + δnΦg,(47)

where W is the Weyl curvature tensor, Φg is the Fefferman-Graham invariant (38)
and αn, βn, γn and δn are universal constants depending only on n.

Finally, we can get an explicit expression for c
(1)
g (x) in dimensions 6 and 8

by making use of the computations by Parker-Rosenberg [PR] of the coefficient
an−2(�g)(x) of t−1 in the heat kernel asymptotics (28) for the Yamabe operator.
Indeed, as by (30) we have 2γ�g

(x) = an−2(�g)(x), using [PR, Prop. 4.2] we see
that, in dimension 6,

(48) c(1)g (x) =
1

360
|W (x)|2,

and, in dimension 8,

(49) c(1)g (x) =
1

90720
(81Φg + 352W kl

ij W pq
lk W ij

pq + 64W jk
i lW

i q
pk W pl

j q).

In order to use the results of [PR] the manifold M has to be compact. How-

ever, as c
(1)
g (x) is a local Riemannian invariant which makes sense independently

of whether M is compact or not, the above formulas for c
(1)
g (x) remain valid when

M is non-compact.

Remark. The logarithmic singularities of the Green kernels of the GJMS op-
erator have been computed explicitly after this volume was finalized. The details
will appear in a forthcoming paper.

6. The Bergman Kernel of a Strictly Pseudoconvex Domain

Let D = {r(z) < 0} ⊂ Cn+1 be a strictly pseudoconvex domain with boundary
∂D = {r(z) = 0}. The fact that D is strictly pseudoconvex means that the defining
function r(z) can be chosen so that ∂̄∂r defines a positive definite Hermitian form
on the holomorphic tangent space T 1,0D.

Let O(D) denote the space of holomorphic functions on D. The Bergman
projection,

(50) B : L2(D) −→ O(D) ∩ L2(D),

is the orthogonal projection of L2(D) onto the space of holomorphic L2-functions
on D. The Bergman kernel, denoted B(z, w), is the Schwartz kernel of B defined
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so that

(51) Bu(z) =

∫
B(z, w)u(w)dw ∀u ∈ L2(D).

Equivalently, B(z, w) is the reproducing kernel of the Hilbert space O(D)∩L2(D).
In the analysis of the Bergman kernel an important result is the following.

Theorem 5 (Fefferman [Fe1]). Near ∂D we have

(52) B(z, z) = ϕ(z)r(z)−(n+1) − ψ(z) log r(z),

where ϕ(z) and ψ(z) are smooth up to the boundary.

The original motivation for the program of Fefferman [Fe2] was to give a precise
description of the singularity of the Bergman kernel near ∂D in terms of local
geometric invariants of ∂D. In this case the complex structure of D induces on
∂D a CR structure and, as D is strictly pseudoconvex, the CR structure of ∂D is
strictly pseudoconvex. Thus, the original goals of Fefferman were the following:

(i) Express the singularity in terms of local invariants of the strictly pseudo-
convex CR structure of ∂D.

(ii) Determine all local invariants of a strictly pseudoconvex CR structure.

We refer to Section 9 for the precise definition of a local invariant of a strictly
pseudoconvex CR structure. For now let us recall that, in general, a CR structure
on an oriented manifold M2n+1 is given by the datum of a hyperplane bundle
H ⊂ TM equipped with an (integrable) complex structure JH . For instance, the
CR structure on the boundary ∂D above is given by the complex hyperplane bundle

(53) H := T (∂D) ∩ iT (∂D) ⊂ T (∂D).

Let (M,H, J) be a CR manifold. Set T1,0 = ker(J − i) ⊂ TCM and T0,1 =
ker(J + i), so that H ⊗ C = T1,0 ⊗ T0,1. Since M is orientable there is a non-
vanishing 1-form θ on M annihilating H. The Levi form is the Hermitian form Lθ

on T1,0 defined by

(54) Lθ(Z,W ) = −idθ(Z,W ) ∀Z,W ∈ C∞(M,T1,0).

When we can choose θ so that Lθ is positive definite we say that M is strictly
pseudoconvex. Notice that this implies that θ is a contact form.

Examples of CR manifolds include:

• Boundaries of complex domains in Cn+1, e.g., the sphere S2n+1 ⊂ Cn+1

and the hyperquadric Q2n+1 := {z ∈ Cn+1;�zn+1 = |z1|2 + · · ·+ |zn|2}.
• The Heisenberg group H2n+1 and its quotients Γ\H2n+1 by discrete co-
compact subgroups.

• Circle bundles over complex manifolds.

Recall that the Heisenberg group H2n+1 can be realized as Rn+1 equipped with
the group law and dilations,

x.y = (x0 + y0 +

n∑
j=1

(xn+jyj − xjyn+j), x1 + y1, . . . , x2n + y2n),(55)

t.(x0, . . . , x2n) = (t2x0, tx1, . . . , tx2n), t ∈ R.(56)

Notice that the group-law (55) is homogeneous with respect to the anisotropic
dilations (56).
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The Lie algebra h2n+1 of H2n+1 is spanned by the left-invariant vector fields,

X0 =
∂

∂x0
, Xj =

∂

∂xj
+ xn+j

∂

∂x0
, Xn+j =

∂

∂xn+j
− xj

∂

∂x0
,(57)

where j ranges over 1, . . . , n. Notice that, with respect to the dilations (56), the
vector field X0 is homogeneous of degree −2, while X1, . . . .X2n are homogeneous
of degree −1. Moreover, for j, k = 1, . . . , n, we have the Heisenberg relations,

(58) [Xj , Xn+k] = −2δjkX0, [Xj , Xk] = [Xn+j , Xn+k] = 0.

The CR structure of H2n+1 is defined by the hyperplane bundle

(59) H = Span{X1, . . . , X2n}
equipped with the complex structure J defined by

(60) JXj = Xn+j , JXn+j = −Xj , j = 1, . . . , n.

The hyperplane H is the annihilator of the 1-form,

(61) θ0 := dx0 −
n∑

j=1

(xn+jdxj − xjdxn+j).

One can check that the associated Levi form is positive definite, soH2n+1 is a strictly
pseudoconvex CR manifold. This is in fact the local model of such a manifold.

7. Heisenberg Calculus

In this section, we briefly recall the main facts about the Heisenberg calcu-
lus. This calculus was introduced by Beals-Greiner [BGr] and Taylor [Tay] (see
also [EM], [Po3]). This is the most relevant calculus to study the main geometric
operators on CR manifolds.

7.1. Overview of the Heisenberg calculus. The Heisenberg calculus holds
in full generality for Heisenberg manifolds, that is, manifolds Md+1 together with a
distinguished hyperplane bundle H ⊂ TM . This terminology stems from the fact
that, for a Heisenberg manifold, the relevant notion of tangent bundle is that of a
bundle of 2-step nilpotent Lie groups whose fibers are isomorphic to H2n+1 × Rd

for some k and n such that 2n+ k = d (see, e.g., [BGr], [Po1]). This tangent Lie
group bundle can be described as follows.

First, there is an intrinsic Levi form obtained as the 2-form L : H×H → TM/H
such that, for any point a ∈ M and any sections X and Y of H near a, we have

(62) La(X(a), Y (a)) = [X,Y ](a) mod Ha.

In other words the class of [X,Y ](a) modulo Ha depends only on X(a) and Y (a),
not on the germs of X and Y near a (see [Po1]).

We define the tangent Lie algebra bundle gM as the graded Lie algebra bundle
consisting of (TM/H)⊕H together with the fields of Lie bracket and dilations such
that, for sections X0, Y0 of TM/H and X ′, Y ′ of H and for t ∈ R, we have

(63) [X0 +X ′, Y0 + Y ′] = L(X ′, Y ′), t.(X0 +X ′) = t2X0 + tX ′.

Each fiber gaM is a two-step nilpotent Lie algebra so, by requiring the exponen-
tial map to be the identity, the associated tangent Lie group bundle GM appears
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as (TM/H) ⊕H together with the grading above and the product law such that,
for sections X0, Y0 of TM/H and X ′, Y ′ of H, we have

(64) (X0 +X ′).(Y0 + Y ′) = X0 + Y0 +
1

2
L(X ′, Y ′) +X ′ + Y ′.

Amotivating example for the Heisenberg calculus is the horizontal sub-Laplacian
Δb on a Heisenberg manifold (Md+1, H) equipped with a Riemannian metric. This
is the operator Δb : C

∞(M) → C∞(M) defined by

(65) Δb = d∗bdb, db = π ◦ d,
where π is the orthogonal projection onto H∗ (identified with a subbundle of T ∗M
using the Riemannian metric).

An H-frame of TM is a frame X0, X1, . . . , Xd of TM such that X1, . . . , Xd span
H. Locally, we always can find an H-frame X0, X1, . . . , Xd such that Δb takes the
form

(66) Δb = −(X2
1 + · · ·+X2

2n) +

d∑
j=1

aj(x)Xj .

As the differentiation along X0 is missing we see that Δb is not elliptic. How-
ever, whenever the Levi form (62) is everywhere non-zero, a celebrated theorem
of Hörmander [Hö2] ensures us that Δb is hypoelliptic with gain of one derivative

(i.e., if Δbu is in L2
loc then u must be in the Sobolev space W 2,1

loc ).
In the case of the Heisenberg group, we can explicitly construct a fundamental

solution for Δb (see [BGr], [FS1]). This fundamental solution comes from a symbol
of type ( 12 ,

1
2 ) in the sense of Hörmander [Hö]. As the usual symbolic calculus

does not hold anymore for ΨDOs of type ( 12 ,
1
2 ), the full strength of the classical

pseudodifferential calculus cannot be used to study natural operators on Heisenberg
manifolds such as the horizontal sub-Laplacian Δb.

The relevant substitute for the classical pseudodifferential calculus is precisely
provided by the Heisenberg calculus. The idea is to construct a class of pseudodif-
ferential operators, called ΨHDOs, which near each point a ∈ M are approximated
(in a suitable sense) by left-invariant convolution operators on GaM . This allows
us to get a pseudodifferential calculus with a full symbolic calculus with inverses
and which is invariant under changes of charts preserving the hyperplane bundle H.

The symbols that we consider in the Heisenberg calculus are the following.

Definition 12. 1) Sm(U × Rd+1), m ∈ C, is the space of functions p(x, ξ) in
C∞(U × (Rd+1 \ {0})) such that p(x, t.ξ) = tmp(x, ξ) for any t > 0.

2) Sm(U × Rd+1), m ∈ C, consists of functions p ∈ C∞(U × Rd+1) with an
asymptotic expansion p ∼

∑
j≥0 pm−j, pk ∈ Sk(U × Rd+1), in the sense that, for

any integer N , any compact K ⊂ U and any multi-orders α, β, there exists a
constant CNKαβ > 0 such that, for any x ∈ K and any ξ ∈ Rd+1 so that ‖ξ‖ ≥ 1,
we have

(67) |∂α
x ∂

β
ξ (p−

∑
j<N

pm−j)(x, ξ)| ≤ CNKαβ‖ξ‖�m−〈β〉−N ,

where we have set 〈β〉 = 2β0 + β1 + . . .+ βd.

Next, for j = 0, . . . , d let σj(x, ξ) denote the symbol (in the classical sense) of
the vector field 1

iXj and set σ = (σ0, . . . , σd). Then for p ∈ Sm(U × Rd+1) we let
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p(x,−iX) be the continuous linear operator from C∞
c (U) to C∞(U) such that

(68) p(x,−iX)u(x) = (2π)−(d+1)

∫
eix.ξp(x, σ(x, ξ))û(ξ)dξ ∀u ∈ C∞

c (U).

Let (Md+1, H) be a Heisenberg manifold. We define the ΨHDOs on M as
follows.

Definition 13. Ψm
H(M), m ∈ C, consists of continuous operators P from

C∞
c (M) to C∞(M) such that:

(i) The Schwartz kernel of P is smooth off the diagonal;

(ii) In any local coordinates equipped with an H-frame X0, . . . , Xd the operator
P can be written as

(69) P = p(x,−iX) +R,

where p(x, ξ) is a Heisenberg symbol of order m and R is a smoothing operator.

For any a ∈ M the convolution on GaM gives rise under the (linear) Fourier
transform to a bilinear product for homogeneous symbols,

(70) ∗a : Sm1
(g∗aM)× Sm2

(g∗a) −→ Sm1+m2
(g∗aM).

This product depends smoothly on a, so it gives rise to the product,

∗ : Sm1
(g∗M)× Sm2

(g∗M) −→ Sm1+m2
(g∗M),(71)

p1 ∗ p2(a, ξ) = [p1(a, ·) ∗a p2(a, ·)](ξ).(72)

This provides us with the right composition for principal symbols, since for any
operators P1 ∈ Ψm1

H (M) and P2 ∈ Ψm2

H (M) such that P1 or P2 is properly supported
we have

(73) σm1+m2
(P1P2) = σm1

(P1) ∗ σm2
(P2).

Notice that when GaM is not commutative, i.e., when La �= 0, the product ∗a is
no longer the pointwise product of symbols and, in particular, it is not commutative.
As a consequence, unless H is integrable, the product for Heisenberg symbols, while
local, is not microlocal (see [BGr]).

When the principal symbol of P ∈ Ψm
H(M) is invertible with respect to the

product ∗, the symbolic calculus of [BGr] allows us to construct a parametrix
for P in Ψ−m

H (M). In particular, although not elliptic, P is hypoelliptic with a
controlled loss/gain of derivatives (see [BGr]).

In general, it may be difficult to determine whether the principal symbol of a
given operator P ∈ Ψm

H(M) is invertible with respect to the product ∗, but this can
be completely determined in terms of a representation theoretic criterion on each
tangent group GaM , the so-called Rockland condition (see [Po3], Thm. 3.3.19). In
particular, if σm(P )(a, ·) is pointwise invertible with respect to the product ∗a for
all a ∈ M .

7.2. The logarithmic singularity of a ΨHDO. It is possible to characterize
the ΨHDOs in terms of their Schwartz kernels (see [BGr]). As a consequence we
get the following description of the singularity near the diagonal of the Schwartz
kernel of a ΨHDO.

In the sequel, given an open subset of local coordinates U ⊂ Rd+1 equipped
with anH-frame X0, . . . , Xd of TU , for any a ∈ U we let ψa denote the unique affine
change of variables such that ψa(a) = 0 and (ψa∗Xj)(0) =

∂
∂xj

for j = 0, 1, . . . , d+1.
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Definition 14. The local coordinates provided by ψa are called privileged co-
ordinates centered at a.

Throughout the rest of the paper the notion of homogeneity refers to homo-
geneity with respect to the anisotropic dilations (63).

Proposition 6 ([Po2, Prop. 3.11]). Let Ψm
H(M), m ∈ Z.

1) In local coordinates equipped with an H-frame the kernel kP (x, y) has a
behavior near the diagonal y = x of the form

(74) kP (x, y) =
∑

−(m+d+2)≤j≤−1

aj(x,−ψx(y))− cP (x) log ‖ψx(y)‖+O(1),

where aj(x, y) ∈ C∞(U × (Rn \ {0})) is homogeneous of degree j in y, and we have

(75) cP (x) = (2π)−(d+1)

∫
‖ξ‖=1

p−(d+2)(x, ξ)ιEdξ,

where p−(d+2)(x, ξ) is the symbol of degree −(d + 2) of P and E denotes the

anisotropic radial vector 2x0∂x0 + x1∂x1 + · · ·+ xd∂xd .

2) The coefficient cP (x) makes sense globally on M as a 1-density.

Let P ∈ Ψm
H(M) be such that its principal symbol is invertible in the Heisenberg

calculus sense and let Q ∈ Ψ−m
H (M) be a parametrix for P . Then Q is uniquely

defined modulo smoothing operators, so the logarithmic singularity cQ(x) does not
depend on the particular choice of Q.

Definition 15. If P ∈ Ψm
H(M), m ∈ Z, has an invertible principal symbol,

then its Green kernel logarithmic singularity is the density

(76) γP (x) := cQ(x),

where Q ∈ Ψ−m
H (M) is any given parametrix for P .

In the same way as for classical ΨDOs, the logarithmic singularity densities are
related to the construction of the noncommutative residue trace for the Heisenberg
calculus (see [Po2]).

8. Pseudo-Hermitian Invariants

8.1. Pseudo-Hermitian geometry. Let (M2n+1, H, J) be a strictly pseu-
doconvex CR manifold. In the terminology of [We] a pseudo-Hermitian structure
on M is given by the datum of real 1-form on M such that θ annihilates H and
the associated Levi form (62) is positive definite. Notice that θ is uniquely deter-
mined up to a conformal factor. Conversely, the conformal class of θ is uniquely
determined by the strictly pseudoconvex CR structure of M .

Since θ is a contact form there exists a unique vector field X0 on M , called the
Reeb field, such that ιX0

θ = 1 and ιX0
dθ = 0. Let N ⊂ TCM be the complex line

bundle spanned by X0. We then have the splitting

(77) TCM = N ⊕ T1,0 ⊕ T0,1.

The Levi metric hθ is the unique Hermitian metric on TCM such that:

- The splitting (77) is orthogonal with respect to hθ;

- hθ commutes with complex conjugation;

- We have h(X0, X0) = 1 and hθ agrees with Lθ on T1,0.
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Notice that the volume form of hθ is 1
n! (dθ)

n ∧ θ.
As proved by Tanaka [Ta] andWebster [We], the datum of the pseudo-Hermitian

contact form θ uniquely defines a connection, the Tanaka-Webster connection,
which preserves the pseudo-Hermitian structure of M , i.e., such that ∇θ = 0 and
∇J = 0. It can be defined as follows.

Let {Zj} be a frame of T1,0. We set Zj̄ = Zj . Then {X0, Zj , Zj̄} forms a frame
of TCM . In the sequel such a frame will be called an admissible frame of TCM .
Let {θ, θj , θj̄} be the coframe of T ∗

CM dual to {X0, Zj , Zj̄}. With respect to this

coframe we can write dθ = ihjk̄θ
j ∧ θk̄.

Using the matrix (hjk̄) and its inverse (hjk̄) to lower and raise indices, the

connection 1-form ω = (ω k
j ) and the torsion form τj = Ajkθ

k of the Tanaka-
Webster connection are uniquely determined by the relations

(78) dθk = θj ∧ ω k
j + θ ∧ τk, ωjk̄ + ωk̄j = dhjk̄, Ajk = Akj .

In addition, we have the structure equations

(79) dω k
j −ω l

j ∧ω k
l = R k

j lm̄θl ∧ θm̄+Wjk̄lθ
l∧ θ−Wk̄jl̄θ

l̄ ∧ θ+ iθj ∧ τk̄ − iτj ∧ θk̄.

The pseudo-Hermitian curvature tensor of the Tanaka-Webster connection is
the tensor with components Rjk̄lm̄, its Ricci tensor is ρjk̄ := R l

l jk̄
and its scalar

curvature is κθ := ρ j
j .

8.2. Local pseudo-Hermitian invariants. Let us now define local pseudo-
Hermitian invariants. The definition is more involved than that of local Riemannian
invariants, because:

- The components of the Tanaka-Webster connection and its curvature and
torsion tensors are defined with respect to the datum of a local frame Z1, . . . , Zn

which never is a frame ∂
∂z1 , . . .

∂
∂zn associated to local coordinates z1, . . . , zn;

- In order to get local pseudo-Hermitian invariants from pseudo-Hermitian in-
variant ΨHDOs it is important to take into account the tangent group bundle of a
CR manifold, in which the Heisenberg group comes into play.

Before defining local pseudo-Hermitian invariants, some notation needs to be
introduced.

Let U ⊂ Rn be an open subset of local coordinates equipped with a frame
Z1, . . . , Zn of T1,0. Write Zj = Xj − iXn+j , where Xj and Xn+j are real vector
fields. Then X0, . . . , X2n is a local H-frame of TM . We shall call this frame the
H-frame associated to Z1, . . . , Zn.

Let η0, . . . , η2n be the coframe of T ∗M dual to X0, . . . , X2n (so that η0 = θ).

We write Xj = X k
j ∂xk and ηj = ηjkdx

k. We also write Zj = Z k
j ∂xk . It will

be convenient to identify X0(x) with the vector (X k
0 (x)) ∈ R2n+1 and Z(x) :=

(Z1(x), . . . , Zn(x)) with the matrix (Z k
j (x)) in Mn,2n+1(C)

×, where the latter de-
notes the open subset of Mn,2n+1(C) consisting of regular matrices.

For j, k̄ = 1, . . . , n we set hjk̄ = hθ(Zj , Zk) = iθ([Zj , Zk̄]), and for j, k =
1, . . . , 2n we set Ljk = θ([Xj , Xk]). Let Mn(C)+ denote the open cone of positive
definite Hermitian n×n matrices. In the sequel it will also be convenient to identify
hθ with the matrix hθ(x) := (hjk̄(x)) ∈ Mn(C)+.
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Thanks to the integrability of T1,0 we have θ([Zj , Zk]) = 0. As we have
[Zj , Zk] = [Xj , Xk]− [Xn+j , Xn+k]− i([Xn+j , Xk] + [Xj , Xn+k]) we see that

(80) Ln+j,n+k = Lj,k and Lj,n+k = −Ln+j,k.

Since [Zj , Zk̄] = [Xj , Xk] + [Xn+j , Xn+k] + i([Xn+j , Xk]− [Xj , Xn+k]) we get

(81) hjk̄ = iθ([Zj , Zk̄]) = 2iLj,k + 2Ln+j,k.

In other words, we have

(82) (Ljk) =
1

2

(
�h −�h
�h �h

)
.

For any a ∈ U we let ψa be the affine change of variables to the privileged
coordinates centered at a (cf. Definition 14). One checks that ψa(x)

j = ηjk(x
k−ak),

so we have

(83) ψa∗Xj = X k
j (ψa(x))η

l
k(a)∂l.

Given a vector field X defined near x = 0 let us denote by X(0)l the vector field
obtained as the part in the Taylor expansion at x = 0 of X which is homogeneous of
degree l with respect to the Heisenberg dilations (63). Then the Taylor expansions
at x = 0 of the vector fields ψa∗X0, . . . , ψa∗X2n take the form

X0 = X
(a)
0 +X0(0)(−1) + · · · ,(84)

Xj = X
(a)
j +Xj(0)(0) + · · · , 1 ≤ j ≤ 2n,(85)

with

(86) X
(a)
0 = ∂x0 , X

(a)
j = ∂xj + bjk(a)x

k∂x0 , 1 ≤ j ≤ 2n,

where we have set bjk(a) := ∂k[X
l

j (ψa(x))]|x=0η
0
l(a). Notice that X

(a)
0 is homoge-

neous of degree −2, while X
(a)
1 , . . . , X

(a)
2n are homogeneous of degree −1.

The linear span of the vector fields X
(a)
0 , . . . , X

(a)
2n is a 2-step nilpotent Lie

algebra under the Lie bracket of vector fields. Therefore, this is the Lie algebra of
left-invariant vector fields on a 2-step nilpotent Lie group G(a). The latter can be
realized as R2n+1 equipped with the product

(87) x.y = (x0 + y0 + bkj(a)x
jyk, x1 + y1, . . . , x2n + y2n).

Notice that [X
(a)
j , X

(a)
k ] = (bkj(a) − bjk(a))X

(a)
0 . In addition, we can check that

[ψa∗Xj , ψa∗Xk](0) = (bkj(a)− bjk(a))∂x0 mod H0. Thus,

(88) Ljk(a) = θ(Xj , Xk)(a) = (ψa∗θ)([ψa∗Xj , ψa∗Xk])(0)

= 〈dx0, [ψa∗Xj , ψa∗Xk](0)〉 = bkj(a)− bjk(a).

This shows that G(a) has the same structure constants as the tangent group GaM ,
hence is isomorphic to it (see [Po1]). This also implies that (− 1

2Ljk(a)) is the skew-

symmetric part of (bjk(a)). For j, k = 1, . . . , 2n set μjk(a) = bjk(a)+
1
2Ljk(a). The

matrix (μjk(a)) is the symmetric part of (bjk(a)), so it belongs to the space S2n(R)
of symmetric 2n× 2n matrices with real coefficients.

In the sequel we set

(89) Ω = Mn(C)+ × R2n+1 ×Mn,2n+1(C)
× × S2n(R).

This is a manifold, and for any x ∈ U the quadruple (h(x), X0(x), Z(x), μ(x)) is an
element of Ω depending smoothly on x.
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In addition, we let P be the set of monomials in the indeterminate variables

∂αX k
0 , ∂αZ k

j and ∂αZ k
j , where the integer j ranges over {1, . . . , n}, the integer

k ranges over {0, . . . , 2n}, and α ranges over all multi-orders in N2n
0 . Given the

Reeb field X0 and a local frame Z0, . . . , Zn of T1,0 by plugging ∂α
xX

k
0 (x), ∂α

xZ
k

j (x)

and ∂αZ k
j (x) into a monomial p ∈ P we get a function which we shall denote by

p(X0, Z, Z)(x).
Bearing all this mind we define local pseudo-Hermitian invariants as follows.

Definition 16. A local pseudo-Hermitian invariant of weight w is the datum
on each pseudo-Hermitian manifold (M2n+1, θ) of a function Iθ ∈ C∞(M) such
that:

(i) There exists a finite family (ap)p∈P ⊂ C∞(Ω) such that, in any local coor-
dinates equipped with a frame Z1, . . . , Zn of T1,0, we have

(90) Iθ(x) =
∑
p∈P

ap(h(x), X0(x), Z(x), μ(x))p(X0, Z, Z)(x).

(ii) We have Itθ(x) = t−wIθ(x) for any t > 0.

Any local Riemannian invariant of hθ is a local pseudo-Hermitian invariant.
However, the above notion of weight for pseudo-Hermitian invariant is anisotropic
with respect to hθ. For instance if we replace θ by tθ then hθ is rescaled by t on
T1,0 ⊕ T0,1 and by t2 on the vertical line bundle N ⊗ C.

On the other hand, as shown in [JL2, Prop. 2.3], by means of parallel trans-
lation along parabolic geodesics any orthonormal frame Z1(a), . . . , Zn(a) of T1,0 at
a point a ∈ M can be extended to a local frame Z1, . . . , Zn of T1,0 near a. Such a
frame is called a special orthonormal frame.

Furthermore, as also shown in [JL2, Prop. 2.3] any special orthonormal frame
Z1, . . . , Zn near a allows us to construct pseudo-Hermitian normal coordinates
x0, z

1 = x1 + ixn+1, . . . , zn = xn + ix2n centered at a in such way that in the
notation of (84)–(85) we have

(91) X0(0)(−2) = ∂x0 , Zj(0)(−1) = ∂zj +
i

2
z̄j∂x0 , ωjk̄(0) = 0.

Write Zj = Xj−iXn+j , whereXj andXn+j are real vector fields. Then we have
Xj(0)(−1) = ∂xj − 1

2x
n+j∂x0 and Xn+j(0)(−1) = ∂xn+j + 1

2x
j∂x0 . In particular, we

have Xj(0) = ∂xj for j = 0, . . . , 2n. This implies that the affine change of variables
ψ0 to the privileged coordinates at 0 is just the identity. Moreover, in the notation
of (86) for j = 1, . . . , n we have

(92) X
(0)
j = ∂xj − 1

2
xn+j∂x0 , X

(0)
n+j = ∂xn+j +

1

2
xj∂x0 .

Incidentally, this shows that the matrix (bjk(0)) is skew-symmetric, so its symmetric
part vanishes, i.e., μ(0) = 0.

Proposition 7 ([Po4]). Assume each pseudo-Hermitian manifold (M2n+1, θ)
gifted with a function Iθ ∈ C∞(M) in such a way that Itθ(x) = t−wIθ(x) for any
t > 0. Then the following are equivalent:

(i) Iθ(x) is a local pseudo-Hermitian invariant;
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(ii) There exists a finite family (ap)p∈P ⊂ C such that, for any pseudo-Hermitian
manifold (M2n+1, θ) and any point a ∈ M , in any pseudo-Hermitian normal coor-
dinates centered at a associated to any given special orthonormal frame Z1, . . . , Zn

of T1,0 near a, we have

(93) Iθ(a) =
∑
p∈P

app(X0, Z, Z)(x)|x=0.

(iii) Iθ(x) is a universal linear combination of complete tensorial contractions
of covariant derivatives of the pseudo-Hermitian curvature tensor and of the torsion
tensor of the Tanaka-Webster connection.

8.3. Pseudo-Hermitian invariant ΨHDOs. We define homogeneous sym-
bols on Ω× R2n+1 as follows.

Definition 17. Sm(Ω×R2n+1), m ∈ C, consists of functions a(h,X0, Z, ξ) in
C∞(Ω× (R2n+1 \ {0})) such that a(θ, Z, tξ) = tma(θ, Z, ξ) ∀t > 0.

In addition, recall that if Z1, . . . , Zn is a local frame of T1,0 then its associated
H-frame is the frame X0, . . . , X2n of TM such that Zj = Xj − iXn+j for j =
1, . . . , n.

Definition 18. A pseudo-Hermitian invariant ΨHDO of order m and weight
w is the datum on each pseudo-Hermitian manifold (M2n+1, θ) of an operator Pθ

in Ψm
H(M) such that:

(i) For j = 0, 1, . . . there exists a finite family (ajp)p∈P ⊂ Sm−j(Ω × R2n+1)
such that, in any local coordinates equipped with the H-frame associated to a frame
Z1, . . . , Zn of T1,0, the operator Pθ has symbol pθ ∼

∑
pθ,m−j with

(94) pθ,m−j(x, ξ) =
∑
p∈P

p(X0, Z, Z)(x)ajp(h(x), X0(x), Z(x), μ(x), ξ).

(ii) For all t > 0 we have Ptθ = t−wPθ modulo Ψ−∞(M).

In addition, we will say that Pθ is admissible if in (94) we can take a0p(h,X0, Z, μ, ξ)
to be zero for p �= 1.

For instance, the horizontal sub-Laplacian Δb is an admissible pseudo-Hermitian
invariant differential operator of weight 1.

We gather the main properties of pseudo-Hermitian invariant ΨHDOs in the
following.

Proposition 8 ([Po4]). Let Pθ be a pseudo-Hermitian invariant ΨHDO of
order m and weight w.

(1) Let Qθ be a pseudo-Hermitian invariant ΨHDO of order m′ and weight w′,
and assume that Pθ or Qθ is uniformly properly supported. Then PθQθ is
a pseudo-Hermitian invariant ΨHDO of order m+m′ and weight w+w′.

(2) Assume that Pθ is admissible and its principal symbol is invertible in the
Heisenberg calculus sense. Then the datum on every pseudo-Hermitian
manifold (M2n+1, θ) of a parametrix Qθ ∈ Ψ−m(M) gives rise to a pseudo-
Hermitian invariant ΨHDO of order −m and weight −w.

Finally, concerning the logarithmic singularities of pseudo-Hermitian invariant
ΨHDOs the following holds.
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Proposition 9 ([Po4]). Let Pθ be a pseudo-Hermitian invariant ΨHDO of
order m and weight w. Then the logarithmic singularity cPθ

(x) takes the form

(95) cPθ
(x) = IPθ

(x)|(dθ)n ∧ θ|,

where Iθ(x) is a local pseudo-Hermitian invariant of weight n+ 1 + w.

9. CR Invariants and Fefferman’s Program

9.1. Local CR Invariants. The local CR invariants can be defined as follows.

Definition 19. A local scalar CR invariant of weight w is a local scalar pseudo-
Hermitian invariant Iθ(x) such that

(96) Ief θ(x) = e−wf(x)Iθ(x) ∀f ∈ C∞(M,R).

When M is a real hypersurface the above definition of a local CR invariant
agrees with the definition in [Fe2] in terms of Chern-Moser invariants (with our
convention about weight a local CR invariant that has weight w in the sense of (96)
has weight 2w in [Fe2]).

The analogue of the Weyl curvature in CR geometry is the Chern-Moser ten-
sor ([CM], [We]). Its components with respect to any local frame Z1, . . . , Zn of
T1,0 are

(97) Sjk̄lm̄ = Rjk̄lm̄ − (Pjk̄hlm̄ + Plk̄hjm̄ + Plm̄hjk̄ + Pjm̄hlk̄),

where Pjk̄ = 1
n+2 (ρjk̄ − κ

2(n+1)hjk̄) is the CR Schouten tensor. The Chern-Moser

tensor is a CR invariant tensor of weight 1, so we get scalar local CR invariants by
taking complete tensorial contractions. For instance, as a scalar invariant of weight
2 we have

(98) |S|2θ = S j̄kl̄mSjk̄lm̄,

and as scalar invariants of weight 3 we get

(99) S k̄l
ij̄ S p̄q

kl̄
S īj
pq̄ and S jk̄

i l̄
S ī q

j̄p
Sp̄ l

q̄k .

More generally, the Weyl CR invariants are obtained as follows. Let K be the
canonical line bundle of M , i.e., the annihilator of T1,0 ∧ ΛnT ∗

CM in Λn+1T ∗
CM .

The Fefferman bundle is the total space of the circle bundle,

(100) F := (K \ {0})/R∗
+.

It carries a natural S1-invariant Lorentzian metric gθ whose conformal class depends
only the CR structure of M , for we have gefθ = efgθ for any f ∈ C∞(M,R)
(see [Fe1], [Le]). Notice also that the Levi metric defines a Hermitian metric h∗

θ on
K, so we have a natural isomorphism of circle bundles ιθ : F → Σθ, where Σθ ⊂ K
denotes the unit sphere bundle of K.

Lemma 1 ([Fe2]; see also [Po4]). Any local scalar conformal invariant Ig(x)
of weight w uniquely defines a local scalar CR invariant of weight w.
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9.2. CR invariant operators.

Definition 20. A CR invariant ΨHDO of order m and biweight (w,w′) is a
pseudo-Hermitian invariant ΨHDO Pθ such that

(101) Pefθ = ew
′fPθe

−wf ∀f ∈ C∞(M,R).

We summarize the algebraic properties of CR invariant ΨHDOs in the following.

Proposition 10 ([Po4]). Let Pθ be a CR invariant ΨHDO of order m and
biweight (w,w′).

(1) Let Qθ be a CR invariant ΨHDO of order m′ and biweight (w′′, w), and
assume that Pθ or Qθ is uniformly properly supported. Then PθQθ is a
CR invariant ΨHDO of order m+m′ and biweight (w′′, w′).

(2) Assume that Pθ is admissible and its principal symbol is invertible in the
Heisenberg calculus sense. Then the datum on every pseudo-Hermitian
manifold (M2n+1, θ) of a parametrix Qθ ∈ Ψ−m(M) gives rise to a CR
invariant ΨHDO of order −m and biweight (w′, w).

Next, we have plenty of CR invariant operators thanks to the following result.

Proposition 11 ([JL1], [GG]; see also [Po4]). Any conformally invariant
Riemannian differential operator Lg of weight w uniquely defines a CR invariant
differential operator Lθ of the same weight.

When Lg is the Yamabe operator the corresponding CR invariant operator is
the CR Yamabe operator introduced by Jerison-Lee [JL1] in their solution of the
Yamabe problem on CR manifolds. Namely,

(102) �θ = Δb +
n

n+ 2
κθ,

where κθ is the Tanaka-Webster scalar curvature. This is a CR invariant differential
operator of biweight (−n

2 ,−n+2
2 ).

More generally, Gover-Graham [GG] proved that for k = 1, . . . , n + 1 the

GJMS operator �(k)
g on the Fefferman bundle gives rise to a selfadjoint differential

operator,

(103) �(k)
θ : C∞(M) −→ C∞(M).

This is a CR invariant operator of biweight (k−(n+1)
2 ,−k+n+1

2 ) and it has the same
principal symbol as

(104) (Δb + i(k − 1)X0)(Δb + i(k − 3)X0) · · · (Δb − i(k − 1)X0).

In particular, except for the critical value k = n+1, the principal symbol of �(k)
θ is

invertible in the Heisenberg calculus sense (see [Po3, Prop. 3.5.7]). The operator

�(k)
θ is called the CR GJMS operator of order k. For k = 1 we recover the CR

Yamabe operator. Notice that by making use of the CR tractor calculus we also
can define CR GJMS operators of order k ≥ n+2 (see [GG]). These operators can
also be obtained by means of geometric scattering theory (see [HPT]).



242 RAPHAËL PONGE

9.3. Fefferman’s program. In the same way as in conformal geometry, in
the setting of CR geometry the program of Fefferman has two main aspects:

Fefferman’s Program (Analytic Aspect). Give a precise geometric descrip-
tion of the singularities of the Schwartz, Green and null kernels of CR invariant
operators in terms of local conformal invariants.

Fefferman’s Program (Geometric Aspect). Determine all local invariants
of a strictly pseudoconvex CR structure.

Concerning the latter aspect, the analogues of the Weyl conformal invariants
are the Weyl CR invariants which are the local CR invariants arising from the
Weyl conformal invariants of the Fefferman as described by Lemma 1. Notice that,
for the Fefferman bundle, the ambient metric was constructed by Fefferman [Fe2]
as a Kähler-Lorentz metric. Therefore, the Weyl CR invariants are the local CR
invariants that arise from complete tensorial contractions of covariant derivatives
of the curvature tensor of Fefferman’s ambient Kähler-Lorentz metric.

Bearing this in mind the CR analogue of Proposition 2 is given by the following.

Proposition 12 ([Fe2, Thm. 2], [BEG, Thm. 10.1]). Every local CR invariant
of weight ≤ n+ 1 is a linear combination of local Weyl CR invariants.

In particular, we recover the fact that there is no local CR invariant of weight 1.
Furthermore, we see that every local CR invariant of weight 2 is a constant multiple
of |S|θ. Similarly, the local CR invariants of weight 3 are linear combinations of
the invariants (99) and of the invariant Φθ that arises from the Fefferman-Graham
invariant Φgθ of the Fefferman Lorentzian space F .

10. Logarithmic singularities of CR invariant ΨHDOs

Let us now look at the logarithmic singularities of CR invariant ΨHDOs. To
this end let us denote by [θ] the conformal class of θ.

Proposition 13. Consider a family (Pθ̂)θ̂∈[θ] ⊂ Ψm(M) such that

(105) Pefθ = ew
′fPθe

−wf ∀f ∈ C∞(M,R).

Then

(106) cP
ef θ

(x) = e(w
′−w)f(x)cPθ

(x) ∀f ∈ C∞(M,R).

This result generalizes a previous result of N.K. Stanton [St]. Combining it
with Proposition 9, and using Proposition 12 , we obtain the following.

Theorem 6 ([Po4]). Let Pθ be a CR invariant ΨHDO of order m and biweight
(w,w′). Then the logarithmic singularity cPθ

(x) takes the form

(107) cPθ
(x) = IPθ

(x)|(dθ)n ∧ θ|,

where Iθ(x) is a scalar local CR invariant of weight n+ 1 + w − w′. If we further
have w ≤ w′, then Iθ(x) is a linear combination of Weyl CR invariants of weight
n+ 1 + w − w′.

We can make use of this result to study the logarithmic singularities of the
Green kernels of the CR GJMS operators.
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Theorem 7. For k = 1, . . . , n we have

(108) γ�(k)
θ

(x) = ckθ(x)|dθn ∧ θ|,

where ckθ(x) is a linear combination of scalar Weyl CR invariants of weight n+1−k.
In particular,

c
(n)
θ (x) = 0, c

(n−1)
θ (x) = αn|S|2θ,(109)

c
(n−2)
θ (x) = βnS

k̄l
ij̄ S p̄q

kl̄
S īj
pq̄ + γnS

jk̄

i l̄
S ī q

j̄p
Sp̄ l

q̄k + δnΦθ,(110)

where S is the Chern-Moser curvature tensor, Φθ is the CR Fefferman-Graham
invariant, and the constants αn, βn, γn and δn depend only on n.
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Abstract. We will make an attempt to understand the results about mirror
symmetry and elliptic curves in the paper of Dijkgraaf [3], more precisely
on the generating functions counting simply ramified curves of genus g ≥
1 over a fixed elliptic curve with 2g − 2 marked points and their relations
to the integrals on trivalent Feynman graphs. The result which appeals to
us most is the “modularity” of the generating functions. It asserts that the
generating function counting simply ramified covers of an elliptic curve with
2g− 2 marked points is a quasimodular form of weight 6g− 6 on Γ = SL2(Z).
Two different counting methods, the fermionic and bosonic countings, are
discussed in Dijkgraaf [3].

In this note, we will confine ourselves to the A-model – fermionic counting.
In this case, one computes the generating function based on the classical theory
of Riemann surfaces, monodromy representations, representation theory of
symmetric groups, etc. The method of arriving at the generating function
is not due to us, and our exposition on this part is based on the article of
Dijkgraaf [3]. To establish the quasimodularity of the generating function, we
will follow the exposition of Kaneko and Zagier [9]. The fermionic counting

method is purely mathematical and we can present an algorithm to compute
the generating functions explicitly in terms of traces (or eigenvalues) of certain
matrices.
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1. Introduction

1.1. In this note we will study the formula in Dijkgraaf [3] on the generating
functions counting simply ramified curves of genus g ≥ 1 over a fixed elliptic curve
with 2g − 2 marked points. The striking result stated in therein is the Fermion
Theorem which asserts:

For each g ≥ 2, the generating function, Fg(q) (with q = e2πiτ , τ ∈ H),
is a quasimodular form of weight 6g − 6 on Γ = SL2(Z).

Consequently it is expressed as a polynomial in Q[E2, E4, E6] of weight 6g−6. Here
E2i, i = 1, 2, 3 are Eisenstein series of weight 2i, i = 1, 2, 3 on Γ.

Several natural questions arise: For a fixed g ≥ 1,

(a) how to calculate the number of simply ramified covers?

(b) characterize the generating function,

(c) why do quasimodular forms appear?

Dijkgraaf [3] and Douglas [5] arrived at this result using reasoning from physics
(e.g., Gromov–Witten Theory, mirror symmetry, quantum field theory, Feynman
diagrams and integrals). Therefore it is imperative to provide purely mathematical
proofs, and that is exactly the purpose of this paper, and along the way we try
to give answers to the above questions. The method of arriving at the generating
function is not due to us. It is straight from the article of Dijkgraaf [3], and our
exposition is based on that article.

As the modular form theoretic proof for the quasimodularity of the generating
function was supplied by Kaneko and Zagier [9], one of our purposes of this note is
to study their proof. The quasimodularity of the generating function can be estab-
lished with mathematical rigour. However, the proofs do not reveal conceptually
why it is quasimodular! For this we need to appeal to the B-model (bosonic) theory.

One reason why physicists are interested in the generating functions of simply
ramified covers of an elliptic curve is that it can be connected to the partition
function of two-dimensional Yang–Mills theory on an elliptic curve [2].

1.2. We should mention that a main motivation in Dijkgraaf’s paper [3] was
to discuss mirror symmetry on Calabi–Yau manifolds of dimension 1, namely on
elliptic curves. Here is a brief description of mirror symmetry for elliptic curves.
It is a well known fact that the moduli space of elliptic curves over C is the space
H/Γ, where H := { τ ∈ C | Im(τ ) > 0 } denotes the upper-half complex plane. This
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means that any elliptic curve E over C is determined, up to isomorphism, by a
complex number τ ∈ H, in fact, E is isomorphic to a complex torus:

E � C/Z+ τZ.

Write τ = τ1 + iτ2 with τ2 > 0. The complex modulus τ ∈ H is called a complex
structure modulus of E, and we denote the elliptic curve by Eτ .

There is another way of defining an elliptic curve E over C. As an elliptic curve
is a Calabi–Yau manifold of dimension 1, there is a unique complexified Kähler class
[ω] ∈ H2(E,C) associated to it. We will describe how to associate another modulus
to an elliptic curve. With τ2 as above, we parameterize ω with t as

t =
1

2πi

∫
E

ω, ω = −−πt

τ2
dz ∧ dz̄

Again, write t = −t1 + it2 with t2 > 0. (The condition t2 > 0 corresponds to the
fact that ω lies in the positive Kähler cone). The complex number t ∈ H is called
a Kähler modulus or (complexified) symplectic modulus and determines an elliptic
curve, Et.

Thus an elliptic curve E is endowed with two moduli, τ (a complex structure
modulus) and t (a Kähler modulus), and we may write E = Eτ,t. The dependence
on τ is up to the lattice generated by 1 and τ , so that

Eτ,t = Eτ+1,t = E− 1
τ ,t.

1.3. The mirror symmetry conjecture (prediction) for elliptic curves has been
formulated in Dijkgraaf, Verlinde and Verlinde [4].

Mirror symmetry for elliptic curves is simply the interchange of the two param-
eters τ (the complex structure modulus) and t (the Kähler modulus) :

E = Eτ,t ⇔ Ẽ = Et,τ .

That is, the Kähler modulus of the original elliptic curve is the complex structure
modulus of the mirror elliptic curve, and vice versa. So the mirror map sends τ to
t.

The mirror symmetry conjecture suggests that there are two ways of computing
the generating functions of simply ramified covers. One is the fermionic count (the
A-model with a Kähler modulus t), and the other is the bosonic count (the B-
model with a complex structure modulus τ ). The fermionic counting is done on
the original elliptic curve and involves Hurwitz numbers. This fermionic side of
the story is a purely mathematical theory, and is accessible to mathematicians. In
fact, the classical Hurwitz theory, and the more modern Gromov–Witten theory,
are the main ingredients in the fermionic enumerations of not necessarily simply
ramified covers but more general types of covers of curves (e.g., P1, an elliptic curve
with marked points). The reader is referred to a series of papers by Okounkov and
Pandharipande, e.g., [11].

On the other hand, the bosonic count is based on physical theories, e.g., quan-
tum field theory, involving path integrals on trivalent Feynman diagrams. This
arises from the interpretation of the generating functions Fg(q) in terms of the
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geometry of the mirror partner. The B-model enumerates “constant maps” from
simply ramified covers to points in the mirror elliptic curve. The partition function
is defined by a path integral

Z∗ =

∫
F
exp(−S(φ))Dφ

over the space of fields F for some formal measure Dφ on F , where S : F → R is
the action functional determined by the Lagrangian L(φ). Then by the standard
quantum field theory argument, this partition function may be computed using
Feynman diagrams. In particular, for the model that we are using here (e.g.,
Chern–Simons theory), the action functional S is given by a cubic potential,

S(φ) =

∫
1

2
∂φ∂̄φ+

λ

6
(∂φ)3.

Then Wick’s theorem tells us how to represent these integrals in terms of Feynman
diagrams of trivalent graphs. The upshot of these techniques is that Fg(q) (with
q = e2πiτ ) should be computed by evaluating the integrals associated to trivalent
Feynman diagrams.

However, at this moment, we are not able to present mathematically rigorous
discussions on the bosonic counting. We plan to come back to the B-model–bosonic
counting in subsequent articles. One of our future projects is to “understand” the
bosonic counting for elliptic curves by carrying out some computations of Feynman
integrals, first for small genera. Then we would like to illustrate that fermionic
counting coincides with bosonic counting (at least for small genera), thereby es-
tablishing the mirror symmetry conjecture for elliptic curves for the cases of small
genera. For higher genera, we ought to study inductive structures on Feynman
diagrams, and structures of the Hopf algebras associated to Feynman diagrams.

Also, through the bosonic counting, and mirror symmetry, we hope that it be-
comes conceptually clear why quasimodular forms enter the scene in the description
of the generating function Fg(q).

1.4. In this note, we will consider only the A-model (fermionic) counting for the
generating function Fg(q) where we set q = e2πit with a Kähler parameter t ∈ H.
Since the discussions below involve only one parameter, we will use the notation τ
to mean a Kähler parameter t throughout.

2. Statement of the problem

Fix an elliptic curve E, and a set S = {b1, . . . , b2g−2} of 2g − 2 distinct points
of E. We define a degree d, genus g, cover of E to be an irreducible smooth curve
C of genus g along with a finite degree d map p : C −→ E simply branched over
the points b1,. . . , b2g−2 in S.

We consider two such covers p1 : C1 −→ E and p2 : C2 −→ E to be equivalent
if they are isomorphic as schemes over E, that is, if there is an isomorphism φ :
C1 →̃C2 commuting with the structure maps pi to E.
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For any cover p : C −→ E we define the automorphism group of the cover,
Autp(C) to be the automorphism group of C as a scheme over E, that is, the group

Autp(C) := {φ : C →̃C | p ◦ φ = p}.

Autp(C) is always a finite group. We will usually abuse notation and write
Aut(C) for this group, with the understanding that it depends on the structure
map p to E.

2.1. Let Cov(E, S)◦g,d be the set of degree d, genus g covers of E, up to equiva-

lence. We will refer to an element of Cov(E, S)◦g,d by a representative (C, p) of the
equivalence class.

If (C, p) is a cover, and (C ′, p′) any cover equivalent to it, then |Autp(C)| =
|Autp′(C ′)|. For any element of Cov(E, S)◦g,d we assign it the weight 1/|Autp(C)|,
where (C, p) is any representative of the class. This is well defined by the previous
remark.

2.2. Let Ng,d be the weighted count of the elements of Cov(E, S)◦g,d, each equiva-
lence class being weighted as above.

The number Ng,d is purely topological, and does not depend on the particular
elliptic curve E chosen, nor on the set S of 2g− 2 distinct points, and we therefore
omit them from the notation.

The first goal of this note is to explain how to calculate Ng,d for all g and d;
the second to link the generating functions to quasimodular forms, which we now
describe.

2.3. Here we recall some facts about modular and quasimodular forms from Kaneko
and Zagier [9], which are relevant to our discussions. For detailed accounts on
modular and quasimodular forms, the reader is referred to the excellent recent
lecture note The 1-2-3 of Modular Forms [1].

For any even integer k ≥ 2 define the Eisenstein series of weight k to be the
series

Ek := 1− 2k

Bk

∑
n≥1

σk−1(n)q
n,

where Bk is the k-th Bernoulli number, and σk−1(n) denotes the sum σk−1(n) :=∑
m|n m

(k−1).

The first three Eisenstein series are

E2 = 1− 24q − 72q2 − 96q3 − 168q4 − 144q4 − · · · ,
E4 = 1 + 240q + 2160q2 + 6720q3 + 17520q4 + · · · , and

E6 = 1− 504q − 16632q2 − 122976q3 − 532728q4 − · · · .

Let Γ = SL2(Z) be the full modular group. If we set q = exp(2πiτ ) with τ ∈ H,
each Ek becomes a holomorphic function on the upper half plane, which is also, by
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virtue of its defining q-expansion, holomorphic at infinity. For k ≥ 4 each Ek is a
modular form of weight k.

2.4. The series E2 is not modular. For any γ ∈ Γ, γ =

(
a b
c d

)
,

(2.4.1) E2(γ · τ ) = (cτ + d)2E2(τ ) +
6c(cτ + d)

πi
.

This can be easily computed using the identity

E2(q) =
1

2πi

d

dτ
log(Δ(q)),

where Δ(q) is the weight 12 cusp form

Δ(q) := q
∏
n≥1

(1− qn)24.

2.5. Let 	(τ ) be the imaginary part of τ and Y (τ ) the function Y (τ ) = 4π	(τ ).

Kaneko and Zagier ([9], p. 166) define an almost holomorphic modular form of
weight k to be a function F (τ ) on the upper half plane of the form

F (τ ) =
M∑

m=0

fm(τ )Y −m

where each fm(τ ) is holomorphic and grows at most polynomially in 1/Y as Y → 0.
In addition, F (τ ) must satisfy the usual weight k modular transformation rule

F (γ · τ ) = (cτ + d)kF (τ ).

They define a quasimodular form of weight k to be any holomorphic function
f0(τ ) appearing as the “constant term with respect to 1/Y ” in such an expansion.

Since
1

Y (γ · τ ) =
(cτ + d)2

Y (τ )
+

c(cτ + d)

2πi
,

equation 2.4.1 shows that

E∗
2 := E2 −

12

Y
is an almost holomorphic modular form of weight 2, and therefore that E2 is a
quasimodular form of the same weight.

2.6. Kaneko and Zagier ([9], p. 166) further define M̃k(Γ) to be the vector space

of quasimodular forms of weight k, and M̃(Γ) = ⊕kM̃k(Γ) to be the graded ring of
quasimodular forms.

They prove ([9], p. 167, Proposition 1) that M̃(Γ) = C[E2, E4, E6].

The monomials of weight k in E2, E4 and E6 are linearly independent over C
as functions on the upper half plane. One way to see this is to use the fact that
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monomials in E4 and E6 are modular forms, and linearly independent, and then
apply equation 2.4.1 to any supposed linear relation among monomials involving
E2.

It follows that

dimC(M̃k(Γ)) =

⎧⎪⎪⎨
⎪⎪⎩

⌊
(k+6)2

48

⌋
if k �≡ 0 mod 12

⌊
(k+6)2

48

⌋
+ 1 if k ≡ 0 mod 12

or just dimC(M̃k(Γ)) =

⌊
(k + 6)2 + 12

48

⌋
for any even k.

See also the article of Kaneko and Koike [8] for the dimension formula for the

vector space M̃k(Γ) of quasimodular forms of even weight k for Γ.

2.7. We now quote the important result on quasimodular forms from [1] (Proposi-
tion 20, on page 59), which is relevant to our subsequent discussions. We consider
derivatives of modular and quasimodular forms. For τ ∈ H, and q = e2πiτ , let

D :=
1

2πi

d

dτ
= q

d

dq

be a differential operator.

Proposition (Zagier). —

(a) The space of quasimodular forms on Γ is closed under differentiation. Let
D := 1

2πi
d
dτ be a differential operator. If f is a modular form of weight

k for Γ = SL2(Z), then Df is a quasimodular form of weight k + 2 for
Γ. The m-th derivative of a quasimodular form is again a quasimodular
form of weight k + 2m.

(b) Every quasimodular form for Γ can be written uniquely as a linear com-
bination of derivatives of modular forms and of E2.

Note that the above proposition is valid for certain subgroups of Γ as well, for
instance, Γ2 appearing in section 9.

Examples. Here are the derivatives of E2, E4 and E6:
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D(E2) =
1

12
(E2

2 − E4) = −24

∞∑
n=1

n2qn

(1− qn)2
= −24

∞∑
n=1

nσ1(n)q
n

D(E4) =
1

3
(E2E4 − E6) = 240

∞∑
n=1

n4qn

(1− qn)2
= 540

∞∑
n=1

nσ3(n)q
n

D(E6) =
1

2
(E2E6 − E2

4) =
∞∑

n=1

n6qn

(1− qn)2
= −504

∞∑
n=1

nσ5(n)q
n

D2(E2) =
1

36
(E6 − E3

2 − 18E2D(E2) =
1

36
(E6 −

5

2
E3

2 +
3

2
E2E4)

D3(E2) =
3

2
D(E2)

2 − E2D
2(E2)

2.8. For any g ≥ 2, let

Fg(q) :=
∑
d≥1

Ng,d qd

be the generating series counting covers of genus g.

(Note that for g = 1, the definition of F1(q) should be modified by adding the term
− 1

24 log q. See, for instance, [10].)
The interest in counting covers is because of the following surprising result due

to Dijkgraaf [3] and Douglas [5].

Theorem (Dijkgraaf–Douglas). — For g ≥ 2, Fg(q) is a quasimodular form of weight
6g − 6 for Γ.

3. From connected to disconnected covers

3.1. A general feature of combinatorial problems is that it is often easier to count
something if we remove the restriction that the objects in question are connected.

A standard example is to count the number of graphs with n labelled vertices.
If n = 3 then there are four connected graphs with 3 labelled vertices (Figure 1):

Figure 1

If we allow (possibly) disconnected graphs, then there are a total of eight such
graphs; the four above, and an additional four labelled graphs (Figure 2):
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Figure 2

Let cn be the number of connected graphs on n vertices, and dn the (possibly)
disconnected ones. It may not be clear how to calculate cn, but since each graph
on n vertices has a total of

(
n
2

)
possible edges which we can either draw or omit,

we have dn = 2(
n
2).

3.2. Suppose that we did know the number of connected graphs on n vertices. We
would then have a second way to compute the number of possibly disconnected
graphs. For instance, knowing that c1 = 1, c2 = 2, and c3 = 4 we can compute that

d3 =

(
3

3

)
c3 +

(
3

2, 1

)
c2c1 +

1

3!

(
3

1, 1, 1

)
c31 = 8.

In this calculation, the sum is over the number of ways to break a graph with
n = 3 vertices into connected pieces. In each term of the sum the binomial symbol
(and factorial term) keeps track of the number of ways to split the vertices into
connected pieces of the appropriate size. Finally the monomial in the c’s calculates
the number of such graphs given that particular division of the vertex set.

3.3. If we set

C(λ) :=
∑
n≥1

cn
n!

λn,

and

D(λ) :=
∑
n≥1

dn
n!

λn,

then our method of calculating the dn’s from the cn’s shows that

D(λ) = exp(C(λ))− 1.

This follows since the coefficient of λn in exp(C(λ)) is clearly a sum of monomials
in the c’s, and the n! terms in the definition of C and D, as well as the factorials
appearing in the exponential ensure that these monomials appear with the correct
coefficients. Working out the coefficient of λ3 in exp(C(λ)) is a good way to see
how this happens.

Thanks to this identity, it is a formal matter to compute the dn’s if we know
the cn’s, or conversely, by taking the logarithm, we can compute the cn’s from the
dn’s. Since we do know a formula for the dn’s, this gives us a method to compute
cn for all n.
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3.4. A typical strategy for attacking a combinatorial problem is the one used above:
first solve the disconnected version of the problem, and then use that to compute
the numbers for the connected case.

The process of passing from the connected to the possibly disconnected version
of a combinatorial problem usually involves taking the exponential of the generating
function. Describing a disconnected version generally requires partitioning some
of the data in the problem (like the vertices in our example); the factorials and
exponential take into account the combinatorics of making this division.

In order to apply this strategy to our counting problem, we first need to define
the disconnected version of a cover.

3.5. Returning to the setup of sections 2.1 and 2.2, let E be an elliptic curve and
S = {b1, . . . , b2g−2} a set of 2g−2 distinct points of E. We define a degree d, genus
g, disconnected cover of E to be a union C = ∪iCi of smooth irreducible curves,
along with a finite degree d map p : C −→ E simply branched over the points
b1, . . . , b2g−2 in S.

The condition on branching means that each ramification point of p is a simple
ramification point, and that there are a total of 2g− 2 ramification points, mapped
bijectively under p to b1, . . . , b2g−2.

Note that by “disconnected cover” we mean disconnected in the weak sense:
we allow the possibility that C is connected, so that this includes the case of degree
d genus g covers from sections 2.1 and 2.2. A more accurate but also more clumsy
name would be “possibly disconnected cover”.

The restriction pi := p|Ci
of p to any component Ci of C is a finite map of some

degree di. If Ci of C is of genus gi, then by the Riemann-Hurwitz formula the map
pi will have 2gi − 2 ramification points on Ci. We therefore have the relations

∑
i

di = d, and
∑
i

(2gi − 2) = 2g − 2.

3.6. As before, we define two covers to be equivalent if they are isomorphic over
E. We define the automorphism group of a cover Autp(C) to be the automorphism
group of C as a scheme over E:

Autp(C) := {φ : C →̃C | p ◦ φ = p}.

If C has no components of genus gi = 1, then the automorphism group of the
cover is the direct product of the automorphism groups of the components.

Autp(C) =
∏
i

Autpi
(Ci).

This follows from the fact that in this case no two components can be isomorphic
as curves over E since they have different branch points over E.
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If C has components of genus gi = 1, then the map pi has no ramification points
and it is possible that some genus 1 components are isomorphic over E. In this case
the automorphism group of the cover is the semi-direct product of

∏
i Autpi

(Ci)
and the permutations of the genus 1 components isomorphic over E.

3.7. Let Cov(E, S)g,d be the set of genus g, degree d, disconnected covers of E
up to equivalence. We will refer to an element of Cov(E, S)g,d by a representative
(C, p) of the equivalence class.

For any element (C, p) of Cov(E, S)g,d, we give it the weight 1/|Autp(C)|. As
in section 2.1, this is well defined.

3.8. Let N̂g,d be the number of genus g, degree d, disconnected covers counted with

the weighting above. As before, the number N̂g,d is purely topological and does
not depend on the curve E or the particular distinct branch points b1, . . . , b2g−2

chosen.

Let Z(q, λ) be the generating function for the Ng,d’s:

Z(q, λ) :=
∑
g≥1

∑
d≥1

Ng,d

(2g − 2)!
qdλ2g−2

=
∑
g≥1

Fg(q)

(2g − 2)!
λ2g−2,

and Ẑ(q, λ) the corresponding generating function for the N̂g,d’s:

Ẑ(q, λ) :=
∑
g≥1

∑
d≥1

N̂g,d

(2g − 2)!
qdλ2g−2.

3.9. Lemma. — The generating functions are related by

Ẑ(q, λ) = exp(Z(q, λ))− 1.

Taking logarithms,

Z(q, λ) = log(Ẑ(q, λ) + 1).

Proof. Let us organize the data of a disconnected cover by keeping track of the
genus of each component, the degree of the map restricted to that component,
and the number of times that each such pair occurs. We will call such data the
combinatorial type of the cover.

Suppose that in a particular genus g, degree d, disconnected cover there are k1
components of type (g1, d1), k2 components of type (g2, d2), . . . , and kr components
of type (gr, dr).

The numbers {kj}, {gj}, {dj}, g and d satisfy the relations
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r∑
j=1

kjdj = d, and

r∑
j=1

kj(2gj − 2) = 2g − 2.

We want to compute the weighted count of all disconnected genus g degree d
covers of this combinatorial type. Clearly this number is some multiple of

Nk1

g1,d1
Nk2

g2,d2
· · ·Nkr

gr,dr
,

the multiple depending on some combinatorial choices of branch points and some
accounting for the automorphisms among the genus 1 components. We want to
compute this multiple and see that it is the same as the coefficient ofNk1

g1,d1
· · ·Nkr

gr,dr

appearing in (2g − 2)! exp(Z(q, λ)).

Since N̂g,d is the sum over the weighted counts of such topological types, and

since the factor (2g − 2)! is included in the definition of Ẑ(q, λ), it will follow that

Ẑ(q, λ) = exp(Z(q, λ))− 1.

We first need to split up the 2g − 2 branch points into k1 sets of 2g1 − 2, k2
sets of 2g2 − 2, . . . , and kr sets of 2gr − 2 branch points. There are(

2g − 2

(2g1 − 2), (2g1 − 2), . . . , (2gr − 2)

) ∏
kj such that gj>1

1

kj !

ways to make such a choice. Here, in the binomial symbol, each 2gj − 2 appears kj
times.

The binomial symbol alone counts the number of ways to split the 2g − 2
points into a set of 2g1 − 2 points, a second set of 2g1 − 2 points, . . . , a kr-th set of
2gr−2 points. However there is no natural order among sets of the same size which
correspond to maps of the same degree (which is the “first” component of genus gj
and degree dj?). Therefore we need to multiply by 1/kj ! for each kj with gj > 1,
i.e., those kj for which there are branch points, to account for this symmetrization.

From the description of the automorphism group in section 3.6 we see that
the monomial Nk1

g1,d1
· · ·Nkr

gr ,dr
already takes care of most of the weighting coming

from the automorphism group of the reducible cover. What is left is to account for
the automorphisms coming from permuting genus 1 components isomorphic over
E, as well as taking care of some overcounting in the monomial involving genus 1
components.

Suppose that gj = 1 for some j, and that (C, p) is a particular genus g, degree
d cover of the combinatorial type we are currently analyzing. Suppose that in our
particular cover C, all of the components of type (gj , dj) are isomorphic over E.
Then the automorphism group Autp(C) includes permutations of these components,
automorphisms which are not taken care of by the monomial. We should therefore
multiply by 1/kj ! to include this automorphism factor.

At the other extreme, suppose that in our particular cover C none of the com-
ponents of type (gj , dj) are isomorphic over E. Then the claim is that the mono-

mial Nk1

g1,d1
· · ·Nkr

gr,dr
overcounts this cover by a factor of kj !. Indeed, the product
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Ngj ,dj
·Ngj ,dj

· · ·Ngj ,dj
= N

kj

gj ,dj
represents the act of choosing a genus gj degree dj

cover kj times. Since the resulting disjoint union of these components (as a scheme
over E) will not depend on the order in which they are chosen, we have overcounted
by a factor of kj ! if the components are all distinct over E. Therefore in this case
we should again multiply by 1/kj ! to compensate.

In the general case we should break the components of type (gj , dj) (still with
gj = 1) into subsets of components which are mutually isomorphic over E. The total
contribution from permutation automorphisms and from correcting for overcounting
is always 1/kj !.

Putting all this together, we see that the total contribution coming from covers
of our particular combinatorial type is

(
2g − 2

(2g1 − 2), (2g1 − 2), . . . , (2gr − 2)

)⎛
⎝ r∏

j=1

1

kj !

⎞
⎠Nk1

g1,d1
· · ·Nkr

gr,dr

= (2g − 2)!
r∏

j=1

(
Ngj ,dj

(2gj − 2)!

)kj 1

kj !
.

Since this is exactly the expression appearing in (2g − 2)! exp(Z(q, λ)), the lemma
is proved. �

3.10. Thanks to the above lemma, we are now reduced to counting disconnected
genus g, degree d covers. This problem is naturally equivalent to a counting problem
in the symmetric group, by a method due to Hurwitz.

4. The monodromy map

4.1. Returning to the notation of section 3.5 let E be the elliptic curve and S =
{b1, . . . , b2g−2} the set of distinct branch points. Pick any point b0 of E, b0 �∈ S.

We define a marked disconnected cover (or marked cover for short) of genus g
and degree d to be a disconnected cover (C, p) of topological Euler characteristic
2 − 2g and degree d, along with a labelling from 1 to d of the d distinct points
p−1(b0).

We consider two marked covers (C, p), (C ′, p′) to be equivalent if there is an
isomorphism over E preserving the markings. Marked covers have no nontrivial
automorphisms.

Let C̃ov(E, S)g,d be the set of marked covers up to equivalence. We will denote

an element of C̃ov(E, S)g,d by (C̃, p).

4.2. Thanks to the marking, we have a natural monodromy map

C̃ov(E, S)g,d
mon−→ Hom(π1(E \ S, b0), Sd)
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where Hom is homomorphism of groups and Sd is the symmetric group on the set
{1, . . . , d}. We wish to describe the image of this map.

Let π1 := π1(E \ S, b0). Cutting open the torus into a square with b0 in the
bottom left corner, the generators for the group π1 are the loops α1, α2, and γi,
i = 1, . . . 2g − 2, where each γi is a small loop passing around bi and returning to
b0 (Figure 3).

Figure 3

The generators satisfy the single relation γ1γ2 · · · γ2g−2 = α1α2α
−1
1 α−1

2 .

Giving a homomorphism from π1 to any group H is equivalent to giving ele-
ments h1,. . . , h2g−2, h, h

′ of H satisfying the relation h1 · · ·h2g−2 = hh′h−1(h′)−1.

Because of our conditions on the branching over bi, i = 1, . . . , 2g − 2, for any

marked cover (C̃, p) the monodromy homomorphism sends γi to a simple transpo-
sition τi in Sd.

Let

(4.2.1) T̂g,d :=

⎧⎪⎪⎨
⎪⎪⎩

(τ1, τ2, . . . , τ2g−2, σ1, σ2)

τ1,. . . ,τ2g−2, σ1, σ2 ∈ Sd,
each τi is a simple transposition,
τ1τ2 · · · τ2g−2 = σ1σ2σ

−1
1 σ−1

2

⎫⎪⎪⎬
⎪⎪⎭

.

The set T̂g,d classifies the homomorphisms Hom(π1, Sd) of the type that can

arise from covers in C̃ov(E, S)g,d, and so we get a classifying map

ρ : C̃ov(E, S)g,d −→ T̂g,d

induced by monodromy.

4.3. Lemma. — The map ρ : C̃ov(E, S)g,d −→ T̂g,d is surjective.

Proof. Suppose that t is an element of T̂g,d and ψt : π1 −→ Sd the corresponding
homomorphism from π1 to Sd. From the theory of covering spaces, this homomor-
phism gives rise to a finite étale map p′′ : C ′′ −→ (E \ S)an along with a labelling
of (p′)−1(b0) with monodromy equal to ψt. Here (E \ S)an is the analytic space
associated to E \ S.
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The theory of covering spaces only guarantees the existence of C ′′ as a complex
manifold. However, by Grothendieck’s version of the Riemann existence theorem
([7], Exposé XII, Théorème 5.1) we may assume that C ′′ = (C ′)an and p′′ = (p′)an

where C ′ is algebraic and p′ : C ′ −→ E \ S is a finite étale map.

Let C ′
i be any component of C ′ and p′i the restriction of p′ to C ′

i. Let Ci be the
integral closure of E in the function field of C ′

i, and pi : Ci −→ E the associated

map. Finally we set C̃ = ∪iCi and define the map p : C̃ −→ E to be the one given
by pi on each Ci.

Then (C̃, p) is an element of C̃ov(E, S)g,d and ρ((C̃, p)) = t. �

4.4. The symmetric group Sd acts naturally on C̃ov(E, S)g,d. The natural map

η : C̃ov(E, S)g,d −→ Cov(E, S)g,d

forgetting the marking makes C̃ov(E, S)g,d a principal Sd set over Cov(E, S)g,d.

The orbits of Sd on C̃ov(E, S)g,d are therefore naturally in one to one correspon-
dence with the elements of Cov(E, S)g,d.

The symmetric group Sd also acts on T̂g,d by conjugation; the map ρ is Sd-
equivariant.

We will prove in Lemma 4.6 that ρ is injective as a map from the set of Sd

orbits of C̃ov(E, S)g,d to the set of Sd orbits of T̂g,d. Using this fact in conjunction

with Lemma 4.3, we will be able to conclude that the orbits of Sd on T̂g,d are also
naturally in one to one correspondence with the elements of Cov(E, S)g,d.

For any element t of T̂g,d let Stab(t) be the stabilizer subgroup of t under the
Sd action.

4.5. Proposition. — Let (C̃, p) be any element of C̃ov(E, S)g,d, t = ρ((C̃, p)) the

corresponding element of the classifying set T̂g,d, and C = η(C̃) the curve C̃ with
the markings forgotten. Then Autp(C) ∼= Stab(t).

Proof. Let Fet(E \ S) be the category of finite étale covers of E \ S. Each element
of Cov(E, S)g,d gives an element of Fet(E \S), and the automorphisms of (C, p) as
a cover over E are the same as the automorphisms of the corresponding object in
Fet(E \ S).

By Grothendieck’s theory of the algebraic fundamental group the fibre functor
(“fibre over b0”) gives an equivalence of categories between Fet(E \ S) and the
category of finite π1 sets, i.e., the category of finite sets with π1 action ([7], Exposé
V, Théorème 4.1).

More accurately, the theorem gives an equivalence of categories between
Fet(E \S) and the category of finite π̂1 sets, where π̂1 is the profinite completion of
π1, and the action of π̂1 on finite sets is continuous. By the definition of profinite
completion, this is the same as the category of finite π1 sets.
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Since we have an equivalence of categories, the automorphism group of an
element of Fet(E \ S) is the same as the automorphism group of the associated π1

set.

If D is a finite set with π1 action, then an automorphism of D in the category
of π1 sets is a permutation σ′ ∈ SD commuting with the π1 action, where SD is
the permutation group of D. The action of π1 on D is given by a homomorphism
π1 −→ SD, and so the automorphism group of D as a π1 set is just the group
of elements in SD commuting with the image of π1. We may check if σ′ ∈ SD

commutes with the entire image of π1 by checking if it commutes with the images
of the generators.

Since t ∈ T̂g,d is the list of images of the generators of π1 on the fibre D :=
p−1(b0) ∼= {1, . . . , d} of C, and since for σ′ to commute with a generator is the
same as saying that the action by conjugation of σ′ on the generator is trivial, the
proposition follows. �

The equivalence of categories lets us clear up one point left over from section
4.4.

4.6. Lemma. — The map ρ is injective as a map from the set of Sd orbits on

C̃ov(E, S)g,d to the set of Sd orbits on T̂g,d.

Proof. Suppose that (C̃, p) and (C̃ ′, p′) are two elements of C̃ov(E, S)g,d whose
images under ρ are in the same Sd orbit. By using the Sd action, we may in fact

assume that they have the same image t ∈ T̂g,d under ρ. We want to show that

(C̃, p) and (C̃ ′, p′) are in the same Sd orbit in C̃ov(E, S)g,d.

But, since the π1 set associated to both C̃ and C̃ ′ is the same, it follows from

the fact that the fibre functor defines an equivalence of categories that η(C̃) and

η(C̃ ′) are isomorphic as objects of Fet(E \ S), and therefore that η(C̃) and η(C̃ ′)

are isomorphic over E, and so (by the definition of Cov(E, S)g,d) that η(C̃) and

η(C̃ ′) are the same element of Cov(E, S)g,d.

Since C̃ov(E, S)g,d is a a principal Sd set over Cov(E, S)g,d via η, this implies

that (C̃, p) and (C̃ ′, p′) are in the same Sd orbit, and therefore that ρ is an injective
map between the sets of orbits. �

4.7. Let G be a finite group and X a finite set with G action. For any x ∈ X
let Gx be the stabilizer subgroup of x. If x and x′ are in the same G orbit, then
Gx

∼= Gx′ and so |Gx| = |Gx′ |.

We wish to compute a weighted sum of the orbits in X, with the following
weighting: if O is any G orbit in X, assign it the weighting 1/|Gx| where x is any
element x ∈ O. This is well defined by the previous remark.
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4.8. Lemma. — Let G be a finite group acting on a finite set X. Then the weighted
count of G orbits of X is |X|/|G|. In particular, it is independent of the G action.

Proof. This follows immediately from the orbit-stabilizer theorem. �

By Lemma 4.6 and the discussion in section 4.4 the elements of Cov(E, S)g,d are

naturally in one to one correspondence with the Sd orbits on T̂g,d. By proposition
4.5 the group Autp(C) is isomorphic to Stab(t) for any t in the orbit corresponding

to (C, p). Applying Lemma 4.8 and recalling the definition of N̂g,d from section 3.8
we have proved the following:

4.9. Reduction Step I. — N̂g,d = |T̂g,d|/d!.

Our counting problem has now been reduced to computing the size of T̂g,d.

5. A calculation in the symmetric group

5.1. In order to compute the size of T̂g,d let us fix a σ2 in Sd, and ask how many

elements t of T̂g,d end with σ2. This is easier to analyze if we rewrite the defining
condition in 4.2.1 as

(5.1.1) (τ1τ2 · · · τ2g−2)σ2 = σ1σ2σ
−1
1 ,

from which we see that the main obstacle is that (τ1 · · · τ2g−2)σ2 should be conjugate
to σ2.

For any σ2 ∈ Sd, let

Pg,d(σ2) :=

⎧⎪⎪⎨
⎪⎪⎩

(τ1, τ2, . . . , τ2g−2)
each τi ∈ Sd is a simple transposition,
and (τ1τ2 · · · τ2g−2)σ2 is conjugate to σ2

⎫⎪⎪⎬
⎪⎪⎭

By the definition of Pg,d(σ2), for any (τ1, . . . , τ2g−2) in Pg,d(σ2) there exists at least

one σ1 ∈ Sd with τ1 . . . τ2g−2σ2 = σ1σ2σ
−1
1 .

Once we have found one such σ1, the others differ from it by an element com-
muting with σ2. In other words, once we fix σ2, and (τ1, . . . , τ2g−2) ∈ Pg,d(σ2),
there are exactly as many possibilities for σ1 satisfying 5.1.1 as there are elements
which commute with σ2.

If c(σ2) is the conjugacy class of σ2, and |c(σ2)| the size of c(σ2), then the
number of elements commuting with σ2 is |Sd|/|c(σ2)|, or d!/|c(σ2)|, and so we get
the formula

|T̂g,d| =
∑

σ2∈Sd

d!

|c(σ2)|
|Pg,d(σ2)|.

5.2. In general, if c is any conjugacy class of Sd, let |c| denote the size of c. If
f : Sd −→ C is any function from Sd to C which is constant on conjugacy classes,
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then let f(c) denote the value of f on any element σ ∈ c of that conjugacy class.
Finally, let c−1 denote the conjugacy class made up of inverses of elements in c.

For any σ, σ2 ∈ Sd we have Pg,d(σσ2σ
−1) = σPg,d(σ2)σ

−1 where the conjuga-
tion of the set Pg,d(σ2) means to conjugate the entries of all elements in Pg,d(σ2).
This calculation shows that the function |Pg,d( · )| : Sd −→ N is constant on conju-
gacy classes.

Using our notational conventions, we can now write the previous formula as

|T̂g,d| =
∑
c

∑
σ2∈c

d!

|c| |Pg,d(c)| =
∑
c

|c| d!|c| |Pg,d(c)| =
∑
c

d!|Pg,d(c)|

where the sum
∑

c means to sum over the conjugacy classes of Sd.

On account of reduction 4.9 we then have

(5.2.1) N̂g,d =
∑
c

|Pg,d(c)|.

5.3. The problem of computing |Pg,d(c)| looks very much like the problem of
computing the number of cycles in a graph.

Imagine a graph where the vertices are indexed by the conjugacy classes c of
Sd, and the edges are the conjugacy classes which can be connected by multiplying
by a transposition. For any conjugacy class c, the number |Pg,d(c)| then looks like
an enumeration of the paths of length 2g − 2 starting and ending at vertex c.

This picture is not quite correct since there is fundamental asymmetry in the
definition of Pg,d – we are really only allowed to pick a particular representative
σ2 of the conjugacy class c, and ask for “paths” (i.e. sequences of transpositions)
which join σ2 to c.

If we take this asymmetry into account we can define a version of the adjacency
matrix which will allow us to compute |Pg,d(c)| just as in the case of graphs.

5.4. For any d ≥ 1 let Md be the square matrix whose rows and columns are
indexed by the conjugacy classes of Sd.

In the column indexed by the conjugacy class c and the row indexed by the
conjugacy class c′ we define the entry (Md)c′,c as follows: Pick any representative
σ2 of c, and let Mc′,c be the number of transpositions τ ∈ Sd such that τσ2 ∈ c′.
This number is independent of the representative σ2 ∈ c picked.

As an example, here are the matrices for d = 3 and d = 4, with the conjugacy
classes represented by the partitioning of the dots (Figure 4).

5.5. Lemma. — For any k ≥ 1, the entry in column c and row c′ of Mk
d is given

by:
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Figure 4

(Mk
d )c′,c =

∣∣∣∣∣∣

⎧⎨
⎩(τ1, . . . , τk)

Each τi ∈ Sd is a transposition,
and (τ1 · · · τk)σ2 ∈ c′

⎫⎬
⎭
∣∣∣∣∣∣

where σ2 is any element σ2 ∈ c. The calculation of this number does not depend
on the representative σ2 chosen.

Proof. Straightforward induction argument. The case k = 1 is the definition of
Md. �

Lemma 5.5 has the following useful corollary.

5.5.1. Corollary. —

(a) If k is odd, then (Mk
d )c,c = 0 for all conjugacy classes c.

(b) If k = 2g− 2 is even, then (M2g−2
d )c,c = |Pg,d(c)| for all conjugacy classes

c.

Proof. Part (a) follows from the lemma and parity considerations – an odd number
of transpositions can never take an element of a conjugacy class back to the same
class (or to any other class of the same parity).

Part (b) follows immediately from the lemma and the definition of |Pg,d(c)|. �

5.6. Applying part (b) of the corollary and equation 5.2.1 we now have

N̂g,d = Tr(M2g−2
d ),

where Tr is the trace of a matrix.

Along with part (a) of the corollary and the definition (section 3.8) of Ẑ(q, λ)
this gives
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(5.6.1) Ẑ(q, λ) =
∑
g≥1

∑
d≥1

Tr(M2g−2
d )

(2g − 2)!
qdλ2g−2 =

∑
d≥1

Tr(exp(Md · λ)) qd.

5.7. For any integer d ≥ 1, let part(d) be the number of partitions of the integer
d. This is exactly the number of conjugacy classes in Sd, so that each Md is a
part(d)× part(d) matrix.

For each d, let {μi,d}, i = 1, . . . , part(d), be the eigenvalues of Md. Since

Tr(Mk
d ) =

part(d)∑
i=1

μk
i,d,

we can also write equation 5.6.1 as

5.8. Reduction Step II. — Ẑ(q, λ) =
∑

d≥1

∑part(d)
i=1 exp(μi,dλ)q

d.

Therefore we have reduced our counting problem yet again – this time to com-
puting the eigenvalues of the matrices Md.

6. A calculation in the group algebra

6.1. Let C[Sd] be the group algebra of Sd, and Hd its center. For any conjugacy
class c of Sd, let

zc :=
∑
σ∈c

σ

be the sum in C[Sd] of the group elements in the class c. It is well known that the
{zc} form a basis for the center Hd and therefore that Hd is a part(d) dimensional
C-algebra.

Since Hd is an algebra, multiplication by any element z ∈ Hd is a C-linear map,
and can be represented by a part(d)× part(d) matrix.

Let τ stand for the conjugacy class of a transposition, and zτ the corresponding
basis element of Hd. In the {zc} basis, the matrices for multiplication by zτ in H3

and H4 are (Figure 5)

6.2. Proposition. — In the {zc} basis, the matrix for multiplication by zτ in Hd

is the transpose of Md.
Proof. The entry in column c′ and row c of the multiplication matrix is the coeffi-
cient of zc in the expansion of zτ · zc′ into basis vectors.

To compute this, pick any σ2 ∈ c, and ask how many times σ2 appears in the
product expansion

zτ · zc′ =
(∑

τi∈τ

τj

)
·

⎛
⎝∑

σ′
j∈c′

σ′
j

⎞
⎠ .
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Figure 5

This is clearly the number of times that there exists a τi ∈ τ and σ′
j ∈ c′ with

τiσ
′
j = σ2, which is perhaps more easily phrased as the number of times that there

is a transposition τi ∈ τ with τ−1
i σ2 ∈ c′.

Since the inverse of a transposition is a transposition, we see that this is the
same as the entry (Md)c′,c in column c and row c′ of Md, and therefore that the
multiplication matrix is the transpose of Md. �

It is therefore enough to understand the eigenvalues for zτ acting on Hd by
multiplication.

6.3. Since Hd is a commutative algebra, for any action of Hd on a finite dimen-
sional vector space, we might hope to diagonalize the action by finding a basis of
simultaneous eigenvectors. In particular, we might hope to find such a basis for Hd

acting on itself.

6.4. Let χ be an irreducible character of Sd, and define

wχ :=
dim(χ)

d!

∑
c

χ(c−1) zc =
dim(χ)

d!

∑
σ∈Sd

χ(σ−1) σ,

where dim(χ) = χ(1) is the dimension of the irreducible representation associated
to χ. Each wχ is by definition in Hd, and we will see below that the {wχ} form a
basis for Hd.

There are two well known orthogonality formulas involving the characters. For
the first, pick any σ1 in Sd, then

(6.4.1)
∑
σ∈Sd

χ(σ)χ′(σ−1σ1) =

{
0 if χ �= χ′

d!
dim(χ) χ(σ1) if χ = χ′ .

The second is an orthogonality between the conjugacy classes. For any conjugacy
classes c and c′,
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(6.4.2)
∑
χ

χ(c)χ(c′) =

{
0 if c �= c′
d!
|c| if c = c′

,

where the sum is over the characters χ of Sd.

Formula 6.4.1 is equivalent to the multiplication formula

(6.4.3) wχ · wχ′ =

{
0 if χ �= χ′

wχ if χ = χ′ ,

while formula 6.4.2 is equivalent to the following expression for zc in terms of the
wχ,

(6.4.4) zc =
∑
χ

(
|c−1|χ(c−1)

dim(χ)

)
wχ.

To see this last equation, expand the term on the right using the definition of
wχ,

∑
χ

(
|c−1|χ(c−1)

dim(χ)

)
wχ =

∑
σ∈Sd

(∑
χ

|c−1|
d!

χ(c−1)χ(σ−1)

)
σ =

∑
σ∈c

σ = zc;

the middle equality comes from applying 6.4.2.

Equation 6.4.4 shows that the {wχ} span Hd. Either formula 6.4.3 or the fact
that the number of characters is the same as the number of conjugacy classes shows
that the {wχ} are linearly independent. The {wχ} therefore form a basis for Hd.

6.5. Formula 6.4.3 is the most important; it shows that the basis {wχ} diagonalizes
the action of Hd on itself by multiplication. In particular, if

z =
∑
χ

aχwχ

is any element in Hd, then the eigenvalues of the matrix for multiplication by z are
precisely the coefficients aχ of z expressed in the {wχ} basis.

The coefficients of zτ in the {wχ} basis are given by equation 6.4.4 with c = τ .
Since τ−1 = τ (the inverse of a transpose is a transpose), and since by proposition
6.2 the eigenvalues for multiplication by zτ are the same as the eigenvalues of Md,
we have proved

6.6. Reduction Step III. — The eigenvalues {μi,d} of Md are given by

(
d
2

)
χ(τ )

dim(χ)

as χ runs through the irreducible characters of Sd.
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7. A formula of Frobenius

7.1. In order to use reduction 6.6 to calculate Ẑ(q, λ) we need to have a method
to compute χ(τ )/ dim(χ) for the characters χ of Sd.

The irreducible representations of Sd are in one to one correspondence with the
partitions of d. Any such partition can be represented by a Young diagram (Figure
6):

Figure 6

The picture represents the partition 4 + 4 + 3 + 3 + 2 + 2 of d = 18.

There are many formulas relating the combinatorics of the Young diagram to
the data of the irreducible representation associated to it. For example, the hook-
length formula computes the dimension dim(χ) of the irreducible representation,
while the Murnaghan-Nakayama formula computes the value of the character on
any conjugacy class.

More convenient for us is the following somewhat startling formula of Frobenius.

7.2. Given a Young diagram, split it diagonally into two pieces (Figure 7);

Figure 7

because the splitting is diagonal, there are as many rows in the top piece as columns
in the bottom piece.
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Suppose that there are r rows in the top and r columns in the bottom. Let
ui, i = 1, . . . , r be the number of boxes in the i-th row of the top piece, and
vi, i = 1, . . . , r the number of boxes in the i-th column of the bottom piece. The
numbers ui, vi are half integers. In the example r = 3 and the numbers are u1 = 3 1

2 ,

u2 = 2 1
2 , u3 = 1

2 and v1 = 5 1
2 , v2 = 4 1

2 , v3 = 1 1
2 .

If χ is the irreducible character associated to the partition, and τ the conjugacy
class of transpositions in Sd, then Frobenius’s formula is

(
d
2

)
χ(τ )

dim(χ)
=

1

2

(
r∑

i=1

u2
i −

r∑
i=1

v2i

)
.

In our example this is

1

2

(
(3

1

2
)2 + (2

1

2
)2 + (

1

2
)2 − (5

1

2
)2 − (4

1

2
)2 − (1

1

2
)2
)

= −17.

The formula produces exactly the eigenvalues we are looking for.

7.3. Let Z≥0+ 1
2
be the set

Z≥0+ 1
2
:=

{
1

2
,

3

2
,

5

2
,

7

2
, . . . . . .

}

of positive half integers.

The process of cutting Young diagram diagonally gives a one to one correspon-
dence between partitions and subsets U and V of Z≥0+ 1

2
with |U | = |V |.

To reverse it, given any two such subsets with |U | = |V | = r, we organize the
elements u1, . . . , ur so that u1 > u2 > · · · > ur, and similarly with the vi’s. We
then recover the Young diagram by gluing together the appropriate row with ui

boxes to the column with vi boxes, i = 1, . . . , r.

The resulting Young diagram is a partition of d =
∑

u∈U u+
∑

v∈V v.

Since the data of the subsets U and V are sufficient to recover the degree d,
and the eigenvalue associated to the corresponding irreducible representation, we
see that all of the combinatorial information we are interested in is contained in
these subsets.

7.4. Consider the infinite product
∏

u∈Z≥0+ 1
2

(
1 + z qu e

u2

2 λ
) ∏

v∈Z≥0+ 1
2

(
1 + z−1 qv e

−v2

2 λ
)
.

Computing a term in the expansion of this product involves choosing finite
subsets U ⊂ Z≥0+ 1

2
and V ⊂ Z≥0+ 1

2
.

In the term corresponding to a pair of subsets U and V ,
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– The power of z appearing in the term is |U | − |V |,

– the power of q appearing is
∑

u∈U u+
∑

v∈V v, and

– the exponential term is exp
(
1
2 (
∑

u∈U u2 −
∑

v∈V v2)λ
)
.

The infinite product is a Laurent series in z with coefficients formal power
series in q and λ. Combining the above discussion, the formula of Frobenius, and
reduction 5.8 we have

7.5. Reduction Step IV. —

Ẑ(q, λ) = coeff of z0 in

⎛
⎜⎝ ∏

u∈Z≥0+ 1
2

(
1 + z qu e

u2

2 λ
) ∏

v∈Z≥0+ 1
2

(
1 + z−1 qv e

−v2

2 λ
)
⎞
⎟⎠−1.

The “−1” appears because Ẑ(q, λ) doesn’t have a constant term, or alternately,
because we should ignore the term where both U and V are the empty set.

The fact that Fg(q) is a quasimodular form of weight 6g − 6 follows from this
formula and the work of Kaneko and Zagier.

8. The work of Kaneko and Zagier

8.1. Kaneko and Zagier [9] start with the series

Θ(q, λ, z) :=
∏
n≥1

(1− qn)
∏

u∈Z≥0+1
2

(
1 + z qu e

u2

2 λ
) ∏

v∈Z≥0+ 1
2

(
1 + z−1 qv e

−v2

2 λ
)

considered as a Laurent series in z with coefficients formal power series in q and λ.
Now instead of taking the infinite products over half integers u, v, it is equivalent

to take n/2 where n ≥ 1 and 2 � n. Then Θ(q, λ, z) is equivalently formulated as
the following infinite product:

Θ(q, λ, z) =
∏
n≥1

(1− qn)
∏

n≥1,2�n

(1 + en
2λ/8qn/2 z)(1 + e−n2λ/8qn/2z−1).

Since we are interested in the coefficient of z0 in this series, we may replace z
by −z, and by abuse of notation we also call this new series Θ(q, λ, z).

Let Θ0(q, λ) be the coefficient of z0 in the triple product

Θ(q, λ, z) =
∏
n≥1

(1− qn)
∏

n≥1,2�n

(1− en
2λ/8qn/2z)(1− e−n2λ/8qn/2z−1).

Since

Θ0(q, λ) = Θ0(q,−λ)
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Θ0(q, λ) has only even powers of λ in its Taylor expansion. Therefore, we can write

Θ0(q, λ) =
∞∑

n=0

An(q)λ
2n.

They prove ([9], Theorem 1) that An(q) is a quasimodular form of weight 6n.

By reduction 7.5,

Θ0(q, λ) = (
∏
n≥1

(1− qn))(Ẑ(q, λ) + 1)

and so taking the logarithm and using Lemma 3.9 we get

log(Θ0(q, λ)) = log

⎛
⎝∏

n≥1

(1− qn)

⎞
⎠+ log(Ẑ(q, λ) + 1)

=
∑
n≥1

log(1− qn) + Z(q, λ)

Using Kaneko and Zagier’s theorem, the coefficient of λ2n in log(Θ0(q, λ)) is
also a quasimodular form of weight 6n. In particular, the coefficient of λ2g−2 is a
quasimodular form of weight 6g − 6.

Since the log(1−qn) terms contain no power of λ, as long as g ≥ 2 the coefficient
of λ2g−2 is Fg(q)/(2g − 2)!, and therefore Fg(q) is a quasimodular form of weight
6g − 6.

As for the λ0 term, F1(q) is exactly equal to −
∑

n≥1 log(1 − qn), and so this

is cancelled out in the expression for log(Θ0(q, λ)).

9. Proof of the quasimodularity

We follow the exposition of Kaneko and Zagier [9]. Their idea is to identify the
generating function as the coefficient of a generalized theta series. Various kinds
of theta series and functions have appeared in counting arguments in mathematics
and physics, e.g., Eskin and Okounkov [6].

Now we change the variable λ to X in Θ0(q, λ). We have a Taylor series
expansion for Θ0(X, q) given as

Θ0(X, q) =
∞∑

n=0

An(q)X
2n

where An(q) ∈ Q[[q]]. The main result of Kaneko and Zagier is the assertion on
An(q) that it is a quasimodular form of weight 6n for Γ. For this, we will study the
expansion of Θ(X, q, z) with respect to z, and in particular, the constant term in
that expansion. We state the result that we are to prove in this section once again.

9.1. Theorem —. An(q) is a quasimodular form of weight 6n for Γ = SL(2,Z).
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9.2. Recall the definition of Θ(X, q, z):

Θ(X, q, z) =
∏
n>0

(1− qn)
∏

n>0,2�n

(1− en
2X/8qn/2z)(1− e−n2X/8qn/2z−1).

Now introduce two new variables w and Z by putting

w = eX and z = eZ

Noting that q = e2πiτ , we may write Θ(X, q, z) as Θ(X, τ, Z). Further, we need
three more functions: let

η(q) = η(τ ) = q1/24
∞∏

n=1

(1− qn)

be the eta-function, and let

θ(τ ) =

∞∑
r=1

(−1)rqr
2/2

be the theta-series of weight 1/2 on the subgroup Γ2 = {
(
a b
c d

)
| b ≡ 0 (mod 2) }.

(The usual notation for Γ2 is Γ0(2), which is an index 3 subgroup of Γ.)

θ(τ ) is related to η(τ ) by the following identity:

θ(τ ) = η(τ/2)2η(τ )−1.

Finally, we introduce the identity similar to the Jacobi triple product:

H(w, q, z) = q−1/24
∏

n>0,2�n

(1− wn2/8qn/2z)(1− w−n2/8qn/2z−1)

and H0(w, q) denotes the coefficient of H(w, q, z) in its Laurent expansion with
respect to z. We have the following relation:

H(X, τ, Z) =
1

η(τ )
Θ(X, τ, Z).

Reading off this identity at the term Z0 and comparing the coefficients of the two
sides, we obtain

H0(Z, τ ) =
1

η(τ )
Θ0(X, τ ) =

∞∑
n=0

An(q)

η(q)
X2n.

9.3. Proposition —. The function Θ(X, τ, Z) has the expansion

Θ(X, τ, Z) = θ(τ )
∑
i,j≥0

Hj,�(τ )
Xj

j!

Z�

�!

where H0,0(τ ) = 1 and each Hj,�(τ ) is a quasimodular form of weight 3j + � on Γ2.

Proof. We consider the quotient Θ(X,τ,Z)
θ(τ) . Note that

θ(τ ) = η(τ/2)2/η(τ ) =
∏
n>0

(1− qn/2)2(1− qn)−1.
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We have the following infinite product expression:

Θ(X, τ, Z)

θ(τ )
=
∏
n>0

(1− qn)2

(1− qn/2)2

∏
n>0,2�n

(1− en
2X/8qn/2z)(1− e−n2X/8qn/2z−1)

=
∏

n>0,2�n

(1− qn/2)−2(1− en
2X/8qn/2z)(1− e−n2X/8qn/2z−1).

Now take the logarithm of both sides. Using the formal power series expansion
log(1− t) = −(

∑∞
r=1

xr

r ), we get

log

(
Θ(X, τ, Z)

θ(τ )

)
=

∑
n>0,2�n

∞∑
r=1

(
2
qnr/2

r
− en

2Xr/8qnr/2zr

r
− e−n2Xr/8qnr/2z−r

r

)

= −
∑

n,r>0,2�n

1

r

(
en

2Xr/8zr − 2 + e−n2Xr/8z−r

)
qnr/2.

Now recall that we put z = eZ . Using the formal power series expansion for
et =

∑∞
r=0

tr

r! , we have

en
2Xr/8zr =

∞∑
j=0

(n2Xr/8)j

j!

∞∑
�=0

(rZ)�

�!
=
∑
j,�≥0

n2jrj+� (X/8)j

j!

Z�

�!
.

Similarly, we have the expansion for e−n2Xr/8z−r. Then the sum yields the following
identity:

en
2Xr/8zr + e−n2Xr/8z−r = 2

∑
j,�≥0, 2|j+�

n2jrj+� (X/8)j

j!

Z�

�!

where the term with j = � = 0 is 2.

Thus we obtain

log

(
Θ(X, τ, Z)

θ(τ )

)
= −2

∑
n, r > 0
2 � n

1

r

( ∑
j, � ≥ 0
j + � > 0
2|j + �

n2jrj+� (X/8)j

j!

Z�

�!

)
qnr/2

= −2
∑

j, � ≥ 0
j + � > 0
2|j + �

( ∑
n, r > 0
2 � n

n2jrj+�−1qnr/2
)
(X/8)j

j!

Z�

�!
.

Now we put

φj,�(τ ) =
∑

n, r > 0
2 � n

rj+�−1n2jqnr/2.

Then we can express φ in terms of derivatives of quasimodular forms for Γ2.

9.3.1. Proof of the quasimodularity of φj,�(τ ) for Γ2. — For even k ≥ 2, let

G
(1)
k (τ ) := Ek(τ/2)− Ek(τ )
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and
G

(2)
k (τ ) = Ek(τ/2)− 2k−1Ek(τ ).

Then we see that G
(i)
k for i = 1, 2 have the q-expansions as follows:

G
(1)
k (q) =

∞∑
n=1

( ∑
d|n,2� d

(
n

d
)k−1

)
qn/2

and

G
(2)
k (q) = (2k−1 − 1)

Bk

k
+

∞∑
n=1

(∑
d|n

dk−1qn/2 − 2k−1dk−1qn
)

=
∞∑

n=1

( ∑
d|n,2� d

dk−1

)
qn/2.

Then

φj,�(τ ) =

{
22jD2jG

(1)
�−j(τ ) if � > j,

2j+�−1Dj+�−1G
(2)
j−�+2(τ ) if j ≥ �

where D is the differential operator D := 1
2πi

d
dτ .

Assuming that G
(i)
k (i = 1, 2) are quasimodular forms for Γ2, (whose proof

will be given in Lemma 9.4 below) then, in view of Proposition 2.7 applied to Γ
and Γ2, φj,� are quasimodular forms of weight � − j + 4j = 3j + � if � > j and
j − �+ 2 + 2j + 2�− 2 = 3j + � if j ≥ � for Γ2. �

To complete our proof of Proposition 9.3, we take the exponential of both sides.

Θ(X, τ, Z) = θ(τ )exp

(
−2

∑
j,�≥0

φj,�(τ )
(X/8)j

j!

Z�

�!

)

where the inner sum runs over j, � ≥ 0 subject to the conditions j+ � > 0, odd. We
write

Θ(X, τ, Z) = θ(τ )
∑
j,�≥0

Hj,�(τ )
Xj

j!

Z�

�!
.

Then it might be possible to expressHj,�(τ ) as a polynomial in φj,�(τ ) by expanding
out the exponential, but it is too complicated to do that.

9.3.2. Claim . — Hj,�(τ ) is a quasimodular form of weight 3j + � on Γ2.

Proof. This claim can be established as follows. Note that the coefficient of XjZ� is
a quasimodular form of weight 3j + � on Γ2. When we expand the exponential, we
need to multiply the terms Xj1Z�1 and Xj2Z�2 . Then we see that the coefficient of
Xj1+j2Z�1+�2 has weight 3(j1+j2)+(�1+�2), as quasimodular forms form a graded
ring. So the coefficient of XjZ�, which is nothing but Hj,�(τ ), is a quasimodular
form of weight 3j + � on Γ2. �

This completes our proof of Proposition 9.3 modulo the fact thatGk(i) (i = 1, 2)
are quasimodular forms of weight k for Γ2.
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9.4. Lemma .— G
(i)
k (i = 1, 2) are quasimodular forms of weight k for Γ2 =

{
(
a b
c d

)
∈ SL2(Z) | b ≡ 0 (mod 2) }.

Proof. If

(
a b
c d

)
∈ Γ2, then note that

(
a b
c d

)
∈ Γ and

(
a b/2
2c d

)
∈ Γ. Then for

k ≥ 4, we claim that G
(i)
k for i = 1, 2 are indeed modular forms of weight k for Γ2.

Since Ek(τ ) is a modular form of weight k for Γ, we have

G
(1)
k

(
aτ + b

cτ + d

)
= Ek

(
1

2

aτ + b

cτ + d

)
− Ek

(
aτ + b

cτ + d

)

= Ek

(
a τ
2 + b

2

2c τ2 + d

)
− Ek

(
aτ + b

cτ + d

)
= (2c

τ

2
+ d)kEk(

τ

2
)− (cτ + d)kEk(τ )

= (cτ + d)kG
(1)
k (τ ).

Similarly, we have

G
(2)
k

(
aτ + b

cτ + d

)
= Ek

(
1

2

aτ + b

cτ + d

)
− 2k−1Ek

(
aτ + b

cτ + d

)

= Ek

(
a τ
2 + b

2

2c τ2 + d

)
− 2k−1Ek

(
aτ + b

cτ + d

)
= (2c

τ

2
+ d)kEk(

τ

2
)− 2k−1(cτ + d)kEk(τ )

= (cτ + d)k(Ek(
τ

2
)− 2k−1Ek(τ )) = (cτ + d)kG

(2)
k (τ ).

This proves the modularity (not just the quasimodularity) of G
(i)
k for i = 1, 2 for

Γ2.

For k = 2, if we show that G
(2)
2 (τ ) is a quasimodular form of weight 2 for Γ2; then

it follows that

G
(1)
2 (τ ) = G

(2)
2 (τ ) + E2(τ )

is quasimodular for Γ2, as the sum of two quasimodular forms is again quasimodular.

Therefore, it remains to establish the quasimodularity of G
(2)
2 . For

(
a b
c d

)
∈ Γ2,

we have

G
(2)
2

(
aτ + b

cτ + d

)
= E2

(
a τ
2 + b

2

2c τ2 + d

)
− 2E2

(
aτ + b

cτ + d

)

= (cτ + d)2E2(
τ

2
)− c(cτ + d)

4πi
− 2

(
(cτ + d)2E2(τ )−

c(cτ + d)

4πi

)

= (cτ + d)2G
(2)
2 (τ )

and this proves the quasimodularity of G
(2)
2 (τ ). �

Now we consider the functions H(w, q, z) and H0(w, q, 0) introduced in section
9.2.
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9.5. Proposition —. The function H(w, q, z) has the expansion

H(w, q, z) =
∑
r∈Z

(−1)rH0(w,w
rq)wr3/6qr

2/2zr.

Proof. Here we introduce the function H(w, q, z) (similar to the Jacobi triple prod-
uct formula)

H(w, q, z) = q−1/24
∏

n>0,2�n

(1− wn2/8qn/2z)(1− w−n2/8qn/2z−1),

as it is related to the Θ(X, q, z) by the identity

H(X, τ, Z) =
1

η(τ )
Θ(X, τ, Z).

Expanding out the first few terms, we see the pattern of this function:

H(w, q, z) = q−1/24(1− w1/8q1/2z)(1− w−1/8q1/2z−1)

×(1− w32/8q3/2z)(1− w−32/8q3/2z−1)(1− w52/8q5/2z)(1− w−52/8q5/2z−1) · · ·

Let H0(w, q) denote the coefficient of z0 in this expansion. We now consider the
function H(w,wq, w1/2qz). From the product expansion of H, we obtain

H(w,wq, w1/2qz)

= (wq)−1/24
∏
2�n

(1− wn2/8(wq)n/2w1/2qz)(1− w−n2/8(wq)n/2w−1/2q−1z−1)

= (wq)−1/24
∏
2�n

(1− w(n+2)2/8q(n+2)/2z)(1− w−(n−2)2/8q(n−2)/2z−1)

= w−1/24 1− w−1/8q−1z−1

1− w1/8q1/2z
H(w, q, z) = −w−1/6q−1/2z−1H(w, q, z).

This means that

H(w, q, z) = −w1/6q1/2z H(w,wq, w1/2qz).

Continuing this process, we can write the Laurent expansion for H with respect to
z in the form

H(w, q, z) =
∑
r∈Z

(−1)rHr(w, q)w
r3/6qr

2/2zr.

Then
Hr+1(w, q) = Hr(w,wq) = Hr−1(w,w

2q) = · · · = H0(w,w
rq)

for any r ∈ Z. This gives rise to the expansion of Proposition 9.3.
�

Using the identities in the two propositions, the proof that An(q) is quasimod-
ular of weight 6n for Γ proceeds as follows.

9.6. Proof of the quasimodularity of An(q) —. We have two kinds of Laurent series
expansions for H(X, τ, Z):

H(X, τ, Z) =
θ(τ )

η(τ )

∑
j,�≥0

Hj,�(τ )
Xj

j!

Z�

�!
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=
∑
r∈Z

(−1)rer
3X/6+rZH0(X, τ +

rX

2πi
)qr

2/2.

Then, comparing the coefficients of XjZ� of both sides noticing that

er
3X/6+rZ =

∑
p,�≥0

r3p+�

6pp!�!
XpZ�,

and
An

η
(τ +

rZ

2πi
) =

∑
m≥0

rm

m!
Dm(

An

η
)(τ ))Xm,

we obtain

θ(τ )

η(τ )
Hj,�(τ ) =

∑ j!

6pp!m!
Dm(

An(τ )

η(τ )
)
∑
r∈Z

(−1)rr3p+�+mqr
2/2

where the first sum runs over m,n, p ≥ 0 such that p+2n+m = j. This is further

reformatted as

∑ 2s(2n)!

6j−2n−m

(
2n+m

m

)(
j

2n+m

)
Dm(

An(τ )

η(τ )
)Dsθ(τ )

where the sum runs over m,n, s ≥ 0 such that 2m+ 2s+ 6n = 3j + �.
Here is the punch line! The functions θ and η are modular forms for Γ and

Hj,� is a quasimodular form of weight 3j + � on Γ2. The space of quasimodular
forms is closed under the operator D, and indeed, weights increase by 2 under D.
Therefore, the above identities show that An is a quasimodular form of weight 6n

for Γ2. But Γ is generated by Γ2 and

(
1 1
0 1

)
, so a modular or a quasimodular

form on Γ2 whose Fourier expansion involves only integral powers of q is a modular
or a quasimodular form for Γ. Therefore, An(τ ) is a quasimodular form of weight
6n for Γ.

9.7. Corollary .— For g ≥ 2, Fg(q) is a quasimodular form of weight 6g − 6.

Proof. We have

log(Θ0(X, q)) = log(1 +
∑
n≥1

An(q)X
2n) =

∑
r≥1

(−1)r+1

r

(∑
n≥1

An(q)X
2n

)r

.

The coefficient of X2g−2 in this expression is a quasimodular form of weight 6g− 6
for Γ. But by the identity we established in section 8.1, this coefficient coincides
with Fg(q)/(2g − 2)!. Consequently Fg(q) is a quasimodular form of weight 6g − 6
for Γ. �

The reader is also referred to the article of Zagier [12] for another proof of the
quasimodularity of Fg(q).

9.8. Remark. We have presented a mathematically rigorous proof of the theorem
due to Dijkgraaf and Douglas asserting that the generating function Fg(q) (g ≥ 2)
of simply ramified covers of an elliptic curve with 2g − 2 marked points is a quasi-
modular form of weight 6g − 6 for the full modular group Γ = SL2(Z). As the
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reader might have realized, our proofs involve a sequence of reduction steps, and
the final proof consists of somewhat complicated analytic manoeuvres. Though ev-
erything is mathematically rigorous, this line of argument, however, does not reveal
conceptually why quasimodular forms enter the scene in the A-model (fermionic)
counting. We have to wait for the B-model (bosonic) counting for a conceptual
explanation.

10. Tables

10.1. We tabulate the numbers of genus g, degree d, simply ramified covers of an
elliptic curve, where g ranges from 2 to 10 and d from 2 to 18.

g = 2

d #
2 2
3 16
4 60
5 160
6 360
7 672
8 1240
9 1920
10 3180
11 4400
12 6832
13 8736
14 12880
15 15840
16 22320
17 26112
18 36666

g = 3

d #
2 2
3 160
4 2448
5 18304
6 90552
7 341568
8 1068928
9 2877696
10 7014204
11 15423200
12 32107456
13 61663104
14 115156144
15 200764608
16 346235904
17 561158400
18 911313450

g = 4

d #
2 2
3 1456
4 91920
5 1931200
6 21639720
7 160786272
8 893985280
9 4001984640
10 15166797900
11 50211875600
12 149342289472
13 404551482816
14 1017967450960
15 2389725895200
16 5320611901440
17 11218821981312
18 22749778149786
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g = 5

d #
2 2
3 13120
4 3346368
5 197304064
6 5001497112
7 73102904448
8 724280109568
9 5371101006336
10 31830391591644
11 157705369657280
12 675306861112576
13 2559854615265024
14 8759525149882864
15 27434575456211328
16 79665883221602304
17 216263732895828480
18 553988245305680010

g = 6

d #
2 2
3 118096
4 120815280
5 19896619840
6 1139754451080
7 32740753325472
8 577763760958720
9 7092667383039360
10 65742150901548780
11 487018342594703600
12 3004685799388645312
13 15919220244209484096
14 74163755181310506640
15 309440248335185814240
16 1173700610446435061760
17 4094919386905893808512
18 13274627847658663840506

g = 7

d #
2 2
3 1062880
4 4352505888
5 1996102225024
6 258031607185272
7 14560223135464128
8 457472951327051008
9 9293626316677061376
10 134707212077147740284
11 1491667016717716134560
12 13258722309534523444096
13 98155445716515005756544
14 622608528358993525294384
15 3459690237503699953309248
16 17143154981017805400827904
17 76843825646212716425276160
18 315316749952804309551553770
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g = 8

d #
2 2
3 9565936
4 156718778640
5 199854951398080
6 58230316414059240
7 6451030954702152672
8 360793945093731688960
9 12127449147074861834880
10 274847057797905019237260
11 4548825193274613857646800
12 58246387837051777276658752
13 602459738298815084682461376
14 5202820358556329365805383120
15 38499747480350614341732504480
16 249216184092355960780119674880
17 1435109816316883240864058627712
18 7453948595460163331625275982426

g = 9

d #
2 2
3 86093440
4 5642133787008
5 19994654452125184
6 13120458818999011032
7 2852277353239208548608
8 283889181859169785013248
9 15786934495235533394850816
10 559374323532926110389380124
11 13836013152938852920073095040
12 255210544832216420532477846016
13 3687933280407403025259141041664
14 43359873830374370211757798766704
15 427254495213241208775759565210368
16 3612921587646224114145820619464704
17 26726550587804552791079214953149440
18 175711339161472053202073003447846730
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g = 10

d #
2 2
3 774840976
4 203119138758000
5 1999804372817081920
6 2954080786719122704200
7 1259649848110685616355872
8 223062465532295875789024000
9 20519169517386068841434851200
10 1136630591006374329359969015340
11 42015576933289143108573312705200
12 1116355464862438151830378349593792
13 22537245941449867202122694716654656
14 360736581882679485765122666519088400
15 4733248189193492784514748822817229920
16 52285009354591622149576363954657996800
17 496854816820036823941914271718361942912
18 4134625570069614451109511415147720431546
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10.2. Here we tabulate the generating functions Fg(q) computed for g ≤ 7.

F2(q) =
1

26345

(
5E2

3 − 3E2 E4 − 2E6

)

F3(q) =
1

21136

(
− 6E2

6 + 15E2
4E4 + 4E2

3E6

− 12E2
2E4

2 − 12E2E4 E6 + 7E4
3 + 4E6

2
)

F4(q) =
1

21539

(
355E2

9 − 1395E2
7E4 − 600E2

6E6

+ 1737E2
5E4

2 + 4410E2
4E4 E6

− 2145E2
3E4

3 − 1860E2
3E6

2 − 6300E2
2E4

2E6 + 3600E2 E4
4

+ 4860E2E4 E6
2 − 2238E4

3E6 − 424E6
3
)

F5(q) =
1

228311

(
− 44310E2

12 + 186900E2
10E4

+ 211120E2
9E6 − 116067E2

8E4
2

− 1854216E2
7E4E6 − 247940E2

6E4
3 + 436688E2

6E6
2

+ 5699400E2
5E4

2E6 − 464520E2
4E4

4 − 1758120E2
4E4E6

2

− 9725912E2
3E4

3E6 − 1169056E2
3E6

3 + 4277448E2
2E4

5

+ 11020128E2
2E4

2E6
2 − 5480664E2E4

4E6

− 2497824E2 E4 E6
3 + 255897E4

6 + 1165336E4
3E6

2 + 105712E6
4
)

F6(q) =
1

223312

(
90560820E2

10E4 E6

+ 225798000E2E4 E6
4 + 1010594160E2 E4

4E6
2

− 1927375200E2
2E4

2E6
3 − 2228443380E2

2E4
5E6

+ 4832320680E2
3E4

3E6
2 − 1249004400E2

4E4E6
3

− 3414090330E2
4E4

4E6 + 148712760E2
5E4

2E6
2

+ 1346850960E2
6E4

3E6 − 229831560E2
7E4 E6

2

− 362752020E2
8E4

2E6 + 1057210E2
15

− 5687776E6
5 − 111148848E4

3E6
3

− 74719416E4
6E6 + 152826525E2 E4

7

+ 354656240E2
3E6

4 + 1171877925E2
3E4

6

+ 225055040E2
6E6

3 + 240597000E2
5E4

5

− 280860660E2
7E4

4 + 98613165E2
9E4

3

− 13749435E2
11E4

2 − 10397450E2
12E6

+ 11720440E2
9E6

2 − 3180450E2
13E4

)
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F7(q) =
1

228314

(
6485729456448E2

2E4
2E6

4 − 3652838628384E2 E4
4E6

3

+ 343299239380E4
6E6

2 + 248654161008E4
3E6

4

+ 1708407276048E2
2E4

8 − 1323241487040E2
3E6

5

+ 8721747087735E2
4E4

7 + 3683336152210E2
6E4

6

− 2296344667155E2
8E4

5 + 265041770400E2
6E6

4

+ 40754175E2
16E4 − 176046929135E2

12E4
3

− 58261668080E2
12E6

2 + 716455989480E2
10E4

4

− 274557704960E2
9E6

3 + 27304216170E2
14E4

2

+ 9096818500E2
15E6 + 7938163648E6

6

+ 27967464684E4
9 − 579294100E2

18

+ 860386259040E2
10E4 E6

2 − 474327657408E2 E4 E6
5

− 30048009145440E2
3E4

3E6
3 + 15276854478864E2

2E4
5E6

2

− 1693078150368E2E4
7E6 − 21791387720960E2

3E4
6E6

− 31633500031980E2
5E4

5E6 − 23283960305760E2
5E4

2E6
3

+ 52829353179240E2
4E4

4E6
2 + 10411655662320E2

4E4E6
4

+ 3323307667680E2
7E4 E6

3 + 10959473005360E2
6E4

3E6
2

− 478499593880E2
9E4

3E6 − 5009357600940E2
8E4

2E6
2

+ 6224536233300E2
7E4

4E6 − 59770219740E2
13E4 E6

+ 123175769640E2
11E4

2E6

)
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A Symbolic Summation Approach to Find
Optimal Nested Sum Representations

Carsten Schneider

Abstract. We consider the following problem: Given a nested sum expres-
sion, find a sum representation such that the nested depth is minimal. We
obtain a symbolic summation framework that solves this problem for sums
defined, e.g., over hypergeometric, q–hypergeometric or mixed hypergeometric
expressions. Recently, our methods have found applications in quantum field
theory.

1. Introduction

Karr’s algorithm (Kar81; Kar85) based on his difference field theory provides
a general framework for symbolic summation. For example, his algorithm, or a
simplified version presented in (Sch05c), covers summation over hypergeometric
terms (Gos78; Zei91), q–hypergeometric terms (PR97) or mixed hypergeometric
terms (BP99). More generally, indefinite nested product-sum expressions can be
represented in his ΠΣ-difference fields which cover as special cases, e.g., harmonic
sums (BK99; Ver99) or generalized nested harmonic sums (MUW02).

In this article much emphasis is put on the problem of how these indefinite
nested product-sum expressions can be simplified in a ΠΣ∗-field. For example,
with our algorithms we shall compute for the sum expression

A =

n∑
r=1

r∑
l=1

H2
l +H

(2)
l

l
+

r∑
l=1

Hl

l

r
(1.1)

the alternative representation

(1.2) B = 1
12

(
H4

n+2H3
n+6(Hn+1)H(2)

n Hn+3
(
H(2)

n

)2
+(8Hn+4)H(3)

n +6H(4)
n

)

where A(n) = B(n) for all n ≥ 0 and where the nested depth of B is minimal;

Hn =
∑n

k=1
1
k denotes the nth harmonic numbers and H

(o)
n =

∑n
k=1

1
ko are the

generalized harmonic numbers of order o ≥ 1.
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In order to accomplish this task, we exploit a new difference field theory
for symbolic summation (Sch08) that refines Karr’s ΠΣ-fields to the so–called
depth-optimal ΠΣ∗-fields. In particular, we construct explicitly a difference ring
monomorphism (Sch09) which links elements from such a difference field to ele-
ments in the ring of sequences. Using this algorithmic machinery, we will derive for
a given nested product-sum expression A a nested product-sum expression B with
the following property: There is an explicit λ ∈ N = {0, 1, 2, . . . } such that

(1.3) A(k) = B(k) ∀k ≥ λ

and among all such alternative representations for A the depth of B is minimal.

From the point of view of applications our algorithms are able to produce
d’Alembertian solutions (Nör24; AP94; Sch01), a subclass of Liouvillian solutions
(HS99), of a given recurrence with minimal nested depth; for applications arising
from particle physics see, e.g., (BBKS07; BBKS08; BKKS09a; BKKS09b). The
presented algorithms are implemented in the summation package Sigma (Sch07),
that can be executed in the computer algebra system Mathematica.

The general structure of this article is as follows. In Section 2 we introduce
the problem to find optimal sum representations which we supplement by concrete
examples. In Section 3 we define depth-optimal ΠΣ∗-extensions and show how
indefinite summation can be handled accordingly in such fields. After showing how
generalized d’Alembertian extensions can be embedded in the ring of sequences in
Section 4, we are ready to prove that our algorithms produce sum representations
with optimal nested depth in Section 5. Applications are presented in Section 6.

2. The problem description for indefinite nested sum expressions

Inspired by (BL82; NP97) one can consider the following general simplification
problem. Let X be a set of expressions (i.e., terms of certain types), let K be a
field1, and let ev : X × N → K with (x, n) �→ x(n) be a function. Here one considers
the so-called evaluation function ev as a procedure that computes x(n) for a given
x ∈ X and n ∈ N in a finite number of steps. In addition, we suppose that we are
given a function d : X → N which measures the simplicity of the expressions in X;
subsequently, we call such a triple (X, ev, d) also a (measured) sequence domain;
cf. (NP97).
In this setting the following problem can be stated: Given A ∈ X; find B ∈ X
and λ ∈ N such that (1.3) and such that among all such possible solutions d(B) is
minimal.

In this article, the expressions X are given in terms of indefinite nested sums
and products and the measurement of simplicity is given by the nested depth of
the occurring sum- and product-quantifiers. Subsequently, we shall make this more
precise. Let (X, ev, d) be a measured sequence domain with ev : X × N → K and
d : X → N.

Example 2.1. Let X = K(x) be a rational function field and define for f = p
q ∈

K(x) with p, q ∈ K[x] where q �= 0 and p, q being coprime the evaluation function

(2.1) ev(f, k) =

{
0 if q(k) = 0
p(k)
q(k) if q(k) �= 0;

1Subsequently, all fields and rings are commutative and contain the rational numbers Q.
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here p(k), q(k) is the usual evaluation of polynomials at k ∈ N. In particular, we
define d(f) = 1 if f ∈ K(x)\K and d(f) = 0 if f ∈ K. In the following (K(x), ev, d)
is called the rational sequence domain.

Example 2.2. Suppose that K = K′(q1, . . . , qm) is a rational function field
extension over K′ and consider the rational function field X := K(x, x1, . . . , xm)
over K. Then for f = p

q ∈ X with p, q ∈ K[x, x1, . . . , xm] where q �= 0 and p, q

being coprime we define

(2.2) ev(f, k) =

{
0 if q(k, qk1 , . . . , q

k
m) = 0

p(k,qk1 ,...,q
k
m)

q(k,qk1 ,...,q
k
m)

if q(k, qk1 , . . . , q
k
m) �= 0.

Note that there is a δ ∈ N such that q(k, qk1 , . . . , q
k
m) �= 0 for all k ∈ N with k ≥ δ;

for an algorithm that determines δ see (BP99, Sec. 3.7). In particular, we define
d(f) = 0 if f ∈ K, and d(f) = 1 if f /∈ K. In the following (K(x, x1, . . . , xm), ev, d)
is called a q–mixed sequence domain. Note: If m = 0, we are back to the rational
sequence domain. If we restrict to the setting K(x1, . . . , xm) which is free of x, it
is called a q–rational sequence domain.

More generally, X can contain hypergeometric, q–hypergeometric or mixed
hypergeometric terms; for instance see Example 4.10. Over such a setX we consider
the set of (indefinite nested) product-sum expressions, denoted by ProdSum(X),
which is defined as follows. Let ⊕, ⊗, Sum, Prod be operations with the signatures

⊕ : ProdSum(X)× ProdSum(X) → ProdSum(X)
⊗ : ProdSum(X)× ProdSum(X) → ProdSum(X)
Sum : N× ProdSum(X) → ProdSum(X)
Prod : N× ProdSum(X) → ProdSum(X).

Then ProdSum(X) ⊇ X is the smallest set that satisfies the following rules:

(1) For any f, g ∈ ProdSum(X), f ⊕ g ∈ ProdSum(X) and f ⊗ g ∈ ProdSum(X).
(2) For any f ∈ ProdSum(X) and any r ∈ N, Sum(r, f) ∈ ProdSum(X) and

Prod(r, f) ∈ ProdSum(X).

The set of all expressions in ProdSum(X) which are free of Prod is denoted by
Sum(X). Sum(X) is called the set of (indefinite nested) sum expressions over X.

Example 2.3. Given (X, ev, d) from Example 2.1 with K = Q and X = Q(x)
the following indefinite nested sum expressions are in Sum(Q(x)):

E1 =
1

x
, E2 = Sum(1,

1

x
), and

A = Sum(1,
1

x

(
Sum(1,

1

x

(
Sum(1,

1

x
)2 ⊕ Sum(1,

1

x2
)
)
)⊕ Sum(1, Sum(1,

1

x
))
)
).

Finally, ev and d are extended from X to ev′ : ProdSum(X)× N → ProdSum(X)
with (x, n) �→ x(n) and d′ : ProdSum(X) → N as follows.

(1) For f ∈ X we set d′(f) := d(f) and ev′(f, k) := ev(f, k).
(2) For f, g ∈ ProdSum(X) we set d′(f ⊕ g) = d′(f ⊗ g) := max(d′(f), d′(g),

ev′(f ⊕ g, k) := ev′(f, k) + ev′(g, k) and ev′(f ⊗ g, k) := ev′(f, k) ev′(g, k);

here the operations on the right hand side are from the field K.
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(3) For r ∈ N, f ∈ ProdSum(X) define d′(Sum(r, f)) = d′(Prod(r, f)) := d′(f)+1,

ev′(Sum(r, f), k) =

k∑
i=r

ev′(f, i) and2 ev′(Prod(r, f), k) =
k∏

i=r

ev′(f, i).

Since ev′ and ev, resp. d and d′, agree on X, we do not distinguish them any longer.
Subsequently, (ProdSum(X), ev, d) (resp. (Sum(X), ev, d)) is called the product-sum
sequence domain over X (resp. sum sequence domain over X).

Example 2.4. The expressions from Example 2.3 are evaluated as

ev(E1, k) = E1(k) =
1

k
, ev(E2, k) = E2(k) =

k∑
i=1

ev(
1

x
, i) =

k∑
i=1

1

i
, and

ev(A, k) = A(k) =

k∑
r=1

r∑
l=1

(∑l
i=1

1
i

)2

+
∑l

i=1
1
i2

l
+

r∑
l=1

∑l
i=1

1
i

l

r
.

We have d(E1) = 1, d(E2) = 2 and d(A) = 4.

Usually, we stick to the following more convenient and frequently used notation.

• We write, e.g., E = a ⊕ Sum(1, c Sum(2, b)) ∈ Sum(X) with a, b, c ∈ X in the
form

E′ = ev(a, n)⊕
n∑

i=1

ev(c, i)
i∑

j=2

ev(b, j)

for a symbolic variable n. Clearly, fixing the variable n, the two encodings E and
E′ can be transformed into each other; if we want to emphasize the dependence
on n, we also write E′ ∈ Sumn(X).

• Even more, by abuse of notation, we use instead of ⊕ and ⊗ the usual field
operations in K. This “sloppy” notation immediately produces the evaluation
mechanism: ev(E, k) = E(k) for a concrete integer k ∈ N is produced by substi-
tution in E′ the variable n with the concrete value k ∈ N.

• Finally, whenever possible, the evaluation ev(a, n) for some a ∈ X is expressed by
well known functions, like, e.g., ev(1/(x+1), n) = 1

(n+1) (Ex. 2.1) or ev(xi, n) =

qni for 1 ≤ i ≤ e (Ex. 2.2).

Example 2.5. We write E1, E2, A ∈ Σn(Q(x)) from Example 2.4 in the more
convenient notation E1 = 1

n , E2 = Hn and (1.1); note that for E1 we must require
that n is only evaluated for n ≥ 1.

Let (X, ev, d) be a measured sequence domain and consider the sum sequence
domain (Sum(X), ev, d) over X. We define the Sum(X)-optimal depth of A ∈
Sum(X) as

min{d(B)|B ∈ Sum(X) such that (1.3) for some λ ∈ N}.
Then we are interested in the following problem.

DOS: Depth Optimal Simplification. Given A ∈ Sum(X); find B ∈ Sum(X) and
λ ∈ N such that (1.3) and such that d(B) is the Sum(X)-optimal depth of A.

1Note that ev′(Prod(r, f), k) might be 0 if r is too small. Later, products will be used only as
described in Ex. 4.10 or in the general case 4.11; there we will take care of the bound r by (4.9).



OPTIMAL NESTED SUM REPRESENTATIONS 289

Example 2.6. Consider, e.g., A ∈ Sum(Q(x)) from Example 2.5. Then with
our algorithms, see Example 3.13, we find B ∈ Sum(K(x)) with (1.2) such that
A(n) = B(n) for all n ∈ N. At this point it is easy to see that B cannot be
expressed with depth≤ 1, and thus B is a solution of DOS. In Section 5 we will
show that this fact is an immediate consequence of our algebraic construction.
Summarizing, 2 is the Sum(Q(x))-optimal depth of A.

We shall solve problem DOS algorithmically, if X is, e.g., the rational sequence
domain (Ex. 2.1) or the q–mixed sequence domain (Ex. 2.2). More generally, X
might be a sequence domain in which objects from ProdSum(X ′) can be repre-
sented; in this setting X ′ might be the rational, q–rational or q–mixed sequence
domain. Note that the general case 4.11 (page 297) includes most of the (q–
)hypergeometric or q–mixed hypergeometric terms (see Ex. 4.10).

3. Step I: Reducing the problem to difference fields by telescoping

Let (X, ev, d) be a measured sequence domain. Then for f ∈ ProdSum(X) and
r ∈ N the sum S =

∑n
k=r f(k) ∈ ProdSumn(X) satisfies the recurrence relation

(3.1) S(n+ 1) = S(n) + f(n+ 1) ∀n ≥ r,

and the product P =
∑n

k=r f(k) ∈ ProdSumn(X) satisfies the recurrence relation

(3.2) P (n+ 1) = f(n+ 1)P (n) ∀n ≥ r.

As a consequence, we can define a shift operator acting on the expressions S(n) and
P (n). Subsequently, we shall restrict to sequence domains X such that the sums
and products S(n) and P (N) can be modeled in difference rings.

In general, a difference ring (resp. difference field) (A, σ) is defined as a ring A

(resp. field) with a ring automorphism (resp. field automorphism) σ : A → A. The
set of constants constσA = {k ∈ A |σ(k) = k} forms a subring3 (resp. subfield) of
A. We call constσA the constant field of (A, σ). A difference ring (resp. difference
field) (E, σ) is a difference ring extension (resp. difference field extension) of a
difference ring (resp. difference field) (A, σ′) if A is a subring (resp. subfield) of E
and σ′(f) = σ(f) for all f ∈ A; we call (A, σ′) also a sub-difference ring (resp. field)
of (E, σ). Since σ and σ′ agree on A, we do not distinguish them any longer.

Example 3.1. For the rational function field K(x) we can define uniquely the
automorphism σ : K(x) → K(x) such that σ(x) = x+ 1 and such that σ(c) = c for
all c ∈ K; (K(x), σ) is called the rational difference field over K.

Example 3.2. For the rational function field F := K(x, x1, . . . , xm) from Ex. 2.2
we can define uniquely the field automorphism σ : F → F such that σ(x) = x + 1
and σ(xi) = qi xi for all 1 ≤ i ≤ m and such that σ(c) = c for all c ∈ K. The
difference field (F, σ) is also called the q–mixed difference field over K.

Then any expression in ProdSum(K(x)) (resp. in ProdSum( K(x, x1, . . . , xm))) with
its shift behavior can be modeled by defining a tower of difference field extensions
over (K(x), σ) (resp. of (K(x, x1, . . . , xm), σ)). Subsequently, we restrict to those
extensions in which the constants remain unchanged. We confine ourselves to ΠΣ∗-
extensions (Sch01) being slightly less general but covering all sums and products
treated explicitly in Karr’s ΠΣ-extensions (Kar85).

3Subsequently, we assume that constσA is always a field, which we usually denote by K. Note
that this implies that Q is a subfield of K.
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Definition 3.3. A difference field extension (F(t), σ) of (F, σ) is called a ΠΣ∗-
extension if both difference fields share the same field of constants, t is tran-
scendental over F, and σ(t) = t + a for some a ∈ F∗ or σ(t) = a t for some
a ∈ F∗. If σ(t)/t ∈ F (resp. σ(t)− t ∈ F), we call the extension also a Π-extension
(resp. Σ∗-extension). In short, we say that (F(t1) · · · (te), σ) is a ΠΣ∗-extension
(resp. Π-extension, Σ∗-extension) of (F, σ) if the extension is given by a tower
of ΠΣ∗-extensions (resp. Π-extensions, Σ∗-extensions). We call a ΠΣ∗-extension
(F(t1) · · · (te), σ) of (F, σ) with σ(ti) = αi ti + βi generalized d’Alembertian, or in
short polynomial, if αi ∈ F∗ and βi ∈ F[t1, . . . , ti−1] for all 1 ≤ i ≤ e. A ΠΣ∗-field
(K(t1) · · · (te), σ) over K is a ΠΣ∗-extension of (K, σ) with constant field K.

Remark 3.4. If (F(t1) · · · (te), σ) is a polynomial ΠΣ∗-extension of (F, σ) then
it follows that (F[t1] · · · [te], σ) is a difference ring extension of (F, σ).

Karr’s approach. The following result from (Kar81) tells us how one can
design a ΠΣ∗-field for a given product-sum expression.

Theorem 3.5. Let (F(t), σ) be a difference field extension of (F, σ) with σ(t) =
a t+ f where a ∈ F∗ and f ∈ F. Then the following holds.

(1) (F(t), σ) is a Σ∗-extension of (F, σ) iff a = 1 and there is no g ∈ F such that

(3.3) σ(g) = g + f.

(2) (F(t), σ) is a Π-extension of (F, σ) iff t �= 0, f = 0 and there are no g ∈ F∗ and
m > 0 such that σ(g) = amg.

E.g., with Theorem 3.5 it is easy to see that the difference fields from Exam-
ples 3.1 and 3.2 are ΠΣ∗-fields over K.

From the algorithmic point of view we emphasize the following: For a given
ΠΣ∗-field (F, σ) and f ∈ F, Karr’s summation algorithm (Kar81) can compute a
solution g ∈ F for the telescoping equation (3.3), or it outputs that such a solution
in F does not exist; for a simplified version see (Sch05c). In this case, we can adjoin
a new Σ∗-extension which produces by construction a solution for (3.3).
Summarizing, Karr’s algorithm in combination with Theorem 3.5 enables one to
construct algorithmically a ΠΣ∗-field that encodes the shift behavior of a given
indefinite nested sum expression.

Example 3.6. We start with the ΠΣ∗-field (Q(x), σ) over Q with σ(x) = x+1.
Now we consider the sum expressions of A in (1.1), say in the order

(1)→ Hn =
n∑

i=1

1

i

(2)→ S :=
n∑

i=1

Hi

i

(3)→ H(2)
n =

n∑
i=1

1

i2
(4)→ T :=

n∑
i=1

H2
i +H

(2)
i

i

(5)→ A,

(3.4)

and represent them in terms of Σ∗-extensions following Theorem 3.5.1.

(1) Using, e.g., Gosper’s algorithm (Gos78), Karr’s algorithm (Kar81) or a simpli-
fied version of it presented in (Sch05c), we check that there is no g ∈ Q(x) with
σ(g) = g + 1

x+1 . Hence, by Theorem 3.5.1 we adjoin Hn in the form of the

Σ∗-extension (Q(x)(h), σ) of (Q(x), σ) with σ(h) = h+ 1
x+1 ; note that the shift

behavior Hn+1 = Hn + 1
n+1 is reflected by the automorphism σ.

(2) With the algorithms from (Kar81) or (Sch05c) we show that there is no g ∈
Q(x)(h) with σ(g) = g+ σ(h)

x+1 . Thus we take the Σ
∗-extension (Q(x)(h)(s), σ) of

(Q(x)(h), σ) with σ(s) = s+ σ(h)
x+1 and express S by s.
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(3) With the algorithms from above, we find g = 2s− h2 ∈ Q(x)(h)(s) with σ(g) =

g + 1
(x+1)2 , and represent4 H

(2)
n by g.

(4) There is no g ∈ Q(x)(h)(s) with σ(g) = g + 2σ(s)
x+1 ; thus we rephrase T as t in

the Σ∗-extension (Q(x)(h)(s)(t), σ) of (Q(x)(h)(s), σ) with σ(t) = t+ 2σ(s)
x+1 .

(5) There is no g ∈ Q(x)(h)(s)(t) s.t. σ(g) = g+ σ(s+t)
x+1 ; thus we represent A with a

in the Σ∗-ext. (Q(x)(h)(s)(t)(a), σ) of (Q(x)(h)(s)(t), σ) with σ(a) = a+ σ(s+t)
x+1 .

Reformulating a as a sum expression (for more details see Section 4) yields

(3.5) W =
n∑

r=1

r∑
l=1

2
l∑

i=1

Hi

i

l
+

r∑
l=1

Hl

l

r

with A(n) = W (n) for all n ∈ N.

We remark that the sums occurring in W pop up only in the numerator. Here
the following result plays an important role.

Theorem 3.7 ((Sch09),Thm. 2.7). Let (F(t1) · · · (te), σ) be a polynomial ΠΣ∗-
extension of (F, σ); let A = F[t1, . . . , te]. For all g ∈ A, σ(g)− g ∈ A iff g ∈ A.

Namely, if, e.g., A consists only of sums that occur in the numerator, then by
solving iteratively the telescoping problem, it is guaranteed that also the telescoping
solutions will have only sums that occur in the numerators.

Remark 3.8. Similar to the sum case, there exist algorithms (Kar81) which
can handle the product case; for details and technical problems we refer to (Sch05b).
Note that Π-extensions will occur later only in the framework of the general case
4.11. At this point one has explicit control over how the sequence domain (X, ev, d)
for Sum(X) is defined.

A depth-refined approach. The depth of W in (3.5) is reflected by the
nested depth of the underlying difference field constructed in Example 3.6.

Definition 3.9. Let (F, σ) be a ΠΣ∗-field over K with F := K(t1) · · · (te) where
σ(ti) = ai ti or σ(ti) = ti + ai for 1 ≤ i ≤ e. The depth function for elements of F,
δK : F → N, is defined as follows.

(1) For any g ∈ K, δK(g) := 0.
(2) If δK is defined for (K(t1) · · · (ti−1), σ) with i > 1, we define δK(ti) := δK(ai)+1;

for g = g1
g2

∈ K(t1) · · · (ti), with g1, g2 ∈ K[t1, . . . , ti] coprime, we define

δK(g) := max({δK(tj)|1 ≤ j ≤ i and tj occurs in g1 or g2} ∪ {0}).
The extension depth of a ΠΣ∗-extension (F(x1) · · · (xr), σ) of (F, σ) is defined by
max(δK(x1), . . . , δK(xr), 0).

Example 3.10. In Example 3.6 we have δQ(x) = 1, δQ(h) = 2, δQ(s) = 3,
δQ(t) = 4, and δQ(a) = 5.

4Note that there is no way to adjoin a Σ∗-extension h2 of the desired type σ(h2) = h2 +
1/(x+ 1)2, since otherwise σ(g − h2) = (g − h2), i.e., constσQ(x)(h)(s)(h2) �= Q.
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With the approach sketched in Example 3.6 we obtain an alternative sum rep-
resentation W (n) for A(n) with larger depth. Motivated by such problematic situa-
tions, Karr’s ΠΣ∗-fields have been refined in the following way; see (Sch05a; Sch08).

Definition 3.11. Let (F, σ) be a ΠΣ∗-field over K. A difference field extension
(F(s), σ) of (F, σ) with σ(s) = s + f is called a depth-optimal Σ∗-extension, in
short Σδ-extension, if there is no Σ∗-extension (E, σ) of (F, σ) with extension depth
≤ δK(f) such that there is a g ∈ E as in (3.3). A ΠΣ∗-extension (F(t1) · · · (te), σ)
of (F, σ) is depth-optimal, in short a ΠΣδ-extension, if all Σ∗-extensions are depth-
optimal. A ΠΣδ-field consists of Π- and Σδ-extensions.

Note that a Σδ-extension is a Σ∗-extension by Theorem 3.5.1. Moreover, a ΠΣ∗-field
(F, σ) with depth ≤ 2 and x ∈ F such that σ(x) = x + 1 is always depth-optimal;
see (Sch08, Prop. 19). In particular, the rational and the q–mixed difference fields
from the Examples 3.1 and 3.2 are ΠΣδ-fields over K.

Given any ΠΣδ-field, we obtain the following crucial property which will be essential
to solve problem DOS.

Theorem 3.12 ((Sch08),Result 3). Let (F, σ) be a ΠΣδ-field over K. Then for
any f, g ∈ F such that (3.3) we have

(3.6) δK(f) ≤ δK(g) ≤ δK(f) + 1.

In other words, in a given ΠΣδ-field we can guarantee that the depth of a telescoping
solution is not bigger than the depth of the sum itself.

Example 3.13. We consider again the sum expressions in (3.4), but this time
we use the refined algorithm presented in (Sch08).

(1) As in Example 3.13 we compute the ΠΣδ-field (Q(x)(h), σ) and represent Hn

with h. From this point on, our new algorithm works differently.
(2) Given (Q(x)(h), σ), we find the Σδ-extension (Q(x)(h)(h2), σ) of (Q(x)(h), σ)

with σ(h2) = h2+
1

(x+1)2 in which we find s′ = 1
2 (h

2+h2) such that σ(s′)− s′ =
σ(h)
x+1 . Hence we represent S by s′.

(3) H
(2)
n can be represented by h2 in the already constructed ΠΣδ-field.

(4) Our algorithm finds the Σδ-extension (Q(x)(h)(h2)(h3), σ) of (Q(x)(h)(h2), σ)
with σ(h3) = h3 + 1

(x+1)3 together with t′ = 1
3 (h

3 + 3hh2 + 2h3) such that

σ(t′)− t′ = σ(h2+h2)
x+1 ; hence we rephrase T as t′.

(5) Finally, we find the Σδ-extension (Q(x)(h)(h2)(h3)(h4), σ) of the difference field
(Q(x)(h)(h2)(h3), σ) with σ(h4) = h4 + 1

(x+1)4 and we represent A by a′ =

1
12 (h

4 + 2h3 + 6(h+ 1)h2h+ 3h2
2 + (8h+ 4)h3 + 6h4) with σ(a′)− a′ = σ(t′+s′)

x+1 .

Reinterpreting a′ as a sum expression gives B in (1.2); see also Example 2.6.

To sum up, we can compute step by step a ΠΣδ-field in which we can represent
nested sum expressions. To be more precise, we will exploit the following

Theorem 3.14 ((Sch08),Result 1). Let (F, σ) be a ΠΣδ-field over K and f ∈ F.

(1) There is a Σδ-extension (E, σ) of (F, σ) with g ∈ E such that (3.3) holds; (E, σ)
and g can be given explicitly if K has the form as stated in Remark 3.15.

(2) Suppose that (F, σ) with F = G(y1, . . . , yr) is a polynomial ΠΣδ-extension of
(G, σ). If f ∈ G[y1 . . . , yr], then (E, σ) from part (1) can be given as a polynomial
ΠΣδ-extension of (G, σ); if E = F(t1, . . . , te), then g ∈ G[y1, . . . , yr][t1, . . . , te].
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Remark 3.15. From the point of view of computation certain operations must
be carried out in the constant field. For instance, Theorem 3.14 is completely con-
structive, if K is of the following from: K = A(q1, . . . , qm) is a rational function field
with variables q1, . . . , qm over an algebraic number field A. Due to the limitations
of the computer algebra system Mathematica, the implementation in Sigma (Sch07)
works only optimal if A = Q, i.e., K = Q(q1, . . . , qm).

4. Step II: Reinterpretation as product-sum expressions

Let (X, ev, d), e.g., be the q–mixed sequence domain from Example 2.2 with
X = K(x, x1, . . . , xm) and let (F, σ) with X = F be the q–mixed difference field
from Example 3.2. Moreover, take A ∈ Sum(X).

Then in the previous section we have demonstrated how one can compute a
polynomial Σδ-extension (F(t1) · · · (te), σ) of (F, σ) in which one can model the shift-
behavior of A by an element a ∈ F[t1, . . . , te]. Then, as illustrated in Example 3.13,
we were able to reinterpret a as an element from B ∈ Sum(X) such that δK(a) =
d(B) and such that (1.3) where λ ∈ N could be given explicitly.

In order to accomplish this task algorithmically, we will supplement the con-
struction of the difference field (F(t1) · · · (te), σ) by defining in addition an explic-
itly given difference ring monomorphism. Namely, following (Sch09) we will em-
bed the difference ring (F[t1, . . . , te], σ) into the ring of sequences by a so-called
K-monomorphism. It turns out that any element h ∈ F[t1, . . . , te] can be mapped
injectively to 〈ev(H, k)〉k≥0 for some properly chosen expression H ∈ ProdSum(X).

Subsequently, we define the ring of sequences and K-monomorphisms. Let K be
a field and consider the set of sequencesKN with elements 〈an〉n≥0 = 〈a0, a1, a2, . . . 〉,
ai ∈ K. With componentwise addition and multiplication we obtain a commutative
ring; the field K can be naturally embedded by identifying k ∈ K with the sequence
〈k, k, k, . . . 〉; we write 0 = 〈0, 0, 0, . . . 〉.
We follow the construction from (PWZ96, Sec. 8.2) in order to turn the shift

(4.1) S : 〈a0, a1, a2, . . . 〉 �→ 〈a1, a2, a3, . . . 〉
into an automorphism: We define an equivalence relation ∼ on KN by 〈an〉n≥0 ∼
〈bn〉n≥0 if there exists a d ≥ 0 such that ak = bk for all k ≥ d. The equivalence
classes form a ring which is denoted by S(K); the elements of S(K) (also called
germs) will be denoted, as above, by sequence notation. Now it is immediate
that S : S(K) → S(K) with (4.1) forms a ring automorphism. The difference ring
(S(K),S) is called the ring of sequences (over K).

A difference ring homomorphism τ : A1 → A2 between difference rings (A1, σ1)
and (A2, σ2) is a ring homomorphism such that τ (σ1(f)) = σ2(τ (f)) for all f ∈ A1.
If τ is injective, we call τ a difference ring monomorphism.

Let (A, σ) be a difference ring with constant field K. Then a difference ring
homomorphism (resp. difference ring monomorphism) τ : A → S(K) is called a K-
homomorphism (resp. K-monomorphism or K-embedding) if for all c ∈ K we have
that τ (c) = 〈c, c, . . . 〉.

As mentioned already above, our final goal is to construct a K-monomorphism
τ : F[t1, . . . , te] → S(K). For this task we exploit the following property.

If τ : A → S(K) is a K-homomorphism, there is a map ev : A× N → K with

(4.2) τ (f) = 〈ev(f, 0), ev(f, 1), . . . 〉
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for all f ∈ A which has the following properties: For all c ∈ K there is a δ ≥ 0 with

∀i ≥ δ : ev(c, i) = c;(4.3)

for all f, g ∈ A there is a δ ≥ 0 with

∀i ≥ δ : ev(f g, i) = ev(f, i) ev(g, i),(4.4)

∀i ≥ δ : ev(f + g, i) = ev(f, i) + ev(g, i);(4.5)

and for all f ∈ A and j ∈ Z there is a δ ≥ 0 with

∀i ≥ δ : ev(σj(f), i) = ev(f, i+ j).(4.6)

Conversely, if there is a function ev : A× N → K with (4.3), (4.4), (4.5) and (4.6),
then the function τ : A → S(K) defined by (4.2) forms a K-homomorphism.

Subsequently, we assume that a K-homomorphism/K-monomorphism is always
defined by such a function ev; ev is also called a defining function of τ . To take
into account the constructive aspects, we introduce the following functions for ev.

Definition 4.1. Let (A, σ) be a difference ring and let τ : A → S(K) be a K-
homomorphism given by the defining function ev as in (4.2). ev is called operation-
bounded by L : A → N if for all f ∈ A and j ∈ Z with δ = δ(f, j) := L(f) +
max(0,−j) we have (4.6) and for all f, g ∈ A with δ = δ(f, g) := max(L(f), L(g))
we have (4.4) and (4.5); moreover, we require that for all f ∈ A and all j ∈ Z we
have L(σj(f)) ≤ L(f) + max(0,−j). Such a function is also called an o-function
for ev. ev is called zero-bounded by Z : A → N if for all f ∈ A∗ and all i ≥ Z(f) we
have ev(f, i) �= 0; such a function is also called z-function for ev.

Example 4.2. Given the ΠΣδ-field (K(x), σ) over K with σ(x) = x + 1, we
obtain a K-homomorphism τ : K(x) → S(K) by taking the defining function (2.1);
here we assume that f = p

q ∈ K(x) with p ∈ K[x] and q ∈ K[x]∗ are coprime. For

the o-function L(f) we take the minimal non-negative integer l such that q(k+l) �= 0
for all k ∈ N, and as z-function we take Z(f) = L(p q). Note: Since p(x) and q(x)
have only finitely many roots, τ ( pq ) = 0 iff p

q = 0. Hence τ is injective.

Summarizing, the ΠΣδ-field (K(x), σ) with σ(x) = x+1 can be embedded into
(S(K),S). More generally, if (F, σ) is the q–mixed difference field, τ : F → S(K)
with the defining function ev given in (2.2) is a K-monomorphism. In addition,
there are a computable o-function L and a computable z-function Z for ev; for
details we refer to (Sch09, Cor. 4.10) which relies on (BP99).

Example 4.3. Take the rational difference field (K(x), σ) and the K-monomor-
phism τ with defining function ev and the o-function L from Example 4.2 and con-
sider the Σδ-extension (K(x)(h), σ) of (K(x), σ) with σ(h) = h + 1

x+1 . We get a

K-homomorphism τ ′ : K(x)[h] → S(K) where the defining function ev′ is given by
ev′(h, k) = Hk and

ev′(
d∑

i=0

fih
i, k) =

d∑
i=0

ev(fi, k)ev
′(h, k)i.

As o-function we can take L′(
∑d

i=0 fih
i) = max(L(fi)|0 ≤ i ≤ d). Now suppose

that τ ′ is not injective. Then we can take f =
∑d

i=0 fih
i ∈ K(x)[h] \ {0} with
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deg(f) = d minimal such that τ ′(f) = 0. Since τ is injective, f /∈ K(x). Define
g := σ(fd)f − fdσ(f) ∈ K(x)[h]. Note that deg(g) < d by construction. Moreover,

τ ′(g) = τ (σ(fd))τ
′(f)− τ (fd)τ

′(σ(f)).

Since τ ′(f) = 0 by assumption and τ ′(σ(f)) = S(τ ′(f)) = S(0) = 0, it follows
that τ ′(g) = 0. By the minimality of deg(f), g = 0, i.e., σ(fd)f − fdσ(f) =

0, or equivalently, σ(f)
f = σ(fd)

fd
∈ K(x). As f /∈ K(x), this contradicts (Kar81,

Theorem 4).

Example 4.4. Take the rational difference field (K(x), σ) and the K-monomor-
phism τ with defining function ev and o-function L from Example 4.2, and con-
sider the Π-extension (K(x)(b), σ) of (K(x), σ) with σ(b) = x+1

2(2x+1)b. We get

a K-homomorphism τ ′ : K(x)[b] → S(K) with its defining function specified by

ev′(b, k) =
∏k

i=1
i

2(2i−1) =
(
2k
k

)−1
and (4.8) where t := b; note that τ ′(b) has

no zero entries by construction. We take L′(
∑d

i=0 fib
i) = max(L(fi)|0 ≤ i ≤ d)) as

o-function. By similar arguments as in Ex. 4.3 it follows that τ is injective.

More generally, we arrive at the following result; see (Sch09) for a detailed proof.

Lemma 4.5. Let (F(t1) · · · (te)(t), σ) be a polynomial ΠΣ∗-extension of (F, σ)
with K := constσF and σ(t) = α t + β. Let τ : F[t1] · · · [te] → S(K) be a K-
monomorphism with a defining function ev as in (4.2); let L be an o-function for
ev and let Z be a z-function for ev|F (ev is restricted on F). Then:

(1) There is a K-monomorphism τ ′ : F[t1] · · · [te][t] → S(K) with a defining function
ev′ such that ev′|F[t1,...,te] = ev; if β = 0, ev′(t, k) �= 0 for all k ≥ r for some
r ∈ N. Such a τ ′ is uniquely determined by

(4.7) ev′(t, k) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

c
k∏

i=r

ev(α, i− 1) if σ(t) = α t

k∑
i=r

ev(β, i− 1) + c if σ(t) = t+ β,

up to the choice of r ∈ N and c ∈ K; we require c �= 0 if β = 0.
(2) Fixing (4.7) we obtain, e.g., the following defining function for τ ′:

(4.8) ev′(
d∑

i=0

fit
i, k) :=

d∑
i=0

ev(fi, k)ev
′(t, k)i ∀k ∈ N.

(3) In particular, there is an o-function L′ for ev′ with L′|F[t1,...,te] = L; if L and Z
are computable, L′ can be computed. We can choose (as a constructive example)

(4.9) r =

{
max(L(α), Z(α)) + 1 if σ(t) = α t

L(β) + 1 if σ(t) = t+ β.

Remark 4.6. Let (F(t1) · · · (te), σ) be a polynomial ΠΣ∗-extension of (F, σ)
with K = constσF and let τ : F[t1] · · · [te] → S(K) be a K-homomorphism with a
defining function ev. Then there is implicitly a z-function for ev|F; see (Sch09,
Lemma 4.3).

Applying Lemma 4.5 iteratively produces the following result.
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Theorem 4.7. Let (F(y1) · · · (yr)(t1) · · · (te), σ) be a polynomial ΠΣ∗-extension
of (F, σ) with K := constσF; let τ : A → S(K) with A = F[y1, . . . , yr] be a K-
embedding with a defining function (4.2) and with an o-function L.
Then there is a K-embedding τ ′ : A[t1] · · · [te] → S(K) with a defining function ev′

and with an o-function L′ such that ev′|A = ev and L′|A = L.

This construction that leads in Theorem 4.7 to ev′ is called canonical if it is per-
formed iteratively as described in (4.7) and (4.8) of Lemma 4.5. Note that any
defining function ev′ with (4.7) evaluates as (4.8) if k is chosen big enough; in our
canonical construction we assume that (4.8) holds for all k ≥ 0.

Since τ ′ in Lemma 4.5 is uniquely determined by (4.7) the following holds.

Theorem 4.8. Let (F, σ) be a ΠΣ∗-field over K and let (F(y1) · · · (yr), σ) be a
polynomial ΠΣ∗-extension of (F, σ). Let τ : F[y1, . . . , yr] → S(K) be a K-embedding
with a defining function ev together with an o-function for ev. Take the measured
sequence domain (F, ev, δK). Then for any f ∈ F[y1, . . . , yr], there is an F ∈
ProdSum(F) such that τ (f) = 〈F (k)〉k≥0 and d(F ) = δK(F ).

Summarizing, given such a difference ring (F[y1, . . . , yr], σ) and K-monomorphism,
one can rephrase the elements of F[y1, . . . , yr] as expressions from ProdSum(X)
such that the depth of both domains are identical.

Example 4.9. Take the ΠΣδ-field (Q(x), σ) with σ(x) = x + 1 together with
the Q-embedding τ : Q(x) → S(Q) with defining function (2.1) as carried out in
Ex. 4.2 (K = Q); let (Sum(Q(x)), ev, d) be the sum sequence domain over Q(x).
Moreover, consider the ΠΣδ-field (Q(x)(h)(h2)(h3)(h4), σ) from Ex. 3.13. Then we
can construct the Q-embedding τ ′ : Q(x)[h, h2, h3, h4] → S(Q) with the defining
function ev′ which is canonically given by ev′|Q(x) = ev and by

(4.10)
ev′(h, k) = ev(Sum(1, 1

x ), k) = Hk,

ev′(hj , k) = ev(Sum(1, 1
xj ), k) = H

(j)
k for j ∈ {2, 3, 4}.

Note that d(Sum(1, 1
x )) = δQ(h) and d(Sum(1, 1

xj )) = δQ(hj) for j ∈ {2, 3, 4}.
Recall that we want to solve problem DOS for a measured sequence domain

(X, ev, d). In Section 5 we shall solve this problem for the following general setting.
Loosely speaking, the terms of indefinite nested sums and products X are modeled
by polynomials from F[y1, . . . , yr] and the reinterpretation of the corresponding
product-sum expressions is accomplished by itsK-monomorphism from F[y1, . . . , yr]
into the ring of sequences; in particular, the depth of such a product-sum expression
is equal to the depth of the corresponding polynomial from F[y1, . . . , yr].

Example 4.10. We start as in Example 4.9, but now we take the Π-extension

(F(y1) · · · (yr), σ) of (F, σ) such that αj =
σ(yj)
yj

∈ F for 1 ≤ j ≤ r. Then we can

extend the K-embedding τ to τ ′ : F[y1, . . . , yr] → S(K) with the defining function
ev′ canonically given by ev′|F = ev and

ev′(yj , k) = cj

k∏
i=rj

αj(i)

for all 1 ≤ j ≤ r with rj ≥ Z(αj) and cj ∈ K∗. Note: with Fj = cjProd(rj , αj) we
have Fj(k) = ev′(yj , k) and d(Fj) = δK(yj). Moreover, we can model a finite set of
hypergeometric terms in the sequence domain (X, ev′, δK) with X := F[y1, . . . , yr].
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Similarly, we are in the position to handle q–hypergeometric sequences or mixed
hypergeometric sequences. More generally, we can handle the following case.

GENERAL CASE 4.11. The ground fielda. Let (F, σ) be a ΠΣδ-field over K,
let τ0 : F → S(K) be a K-embedding with a defining function ev0 : F× N → K,
and let L0 : F → N be an o-function and Z : F → N be a z-function for ev0;
moreover, consider the sequence domain (F, ev0, δK).
A polynomial extension. In addition, choose a polynomial ΠΣδ-extension
(F(y1) · · · (yr), σ) of (F, σ) and set X := F[y1, . . . , yr]. Then extend the K-
embedding τ0 to τ : X → S(K) by extending the defining function ev0 canon-
ically to ev : X × N → K and by extending the o-function L0 to L following
Lemma 4.5; if L0 is computable, also L is computable. By construction it fol-
lows that for 1 ≤ i ≤ r there exist Fi ∈ ProdSum(F) such that

(4.11) ev(yi, k) = Fi(k) ∀k ≥ 0 and d(Fi) = δK(yi).

In particular, for each f ∈ X, one gets explicitly an F ∈ ProdSum(X) such that
ev(f, k) = F (k) for all k ∈ N and such that d(F ) = δK(f).
The sequence domain. We obtain the sequence domain (X, ev, δK) which
models the product-sum expressions (4.11) with the depth given by δK.

aE.g., we can take the q–mixed difference field (F, σ) with F = K(x, x1, . . . , xm) from Ex. 3.2,
and we can take the K-embedding τ0 : F → S(K) where ev0 := ev is defined as in (2.2); note
that the measured sequence domain (F, ev0, δK) has been presented in Ex. 2.2. From the point
of view of computation we assume that K is of the form as stated in Remark 3.15

5. Combining the steps: Finding optimal nested sum representations

E.g., for the q–mixed sequence domain (F, ev, d) from Ex. 2.2 with X = F =
K(x, x1, . . . , xm) we will solve problem DOS for A ∈ Sum(F) as follows; here we
assume that K is of the form as stated in Remark 3.15

Take the q–mixed difference field (F, σ) over K with the automorphism σ de-
fined in Example 3.2. Moreover, take the the K-embedding τ : F → S(K) with the
defining function ev given in (2.2), and choose a computable o-function L and a
computable z-function Z for ev. Then by Theorem 5.1 below the following con-
struction can be carried out algorithmically.

Step I: Reduction to a ΠΣδ-field. Given A ∈ Sum(F), construct a polyno-
mial Σδ-extension (F(s1) · · · (su), σ) of (F, σ) and extend the K-monomorphism τ
to τ ′ : F[s1, . . . , su] → S(K) with a defining function ev′ such that the following
additional property holds: We can take explicitly an a ∈ F[s1, . . . , su] and a λ ∈ N

such that

(5.1) ev′(a, k) = A(k) ∀k ≥ λ and5 δK(a) ≤ d(A).

Note that we rely on the fact that all our sums are represented in ΠΣδ-fields; for
general ΠΣ∗-fields δK(a) might be bigger than d(A), see Example 3.6.

Step II: Reinterpretation as a product-sum expression. In particular, by the
concrete construction of the K-monomorphism based on the iterative application
of Lemma 4.5, construct a B ∈ Sum(F) such that

(5.2) ev′(a, k) = B(k) ∀k ≥ 0 and δK(a) = d(B).

4Recall that A(k) = ev(A, k); here ev is the evaluation function of the sequence domain
(X, ev, d) where X = F (or X = F[y1, . . . , yr] as defined in the general case 4.11).
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Then due to the properties of the ΠΣδ-field and the fact that τ ′ is a K-mono-
morphism (in particular, that τ ′ is injective), we will show in Theorem 5.5 that the
depth of B ∈ Sum(F) is Sum(F)-optimal, i.e., B together with λ are a solution of
problem DOS.

We will solve problem DOS for the general case 4.11 by applying exactly the
same mechanism as sketched above.

Theorem 5.1. Let (F(y1) · · · (yr), σ) with X = F[y1, . . . , yr] be a ΠΣδ-field
over K, let τ : X → S(K) be K-embedding with ev, L and Z, and let (X, ev, δK) be a
sequence domain as stated in the general case 4.11; in particular let (Sum(X), ev, d)
be the sum sequence domain over X. Then for any A ∈ Sum(X) there is a Σδ-
extension D := (F(y1) · · · (yr)(s1) · · · (su), σ) of (F(y1) · · · (yr), σ), where D is a
polynomial extension of (F, σ), and there is a K-embedding

(5.3) τ ′ : X[s1, . . . , su] → S(K)

where the defining function ev′ and its o-function L′ are extended from X to
X[s1, . . . , su], with the following property: There are λ ∈ N and a ∈ A such
that (5.1); in particular, for any h ∈ X[s1, . . . , su] there is an H ∈ Sum(X) such
that

(5.4) ev′(h, k) = H(k) ∀k ≥ 0 and δK(h) = d(H).

This extension, the defining function ev′ for τ ′, λ, and a can be given explicitly, if
L and Z are computable and if K has the form as stated in Remark 3.15.

Proof. We show the theorem by induction on the depth. If A ∈ Sum(X)
with d(A) = 0, then A ∈ K and the statement clearly holds. Now suppose that we
have shown the statement for expressions with depth≤ d and take A ∈ Sum(X)
with d(A) = d + 1. Let A1, . . . , Al be exactly those subexpressions of A which do
not occur inside of a sum and which cannot be split further by ⊕ and ⊗, i.e., for
1 ≤ i ≤ l, either Ai ∈ X or Ai is a sum. First we consider A1. If A1 ∈ X, then for
r1 = 0, a1 = A1, ev

′ = ev and i = 1 we have

(5.5) ev′(ai, k) = Ai(k) ∀k ≥ ri, and δK(ai) ≤ d(Ai).

Moreover, the property (5.4) for any h ∈ X holds by choosing H := h.
Otherwise, A1 = Sum(λ1, F1) for some λ1 ∈ N and F1 ∈ Sum(X) with d(F1) ≤ d.
If d(A1) ≤ d, we get by induction a Σδ-extension D := (F(y1) · · · (yr)(s1) · · · (su), σ)
of (F(y1) · · · (yr), σ) where D is a polynomial extension of (F, σ); moreover we can
extend τ to a K-embedding τ ′ : D → S(K) with D := X[s1, . . . , su] where its defin-
ing function ev′ is extended from X to D, and we can extend the o-function L
to an o-function L′ for ev′ such that the following holds: There are a1 ∈ D and
r1 ∈ N such that for i = 1 we have (5.5); in particular, for any h ∈ D, there is an
H ∈ Sum(X) such that (5.4).
If d(A1) = d + 1, we can take by the same reasoning such an extension D of
(F, σ) with D := X[s1, . . . , su] and τ ′ with a defining function ev′ together with an
o-function L′ in which we can take f1 ∈ D and l1 ∈ N such that

ev′(f1, k) = F1(k) ∀k ≥ l1, and δK(f1) ≤ d(F1).

By Theorem 3.14 take a Σδ-extension E := (F(y1) · · · (yr)(s1) · · · (su)(t1) · · · (tv), σ)
of (F(y1) · · · (yr)(s1) · · · (su), σ) such that E is a polynomial extension of (F, σ) and
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in which we have g ∈ E with E := D[t1, . . . , tv] such that

σ(g) = g + σ(f1).

Moreover, by iterative application of Lemma 4.5 we can extend the K-embedding
τ ′ from D to a K-embedding τ ′ : E → S(K) by extending the defining function ev′

canonically from D to E, and we can extend L′ to an o-function for ev′; note that
this construction can be performed such that for any h ∈ E there is H ∈ Sum(X)

with (5.4). Now take6 r1 := max(l1, L
′(f1), L

′(g)+1) and define c :=
∑r1−1

k=l1
F (k)−

ev′(g, r1 − 1) ∈ K. Then for all n ≥ r1,

ev′(g + c, n) = ev(σ−1(g) + f1, n) + c = ev′(g, n− 1) + ev′(f1, n) + c

= ev′(g, n− 1) + F1(n) + c = · · · = ev′(g, r1 − 1) +

n∑
k=r1

F1(k) + c = A1(n).

Set a1 := g + c ∈ E. Then (5.5) for i = 1. Moreover, since δK(g) ≤ δK(σ(f1)) + 1
by Thm. 3.12,

δK(a1) = δK(g) ≤ δK(σ(f1)) + 1 = δK(f1) + 1 ≤ d(F1) + 1 ≤ d+ 1.

We continue to consider A2, . . . , Al and finally arrive at a polynomial Σδ-extension
(F(y1) · · · (yr)(s1) · · · (su)(t1) · · · (tv′), σ) of (F, σ); during this construction we can
extend τ to a K-embedding τ ′ : A → S(K) with A := X[s1, . . . , su][t1, . . . , tv′ ] and
with a defining function ev′ and we can extend L to an o-function L′ for ev′ such
that the following holds. We can take a1, . . . , al ∈ A and r1, . . . , rl ∈ N such that
for 1 ≤ i ≤ l we have (5.5); in particular, for any h ∈ A, there is an H ∈ Sum(X)
such that (5.4).
Finally, we construct a ∈ A by applying in the given A the substitution Ai → ai
for all 1 ≤ i ≤ l and by replacing ⊗ and ⊕ with the field operations · and +,
respectively. Then it follows that (5.1) for λ := max(r1, . . . , rl, L

′(a1), . . . , L
′(al)).

This completes the induction step. Note that all the construction steps can be
carried out by algorithms if L and Z are computable and if K has the form as
stated in Remark 3.15. In particular, ev′, a and λ can be given explicitly. �

Example 5.2. For the input sum (1.1) the presented procedure in Theorem 5.1
carries out simultaneously the constructions from Examples 3.13 and 4.9: We ob-
tain the ΠΣδ-field (Q(x)(h)(h2)(h3)(h4), σ) over Q together with the Q-embedding
τ ′ : Q(x)[h, h2, h3, h4] → S(Q) where the defining function ev′ is canonically given
by ev′|Q(x) = ev for ev as in (2.1) and by (4.10). By construction, we can link the
sums in (3.4) with h, s′, h2, t

′, a′ ∈ Q(x)[h, h2, h3, h4] from Example 3.13: for n ∈ N,

(5.6)
ev′(h, n) = Hn, ev′(s′, n) = S(n),

ev′(h2, n) = H(2)
n , ev′(t′, n) = T (n), ev′(a′, n) = A(n).

The depths of Hk, S,H
(2)
k , T, A are 2, 3, 2, 3, 4, respectively. The corresponding

depths δQ(h) = δQ(s
′) = δQ(h2) = δQ(t

′) = δQ(a
′) = 2 in the ΠΣδ-field are the

same or have been improved. Using (4.10) we can reinterpret, e.g, s′ as the sum
expression F := 1

2 (Sum(1, 1/x)2 + Sum(1, 1/x2)) ∈ Sum(Q(x)) with F (n) = S(n)

for all n ≥ 0 and d(F ) = δQ(s
′); this leads to the identity s(n) = 1

2 (H
2
n +H

(2)
n ). In

6Remark: If f1 is a hypergeometric term, r1 can be also obtained by analyzing only f1
(without knowing the telescoping solution g); for more details see (AP05).
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the same way we obtain sum expressions in Sum(Q(x)) for the ΠΣδ-field elements
h, h2, t

′, a′ in (5.6), and we arrive at the following identities. For n ≥ 0,

Hn = Hn, s(n) = 1
2 (H

2
n +H(2)

n ),

H(2)
n = H(2)

n , T (n) = 1
3

(
H3

n + 3H(2)
n Hn + 2H(3)

n

)
, A(n) = B(n)

where B is given as in (1.2).

We remark that this translation mechanism presented in Theorem 5.1 is imple-
mented in the summation package Sigma. Namely, given the general case 4.11 (K
as stated in Remark 3.15) and given7 A ∈ Sum(X), Sigma computes the following
ingredients:

• A Σδ-extension (F(y1) · · · (yr)(s1) · · · (su), σ) of (F(y1) · · · (yr), σ) and a K-em-
bedding (5.3) with a defining function ev′ and o-function L′.

• a ∈ X[s1, . . . , su] and λ ∈ N such that (5.1).
• τ ′(a) is given explicitly by a8 B ∈ Sum(X) such that (5.2).

Then Sigma outputs for a given A ∈ Sum(X) the result B ∈ Sum(X) with λ.

The final goal is to prove Theorem 5.5 which guarantees that the output B is
indeed a solution of problem DOS. We start with the following lemma.

Lemma 5.3. Let (F(y1) · · · (yr), σ) be a ΠΣδ-field over K and let τ be a K-
monomorphism with ev and L as in the general case 4.11; let (F(t1) · · · (te), σ) be a
polynomial Σ∗-extension of (F, σ) and let ρ : F[t1, . . . , te] → S(K) be a K-embedding
with a defining function evρ and an o-function Lρ such that evρ|F = ev.
Then there is a Σ∗-extension D := (F(y1) · · · (yr)(z1) · · · (zl), σ) of (F(y1) · · · (yr), σ)
where D is a polynomial Σ∗-extension of (F, σ) with the following properties:

(1) There is a difference monomorphism φ : F(t1, . . . , te) → F(y1, . . . , yr)(z1, . . . , zl)
such that for all a ∈ F(t1, . . . , te),

(5.7) δK(φ(a)) ≤ δK(a)

and such that for all a ∈ F[t1, . . . , te],

(5.8) φ(a) ∈ F[y1, . . . , yr][z1, . . . , zl].

(2) There is a K-embedding τ ′ : F[y1, . . . , yr][z1, . . . , zl] → S(K) with a defining func-
tion ev′ and an o-function L′ such that ev′|F[y1,...,yr ] = ev and such that for all
a ∈ F[t1, . . . , te],

(5.9) τ ′(φ(a)) = ρ(a).

Proof. The base case e = 0 holds with φ(a) = a for all a ∈ F and τ ′ := ρ.
Suppose the lemma holds for e extensions (H, σ) with H = F(t1) · · · (te) and let
(D, σ) with D := F(y1) . . . (yr)(z1) · · · (zl), τ ′ with ev′ and L′, ρ with evρ, and
φ as stated above; set E = F[y1, . . . , yr, z1, . . . , zl]. Now let (H(t), σ) be a Σ∗-
extension of (H, σ) with f := σ(t) − t ∈ F[t1 . . . , te], and take a K-embedding

7In Sigma A is inserted, e.g., in the form (1.1) without using evaluation functions like (2.1)
or (2.2); this implies that the lower bounds of the involved sums and products must be chosen in
such a way that no zeros occur in the denominators during any evaluation.

8In Sigma the lower bounds of the sums and products are computed by (4.9). Looking
closer at this construction, no zeros occur in the involved denominators of B when performing the
evaluation B(n) for n ≥ λ. Hence the output can be returned, e.g., in the form like (1.1) or (1.2)
which is free of any explicit evaluation functions like (2.1) or (2.2).
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ρ′ : F[t1, . . . , te][t] → S(K) with a defining function ρ′ and an o-function Lρ′ such
that evρ′ |F[t1,...,te] = evρ.
Case 1: If there is no g ∈ D such that

(5.10) σ(g)− g = φ(f),

we can take the Σ∗-extension (D(y), σ) of (D, σ) with σ(y) = y + φ(f) by The-
orem 3.5.1 and we can define a difference field monomorphism φ′ : H(t) → E(y)
such that φ′(a) = φ(a) for all a ∈ H and such that φ′(t) = y. By construction,
δK(y) = δK(φ(f)) + 1. Since

(5.11) δK(φ(f)) + 1 ≤ δK(f) + 1 = δK(t),

δK(φ(a)) ≤ δK(a) for all a ∈ H(t). Moreover, since φ(f) ∈ E, it follows that
(E(y), σ) is a polynomial extension of (F, σ). Moreover, for all a ∈ F[t1, . . . , te, t],
φ(a) ∈ E[y]. This proves part (1).
Now we extend the K-embedding τ ′ from E to τ ′ : E[y] → S(K) with the defining
function ev′, where ev′(f, k) = ev(f, k) for all f ∈ E and ev′(y, k) is defined as in
the right hand side of (4.7); here we choose β = φ(f) and c = evρ′(t, r − 1) for
some r ∈ N properly chosen. In particular, we can extend the o-function L′ for our
extended ev′ by Lemma 4.5 (note that there is a z function for ev′ restricted to F

by Remark 4.6). Then for all k ≥ r (r is chosen big enough with L′
ρ and L′),

ev′(φ′(t), k) = ev′(y, k) =
k∑

i=r

ev′(φ(f), i− 1) + evρ′(t, r − 1)

=
k∑

i=r

evρ(f, i− 1) + evρ′(t, r − 1) =
k∑

i=r+1

evρ(f, i− 1) + h(r)

(5.12)

with h(r) = evρ(f, r − 1) + evρ′(t, r − 1) = evρ′(f + t, r − 1) = evρ′(σ(t), r − 1) =
evρ′(t, r). Applying this reduction k − r + 1 times shows that

ev′(φ′(t), k) =
k∑

i=r+1

evρ(f, i− 1) + evρ′(t, r) = · · · = evρ′(t, k).

Hence τ ′(φ′(t)) = ρ′(t), and thus τ ′(φ′(a)) = ρ′(a) for all a ∈ F[t1 . . . , te][t].
Case 2: Otherwise, if there is a g ∈ D s.t. (5.10), then g ∈ E by Theorem 3.7. In
particular, δK(g) ≤ δK(φ(f)) + 1 by Theorem 3.12. With (5.11), it follows that

(5.13) δK(g) ≤ δK(t).

Now observe that

S(ρ′(t))− ρ′(t) = ρ′(σ(t)− t) = ρ(f) = τ ′(φ(f)) = τ ′(σ(g)− g) = S(τ ′(g))− τ ′(g).

Hence S(ρ′(t)− τ ′(g)) = ρ′(t)− τ ′(g), i.e., ρ′(t)− τ ′(g) is a constant in S(K). Thus,
ρ′(t) = τ ′(g) + 〈c〉n≥0 for some c ∈ K. Since (φ(H)(g), σ) is a difference field (it
is a sub-difference field of (D, σ)), g is transcendental over φ(H) by Theorem 3.5.1.
In particular, we can define the difference field monomorphism φ′ : H(t) → D with
φ′(a) = φ(a) for all a ∈ H and φ′(t) = g + c. Since g ∈ E, φ′(t) ∈ E, and therefore
φ(a) ∈ E for all a ∈ F[t1, . . . , te][t]. With (5.13) and our induction assumption
it follows that δK(τ

′(a)) ≤ δK(a) for all a ∈ H(t). This proves part (1). Note
that τ ′(φ′(t)) = τ ′(g) + c = ρ′(t) by construction. Hence, τ ′(φ′(a)) = ρ(a) for all
a ∈ F[t1 . . . , te][t]. This proves part (2) and completes the induction step. �
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Note that the proof of Lemma 5.3 is constructive, if the underlying o- and z-
functions of τ are computable and if K is given as in Remark 3.15. For simplicity,
ingredients like r1 (needed, e.g., for (5.12)) have not been specified explicitly.

In Theorem 5.4 we can show the following: The nested depth of an element in a
ΠΣδ-field over K is smaller than or equal to the depth of an element in a ΠΣ∗-field
over K provided that both elements can be mapped to the same sequence s ∈ S(K)
by appropriate K-monomorphisms.

Theorem 5.4. Let (F(y1) · · · (yr), σ) be a ΠΣδ-field over K and let τ be a K-
embedding with ev and L as in the general case 4.11. Let (F(t1) · · · (te), σ) be a
polynomial Σ∗-extension of (F, σ) and let ρ : F[t1, . . . , te] → S(K) be a K-embed-
ding with a defining function evρ and an o-function for evρ. Then for any s ∈
τ (F[y1, . . . , yr]) ∩ ρ(F[t1, . . . , te]) we have

δK(τ
−1(s)) ≤ δK(ρ

−1(s)).

Proof. Take a Σ∗-extension (F(y1) · · · (yr)(z1) · · · (zl), σ) of (F(y1) · · · (yr), σ),
a monomorphism φ : F(t1) · · · (te) → F(y1) · · · (yr)(z1) · · · (zl) s.t. (5.7) and (5.8) for
all a ∈ F[t1, . . . , te], and take a K-embedding τ ′ : F[y1, . . . , yr, z1, . . . , zl] → S(K)
with τ ′|F[y1,...,yr ] = τ such that (5.9) for all a ∈ F[t1, . . . , te]; this is possible by

Lemma 5.3. Now let s ∈ τ (F[y1, . . . , yr])∩ρ(F[t1, . . . , te]), and set f := (τ ′)−1(s) =
τ−1(s) ∈ F[y1, . . . , yr] and g := ρ−1(s) ∈ F[t1 . . . , te]. To this end, define g′ :=
φ(g) ∈ F[y1, . . . , yr, z1, . . . , zl]. Then by (5.7) we have δK(g

′) ≤ δK(g). Since τ
′(g′) =

ρ(g) = s and τ ′(f) = s, and since τ ′ is injective, g′ = f . Thus, δK(f) = δK(g
′) ≤

δK(g). �

Finally, Theorem 5.5 shows that the constructed B ∈ Sum(X) with (5.2) is
indeed a solution of problem DOS.

Theorem 5.5. Let (F(y1) · · · (yr), σ) with X = F[y1, . . . , yr] be a ΠΣδ-field over
K, let τ : X → S(K) be K-embedding with ev and L, and let (X, ev, δK) be a sequence
domain as stated in the general case 4.11; let D := (F(y1) · · · (yr)(s1) · · · (su), σ) be
a Σδ-extension of (F(y1) · · · (yr), σ) where D is a polynomial extension of (F, σ) and
let (5.3) be a K-embedding with a defining function and o-function. Moreover, let
A ∈ Sum(X) and a ∈ A such that τ (a) = 〈A(k)〉k≥0. Then δK(a) is the Sum(X)-
optimal depth of A.

Proof. Take an expression of Sum(X) that produces s := 〈A(k)〉k≥0 from
a certain point on and that has minimal depth, say d. By Theorem 5.1 we can
take a Σδ-extension D := (F(y1) · · · (yr)(t1) · · · (te), σ) of (F(y1) · · · (yr), σ) such
that D is a polynomial extension of (F, σ) and we can assume that there is a
K-embedding ρ : X[t1, . . . , te] → S(K) with a defining function and an o-function
with the following property. There is an a′ ∈ X[t1, . . . , te] such that ρ(a′) = s and
δK(a

′) ≤ d. By Theorem 5.4 (applied twice), δK(a) = δK(a
′). Moreover, ρ(a′) and

τ (a) can be defined by elements from Sum(X) with depth δK(a) by Theorem 4.8.
Since d is minimal, δK(a) = d. �

6. Application: Simplification of d’Alembertian solutions

The d’Alembertian solutions (Nör24; AP94; Sch01), a subclass of Liouvillian
solutions (HS99), of a given recurrence relation are computed by factorizing the re-
currence into linear right hand factors as much as possible. Given this factorization,
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one can read off the d’Alembertian solutions which are of the form

(6.1) h(n)
n∑

k1=c1

b1(k1)

k2∑
k2=c2

b2(k2) · · ·
ks−1∑
ks=cs

bs(ks)

for lower bounds c1, . . . , cs ∈ N; here the bi(ki) and h(n) are given by the objects
form the coefficients of the recurrence or by products over such elements. Note
that such solutions can be represented in ΠΣδ-fields if the occurring products can
be rephrased accordingly in Π-extensions. Then, applying our refined algorithms to
such solutions (6.1), we can find sum representations with minimal nested depth.
Typical examples can be found, e.g., in (DPSW06; Sch07; MS07; BBKS08; OS09;
BKKS09a; BKKS09b).

In the following we present two examples with detailed computation steps that
have been provided by the summation package Sigma.

6.1. An example from particle physics. In massive higher order calcula-
tions of Feynman diagrams (BBKS07) the following task of simplification arose.
Find an alternative sum expression of the definite sum

(6.2) S(n) =
∞∑
i=1

H2
i+n

i2

such that the parameter n does not occur inside of any summation quantifier and
such that the arising sums are as simple as possible. In order to accomplish this
task, Sigma computes in a first step the recurrence relation

− (n+ 2)(n+ 1)3
(
n2 + 7n+ 16

)
S(n)

+ (n+ 2)
(
5n5 + 62n4 + 318n3 + 814n2 + 1045n+ 540

)
S(n+ 1)

− 2
(
5n6 + 84n5 + 603n4 + 2354n3 + 5270n2 + 6430n+ 3350

)
S(n+ 2)

+ 2
(
5n6 + 96n5 + 783n4 + 3478n3 + 8906n2 + 12530n+ 7610

)
S(n+ 3)

− (n+ 4)
(
5n5 + 88n4 + 630n3 + 2318n2 + 4453n+ 3642

)
S(n+ 4)

+ (n+ 4)(n+ 5)3
(
n2 + 5n+ 10

)
S(n+ 5) = − 4(n+ 7)

(n+ 3)(n+ 4)
Hn

−
2
(
2n7 + 35n6 + 235n5 + 718n4 + 824n3 − 283n2 − 869n+ 10

)
(n+ 1)(n+ 2)(n+ 3)2(n+ 4)2(n+ 5)

by a generalized version (Sch07) of Zeilberger’s creative telescoping (Zei91). Given
this recurrence, Sigma computes the d’Alembertian solutions

A1 = 1, A2 = Hn, A3 = H2
n,

A4 =

n∑
i=2

i∑
j=2

(2j − 1)

j∑
k=1

1

(2k − 3)(2k − 1)

(j − 1)j

i
,
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A5 =

n∑
i=3

i∑
j=3

(2j − 1)

j∑
k=3

2(k − 2)(k − 1)kHk − (2k − 1)
(
3k2 − 6k + 2

)
(k − 2)(k − 1)k(2k − 3)(2k − 1)

(j − 1)j

i
,

B =

n∑
i=4

i∑
j=4

(2j − 1)

j∑
k=4

k∑
l=4

(2l − 3)
(
l2 − 3l + 6

)
B̃(l)

(l − 3)(l − 2)(l− 1)l

(2k − 3)(2k − 1)

(j − 1)j

i

where

B̃ =
l∑

r=3

− 2(2r6−27r5+117r4−254r3+398r2+2(r−3)(r−2)(r−1)(r+2)Hrr−446r+204)
(r−2)(r−1)r(r2−5r+10)(r2−3r+6) .

To be more precise, Ai ∈ Sumn(Q(x)), 1 ≤ i ≤ 5, are the five linearly independent
solutions of the homogeneous version of the recurrence, and B ∈ Sumn(Q(x)) is
one particular solution of the recurrence itself; the depths of A1, . . . , A5, B are
0, 2, 2, 4, 5, 7, respectively. As a consequence, we obtain the general solution

(6.3) G := B + c1A1 + c2A2 + c3A3 + c4A4 + c5A5

for constants ci. Checking initial values shows that we have to choose9

c1 = 17
10ζ

2
2 , c2 = 1

12 (48ζ3 − 67), c3 = 31
12 , c4 = 1

4 (23− 8ζ2), c5 = − 1
2

in order to match (6.3) with S(n) = G(n) for all n ∈ N.
Finally, Sigma simplifies the derived expressions further and finds sum represen-

tations with minimal nested depth (see problem DOS). Following the approach de-
scribed in the previous sections, it computes the ΠΣδ-field (Q(x)(h)(h2)(h4)(H), σ)
with σ(x) = x+ 1 and

σ(h) = h+ 1
x+1 , σ(h2) = h2 +

1
(x+1)2 , σ(h4) = h4 +

1
(x+1)4 , σ(H) = H + σ(h)

(x+1)2 ;

in addition, it delivers a Q-embedding τ : Q(x)[h, h2, h4, H] → S(Q) with the defin-
ing function ev : Q(x)[h, h2, h4, H]× N → Q canonically given by (2.1) for all f ∈
Q(x) and by

ev(h, n) = Hn, ev(h2, n) = H(2)
n , ev(h4, n) = H(4)

n , ev(H,n) =
n∑

k=1

Hk

k2
.

Moreover, it finds

a1 = 1, a2 = h, a3 = h2, a4 =
1

2

(
h2 − h2

)
, a5 =

1

2

(
−h2 + 2h2 h− h

)
,

b =
1

24

(
h2 − 48hH + 128h− 12h2

2 + (12h− 69)h2 − 12h4

)

9ζk denotes the Riemann zeta function at k; e.g., ζ2 = π2/6.
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such that ev′(ai, n) = Ai(n) for 1 ≤ i ≤ 5 and ev′(b, n) = B(n). These computa-
tions lead to the following identities: For n ≥ 0,
(6.4)

A1(n) = 1, A2(n) = Hn, A3(n) = H2
n, A4(n) =

1

2

(
H(2)

n −H2
n

)
,

A5(n) =
1

2

(
−H2

n + 2H(2)
n Hn −Hn

)
,

B(n) = 1
24H

2
n − 2Hn

n∑
k=1

Hk

k2
+ 16

3 Hn − 1
2

(
H(2)

n

)2

+
(
1
2Hn − 69

24

)
H(2)

n − 1
2H

(4)
n ;

in particular, due to Theorem 5.5, the sum expressions on the right–hand sides
of (6.4) have the minimal depths 0, 2, 2, 2, 2, 3, respectively. To this end, we obtain
the following identity (BBKS07, equ. 3.14): for n ≥ 0,
∞∑
i=1

H2
i+n

i2
=

17

10
ζ22 +4Hnζ3 +H2

nζ2 −H(2)
n ζ2 −

1

2

((
H(2)

n

)2

+H(4)
n

)
− 2Hn

n∑
k=1

Hk

k2
.

6.2. A nontrivial harmonic sum identity. We look for an indefinite nested
sum representation of the definite sum

(6.5) S(n) =

n∑
k=0

(
n

k

)2

H2
k ;

for similar problems see (DPSW06). First, Sigma finds with creative telescoping
the recurrence relation

8(n+ 1)(2n+ 1)3
(
64n4 + 480n3 + 1332n2 + 1621n+ 735

)
S(n)− 4(768n8 + 8832n7

+ 43056n6 + 115708n5 + 186452n4 + 183201n3 + 106442n2 + 33460n+ 4533)S(n+ 1)

+2(n+2)(384n7+4224n6+18968n5+44610n4+58679n3+42775n2+16084n+2616)S(n+2)

− (n+ 2)(n+ 3)3
(
64n4 + 224n3 + 276n2 + 141n+ 30

)
S(n+ 3) =

− 3
(
576n6 + 4896n5 + 16660n4 + 28761n3 + 26171n2 + 11574n+ 1854

)
.

Solving the recurrence in terms of d’Alembertian solutions and checking initial
values yield the identity

S(n) =

(
2n

n

)(1
2
A1(n)−

19

28
A2(n) +B(n)

)
∀n ≥ 0

with

A1 =
n∑

i=1

4i− 3

i(2i− 1)
, A2 =

n∑
i=2

(4i− 3)

i∑
j=2

64j4 − 288j3 + 468j2 − 323j + 84

(j − 1)j(2j − 3)(4j − 7)(4j − 3)

i(2i− 1)
,

B = −
n∑

i=2

(4i− 3)
i∑

j=2

(
64j4 − 288j3 + 468j2 − 323j + 84

)
B̃(j)

(j − 1)j(2j − 3)(4j − 7)(4j − 3)

i(2i− 1)

where

B̃ =

j∑
k=1

− 3(2k−3)(2k−1)(4k−7)(576k6−5472k5+20980k4−41559k3+44882k2−25113k+5760)
k(64k4−544k3+1716k2−2379k+1227)(64k4−288k3+468k2−323k+84)(2kk )

.
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So far, this alternative sum representation of (6.5) might not be considered as re-
ally convincing. For further simplifications, we construct the ΠΣδ-field (Q(x)(b), σ)
with σ(x) = x + 1 and σ(b) = x+1

2(2x+1)b, and we take the Q-monomorphism

τ ′ : Q(x)[b] → S(Q) from Example 4.4 (K = Q). Note that the sums A1, A2, B ∈
Sumn(Q(x)[b]) have the depths 2, 3, 5, respectively. Finally, activating our machin-
ery in this setting (we represent the sums in a ΠΣδ-field and reinterpret the result
by an appropriate Q-monomorphism), we arrive at the following identities: For
n ≥ 0,

A1(n) =2 (2Hn −H2n) ,

A2(n) =2
(
4H2

n + 4Hn +H2
2n + (−4Hn − 2)H2n −H

(2)
2n

)
,

B(n) =
3

14

(
44H2

n + 16Hn + 11H2
2n − (44Hn + 8)H2n − 11H

(2)
2n + 14

n∑
i=1

1

i2
(
2i
i

)).
By Theorem 5.5 we have solved problem DOS for the expressions A1, A2 and B,
i.e., we found sum representations with optimal depths 2, 2, 3, respectively. Finally,
this leads to the following identity: for n ≥ 0,

n∑
k=0

(
n

k

)2

H2
k =

(
2n

n

)(
4H2

n − 4H2nHn +H2
2n −H

(2)
2n + 3

n∑
i=1

1

i2
(
2i
i

)
)
.
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[BKKS09a] J. Blümlein, M. Kauers, S. Klein, and C. Schneider, Determining the
closed forms of the O(a3s) anomalous dimensions and Wilson coeffi-
cients from Mellin moments by means of computer algebra. To appear
in Comput. Phys. Comm. (2009), [arXiv:hep-ph/0902.4091].

[BKKS09b] , From moments to functions in quantum chromodynam-
ics, Proc. ACAT 2008, vol. PoS(ACAT08)106, 2009, [arXiv:hep-
ph/0902.4095].

[BL82] B. Buchberger and R. Loos, Algebraic Simplification, Computer Al-
gebra – Symbolic and Algebraic Computation (B. Buchberger, G. E.
Collins, and R. Loos, eds.), Springer, Vienna - New York, 1982, pp. 11–
43.



REFERENCES 307
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Abstract. This is an expository article on logarithmic structures on semi-
groups and categories. Characters of logarithmic representations of semigroups
coincide with a number of fundamental topological and spectral invariants. An
area of current research is the extension of this construction to TQFT, which
incorporates a further idea of sewing together invariants, requiring an exten-

sion of the notion of abstract logarithms to non-linear maps between categories.
The motivating ideas and the basic definition for such a structure are given
here along with some examples.
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1. The categorization of analysis

An interesting idea that has been impulsed in mathematics, at least in part,
by the study of the structures that drive quantum field theory is the need to un-
derstand certain familiar mathematical concepts in rather more abstract contexts.
For example, cyclic homology frees up de Rham cohomology from the commutative
algebra of smooth functions on a manifold to general noncommutative algebras. On
the other hand, topological quantum field theory suggests the essential structures
of geometric analysis and index theory need to be understood in the way that they
relate to the construction of representations of the cobordism category.

Such categorization may be seen, perhaps, as commencing with Grothendieck’s
idea of motives as a proposal for a universal cohomology theory (encompassing
various competing cohomology theories in algebraic geometry). Likewise, the use
of n-categories (or ∞-categories) as a multi-layer approach to representations of
categories is a quite old idea. But in both cases these structures have in recent times
become the focus of much work in homotopy theory and geometry, in topological
quantum field theory and its spin-offs into geometric analysis.

The purpose of this paper is to outline how the analytical concept of a ‘deter-
minant’ and, more fundamentally, a ‘logarithm’ might abstract itself naturally into
this discussion. Logarithmic structures appear to lie behind many basic topological
invariants and it is of interest to determine what the logarithmic structures are
in topological quantum field theory, corresponding in principle to certain ‘higher’
sewing formulae.

2. Sewing formulae

The way in which topological and spectral geometric invariants add up relative
to the division of a manifold into two (or more) pieces is of some importance in geo-
metric analysis and functorial (possibly topological) QFT. Ideally one would aim
to consider decompositions into simple submanifolds, roughly expressing the mani-
fold as a CW-complex of lower dimensional simplices, and then be able to compute
on those submanifolds before using sewing formulae to reconstitute the invariant
on the complicated parent manifold. Such processes are inherently cohomological.
However, even in the purely topological case where analytic considerations are left
to one side, such a general objective is in dimensions greater than 2 currently per-
haps still at the stage of a useful, if mathematically potent, myth needed to think
about representations of cobordism n-categories. Nevertheless, deep progress has
been made at a fundamental category-theoretic level (see Lurie and Hopkins [13])
along with the discovery in dimension 2 of exotic cohomology theories (such as
elliptic cohomology, Chas-Sullivan products).

2.1. Analytic sewing formulae. At the analytic level one might begin with
a more modest objective. One might ask simpler questions, such as what the
codimension zero splitting formula might be for the generalized zeta-function quasi-
trace at zero ζ(A,Q, 0) for classical pseudodifferential operators A and Q, which, it
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is known, coincides with interesting spectral-geometric and topological invariants
(such as the index of an elliptic operator). Here, Q is assumed to be elliptic operator
of positive order q > 0 whose complex powers Q−z

θ are defined. The operator AQ−z
θ

is trace class when the real part of z is large, and its trace (or supertrace given a
Z2-grading) admits an extension ζ(A,Q, z) := Tr (AQ−z

θ )|mer to a meromorphic
function defined on all of C which has a Laurent expansion around z = 0 of the
form

(2.1.1) ζ(A,Q, z) =
1

q
resA

1

z
+ ζ(A,Q, 0) + ζ ′(A,Q, 0) z + · · · z near 0.

The pole coefficient resA is the residue trace of A. In terms of sewing formulae
relative to a splitting of the manifold rather little is known about these coefficients
in general; the first few coefficients provide key invariants in geometric index theory
while the higher coefficients are largely mysterious and highly non-local.

For the first term, the residue trace on manifolds with boundary with local
Boutet de Monvel boundary conditions was looked into in [10] and [11], while less
is known for global APS type boundary conditions. In either case pasting formulae
for resA in terms of such boundary problems relative to a splitting of M have
not yet, it appears, been studied. The next term in the expansion ζ(A,Q, 0) is
in general rather complicated and non-local and no general pasting formulae are
known. However, in certain cases progress has been made. Most outstandingly that
is so for the eta-invariant

η(D, 0) := ζ(D|D|−1, |D|, 0)
of a self-adjoint Dirac type operator which arises as the correction term in the APS
index theorem. In this case there is an exact pasting formula proved originally by
Wojciechowski [25, 26, 27] and Bunke [7], which has been reproved and refined by
other authors in numerous subsequent works, in particular in [5] and more from a
TQFT view point in [9].

When A = I write ζ(Q, z) := ζ(I,Q, z). The expansion (2.1.1) in this case
becomes
(2.1.2)

ζθ(Q, z) = −
(
1

q
res(log θQ)− tr (ΠQ)

)

︸ ︷︷ ︸
=ζ(Q,0)

z0 + (log detζQ)︸ ︷︷ ︸
=−ζ′(Q,0)

z + · · · z near 0.

where ΠQ is a projector onto the generalized kernel of Q. Then the first two terms
of (2.1.2) are (logarithms of) determinants. The first is an exotic determinant,
the ‘residue determinant’ equal to zero on ψdos with a well-defined classical de-
terminant. Properties of the residue determinant and the extension of the residue
trace to the log-classical ψdo log θQ are detailed in [18] and [20]. The second is
the log-zeta determinant, a quasi-determinant – an extension of the classical deter-
minant but with a loss of the multiplicativity property. Pasting formulae for the
first term ζ(Q, 0), relative to elliptic boundary problems for the restrictions of Q to
M1,M2 given a partition M = M1 ∪Y M2, have not yet been established; certainly
this involves non-local terms associated to the dividing hypersurface Y , though the
pasting formula does not appear to be hard to resolve using standard methods.
For the next term a great deal more is known, at least for self-adjoint Dirac type
operators. The original contribution in this direction for the case of APS boundary
problems is the adiabatic pasting formula of Wojciechowski and Park [16], and has
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lead to a steady stream of refinements and extensions by other authors. It was
suggested by Wojciechowski that a similar formula ought to hold for the curvature
2-form of the determinant line bundle for a family of Dirac operators, much as it
does in the case of b-calculus [15], and recent work suggests that that is correct;
see [23] for more on the curvature of the determinant line bundle in this case.

2.2. Sewing formulae in TQFT. A rather interesting way to think about
sewing formulae has been thrown into the ring by mathematical topological quan-
tum field theory (TQFT). Roughly speaking, recall that the idea of TQFT is that
though the Feynman path integral (PI) formulation of QFT is currently eludes
mathematical precision, one may nevertheless study the mathematical imprint that
is left by its passing, the structures that would be left in its wake if the PI were
rigorously defined.

2.3. Path integral formalism. Witten explained this motivation in the fol-
lowing concrete way. Consider a smooth compact n-dimensional manifold M with
connected boundary ∂M = Y , then a PI has the general form

(2.3.1) ZM : Γ(Y ) → C, ZM (f) =

∫
Γf (M)

e−S(ψ)Dψ,

where Dψ is a formal measure, S : Γ(M) → C is the classical action functional on
a space Γ(M) of fields on M (the fields could, for example, be the space of smooth
functions on M , or the space of sections of a vector bundle over M), while the
subspace Γf (M) = {ψ ∈ Γ(M) | ψ|X = f} consists of smooth fields on M with
boundary value f ∈ Γ(Y ). Thus we may view

ZM ∈ Z(Y ) = a Hilbert space of distributions {u : Γ(Y ) → C}.

The precise class of distributions is to be specified, but Z(Y ) is supposed to be
the Hilbert space of the theory so it might, for example, be a suitable Sobolev
completion of Γ(Y ).

If M , on the other hand, has disconnected boundary ∂M = Y0 � Y1 then the
PI defines the Schwartz kernel distribution

KM : Γ(Y0)× Γ(Y1) → C, KM (f0, f1) =

∫
Γ(f0,f1)(M)

e−S(ψ)Dψ,

or, what is formally the same thing, the linear operator

ZM ∈ Hom(Z(Y0), Z(Y1)), ZM (u0)(f1) =

∫
Γ(Y0)

KM (f0, f1)u0(f0) Df0.

If Y0 = Y1 = Y this determines a bilinear form

〈 , 〉 : Z(Y0)× Z(Y1) → C, 〈u0, u1〉 =
∫
Γ(Y )

u1(f)ZM (u0)(f) Df.

Consider a compact boundaryless manifold M = M0 ∪Y M1 partitioned into two
halves by a connected hypersurface Y . Then the partition functions on M0,M1

have the form (2.3.1). Since the fields on M can be written as a fibre product
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Γ(M) = Γ(M0)×Γ(Y ) Γ(M1), this suggests an equality

∫
Γ(M)

e−S(ψ)Dψ =

∫
Γ(Y )

(∫
Γf (M0)

e−S(ψ0)Dψ0

∫
Γf (M1)

e−S(ψ1)Dψ1

)
Df

=

∫
Γ(Y )

ZM0
(f)ZM1

(f) Df,(2.3.2)

or, more schematically,

(2.3.3) ZM = 〈ZM0
, ZM1

〉.

The Hamiltonian of the theory is defined by the Euclidean time evolution operator
e−tH = ZY×[0,t] ∈ End (Z(Y )); in a ‘topological theory’ H := 0 so one then expects

(2.3.4) ZY×[0,t] = I ∈ End (Z(Y )).

3. Categorical abstraction - homotopy theory

The above characterization suggests that the PI in dimension n may be viewed
abstractly as a (particular) map Z which takes a boundaryless compact (n − 1)-
manifold Y to a vector space Z(Y ) and each n manifold M whose boundary is Y
to a vector ZM ∈ Z(Y ). If Y = ∅ is the empty (n− 1)-manifold then from (2.3.1)
ZM is a number and Z(∅) = C. If ∂M = X � Y then ZM defines a linear map
between the vector spaces Z(X) and Z(Y ).

Succinctly, the PI functor Z defines a representation of the cobordism category
Cobn. That is, Z is a functor Cobn → Vect(k) to the category of vector spaces and
linear maps over a field k.

Here, Cobn is the category whose objects are smooth boundaryless compact
(n − 1)-manifolds and whose morphisms are smooth compact manifolds modulo
orientation preserving diffeomorphisms. Thus a morphism M ∈ morn(X,Y ) in
Cobn is a smooth compact n-manifold M equipped with a diffeomorphism ∂M ∼=
X � Y ; any two such morphisms are identified up to an orientation preserving
diffeomorphism equal to the identity on the boundary. Composition of morphisms

morn(X,Y )×morn(Y, Z) → morn(X,Z), (M,N) �→ M ∪Y N,

is by pasting along the common boundary Y (up to specifying the smooth structure
on M ∪Y N). There is a symmetric monoidal product Cobn×Cobn → Cobn defined
by disjoint union of manifolds; with unit (‘monoidal’) element the empty manifold
∅. Likewise the usual tensor product defines a symmetric monoidal product on
Vect(k) with identity the ground field k; again in Vect(k) identifications are made
up to equivalence (isomorphism).

The formal definition, then, of a TQFT is a functor Z : Cobn → Vect(k)
preserving the symmetric monoidal structures.

Specifically, Z functorially maps M ∈ morn(X,Y ) to a linear homomorphism
ZM ∈ Hom(Z(X), Z(Y )), which can be equivalently written

(3.0.5) ZM ∈ Z(X)⊗ Z(Y ), Z(∅) = k, Z(X) ∼= Z(X)∗

with

(3.0.6) ZM∪Y N = ZM ◦ ZN .
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In particular, since Cobn is modulo diffeomorphisms then taking M = N = X × I
gives that ZX×I is an idempotent, which the functoriality says must, in fact, be
the identity, corresponding to (2.3.4).

Since the boundary of a high-dimensional manifold M is really no topologically
simpler than the manifold itself, it is important to allow for reasons of computability
higher codimensional decompositions of M using manifolds with corners; in princi-
ple this may allow matters to be reduced to computing on k-simplices. Indeed, an
implicit expectation is that a given TQFT ought to correspond to (a possibly exotic)
generalized cohomology theory. In this respect the functorial sewing properties in
a TQFT ought likewise to provide a computational tool along the lines of a gen-
eralized Mayer-Vietoris property. With this motivation, an extended TQFT with
values in a symmetric monoidal n-category C is defined to be a symmetric monoidal
functor Z : Cobextn → C, where Cobextn is the extended cobordism n-category whose
objects are points, whose (1-)morphisms are oriented 1-manifolds (cobordisms of
points), whose 2-morphisms are cobordisms of 1-morphisms, and so on.

These definitions are due principally to Segal [24], Atiyah [1], Witten [28], and
Hopkins and Lurie [13].

TQFT in dimensions 1 and 2 is relatively straightforward to characterize in a
generic sort of way. A functor Z : Cob1 → Vect(k) is determined by its possible
evaluations on c = [0, 1]. There are for c two possible boundary 0-manifolds p
and p (with opposite orientations), to which Z assigns a finite dimensional vector
space V = Z(p) and its dual V ∗ = Z(p). The meaning of Z(c) changes according to
whether it is regarded as a morphism in morn(p, p) in which case Z(c) = I ∈ EndV ,
or in mor1(∅, p� p) in which case Z(c) is the map C → End (V ), x �→ xI with I the
identity, or in mor1(p� p, ∅) in which case Z(c) is the trace map tr : End (V ) → C.
From this one can compute the value Z(S1) on the circle by writing S1 = S1

+ ∪ S1
−

as the union of its upper and lower semicircles, considering S1
+ ∈ mor1(∅, p� p) and

S1
− ∈ mor1(p� p, ∅). Then according to (3.0.5), (3.0.6), Z(S1) is the composition of

the maps C → End (V ) and End (V ) → C above, and hence Z(S1) = dimV . This
is the description given in [13].

To give a 2-dimensional TQFT Z : Cob2 → Vect(k), on the other hand, is
the same thing as to specify a unital associative tracial algebra (A, τ ) (see below
for more on traces). This is essentially because any real compact surface is a
composition of copies of the disc D and copies of the ‘pair of pants’ surface P
(a genus zero surface with two incoming and one outgoing boundary). Setting
A = Z(S1), then, ZP defines according to the axioms of the TQFT an associative
multiplication A×A → A, while regarding D as an element of mor2(∅, S1) defines
the unit in A as the image of 1 ∈ k, while as an element of mor2(S

1, ∅) it defines a
trace τ : A → k. For more on this see [24], [13], and for a detailed account of the
far richer open-closed theory with boundary conditions see Moore and Segal [14].

3.1. Introducing additional structure. The basic assumptions of a TQFT
can be modified or extended in many interesting ways. Simple modifications are, for
example, to specify additional topological structure, such as spin structures, fram-
ings, characters and so forth. Alternatively, the target category Vect(k) could be
refined to a category of chain complexes, as considered in [14] and [8]. On the other
hand, quantizing classical field theories can require the use of fibred-TQFT in which
Cobn is replaced by the category Cobn of smooth fibrations, with objects of fibre
dimension n−1 and morphisms which are fibrations whose total space is a manifold



LOGARITHMIC STRUCTURES AND TQFT 315

with boundary with fibre diffeomorphic to a compact manifold with boundary of
dimension n, all modulo fibrewise orientation preserving diffeomorphism (thus Cobn
is the subcategory of Cobn for the case of a fibration over a point). Composition of
morphisms in Cobn is by fibrewise sewing. Then Vect(k) is replaced by the category
Vect(k) of vector bundles and bundle homomorphisms, modulo isomorphism. The
symmetric monoidal structures extend to the fibred versions and a fibred-TQFT
is defined to be a symmetric monoidal functor Z : Cobn → Vect(k), with obvious
extensions to their n-category counterparts.

Additional structure introduced through ‘boundary conditions’ is incorporated
via labels attached to the morphisms in the category, defining an open-closed
TQFT. The meaning here of a boundary condition is possibly more abstract, or at
least more geometric, than in the usual PDE sense. Specifically, D-branes refer to
the set of closed, connected, oriented, smooth submanifolds of a given manifold M
and one can consider the space of maps γ : [0, 1] → M with γ(0) ∈ X, γ(1) ∈ Y
in given D-branes X and Y . The homology of the corresponding mapping space
for a given set of labels is, roughly, what is meant by ‘string topology’ and this is
known to define an open-closed conformal field theory (CFT). See [4] for more on
this and references.

Similarly, but moving into more uncharted areas, there is no difficulty in for-
mally contemplating marked and degenerate morphisms. A marked morphism

M ∈ morΣn (X,Y )

is a cobordism endowed with an embedding Σ ↪→
o

M of a submanifold (of arbitrary
codimension) into the interior of M ; thus, in connecting X to Y the morphism M
is constrained to pass through Σ. The motivation for this is more easily explained
when discussing logarithmic structures (below). On the other hand, there is no
particular reason to suppose a more complete theory of quantum fields can be
restricted to manifolds of constant dimension; a degenerate morphism is one which
may be of non-constant dimension, the associated TQFT requires the use of n-
categories and such morphisms may be thought of as compositions of k-morphisms
for varying k.

In a different direction, one may abandon purely topological considerations
in favour of introducing more analytic structure, such as metrics, linear boundary
conditions, connections, and so forth, meaning in practise dropping diffeomorphism
invariance. The resulting invariants may then be geometric or spectral rather than
topological and the Hilbert spaces of the theory will then in general be infinite
dimensional (for a TQFT Z(X) is necessarily finite dimensional and so the dual
has a unique meaning, but for infinite dimensional Z(X) then analytic choices must
be made as to which spaces of distributions are being contemplated.)

This is appropriate for understanding the role of some spectral-geometric (which
in some cases turn out to be topological) invariants such as those mentioned in § 2.1.
An example of this is functorial QFT Z : CobB1 → Vect(k) with CobB1 whose objects
are the same as Cob1 (see the characterization of 1-dimensional TQFTs in § 3), and
whose non-closed morphisms (ca,b, P ) ∈ morB1 consist of (unions of) ca,b = [a, b], up
to an orientation preserving diffeomorphism equal to the identity at a and b, and
a projection P in the Grassmannian Gr(C2m) = {P ∈ EndC2m | P 2 = P, P ∗ = P}
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parametrizing linear subspaces of C2m. Consider, then, the formal fermionic PI

Z(ca,b, P ) =

∫
C∞(ca,b,Cm)

e−〈ψ,DPψ〉 dψ

defined by the constrained Yang-Mills action, where D = i∇d/dx with ∇ a Her-
mitian covariant derivative (a Dirac operator in dimension 1) and DP denotes its
restriction to those ψ satisfying the linear elliptic boundary condition P (ψ(a) ⊕
ψ(b)) = 0. Then, formally, Z(ca,b, P ) = detDP . Since Gr(C2m) is a Kähler
manifold with canonical Kähler form equal to the i times the curvature of the
canonical line bundle L → Gr(C2m), then, as instructed by geometric quantization,
we define the Hilbert space Z(a � b) to be dual of the space of the holomorphic
sections of L∗ → Gr(C2m). Then Z(a � b) is canonically isomorphic to the ex-
terior algebra

∧
C2m. The point is that detDP , as P varies defines a section of

the determinant line bundle, and the determinant line bundle is canonically iso-
morphic to L. If we restrict to the real submanifold identified with the unitary
group U(m) ↪→ Grm(C2m), g �→ Pg the projection onto graph(g : Cm → Cm), over
which L (and the determinant line bundle) are naturally trivial, then there is an
essentially canonical identification

Z(ca,b, P ) = detDPg
= det (I − g−1h)

(for example by zeta function regularization) where h ∈ U(n) := U(Cn) is the
parallel transport of ∇ along ca,b. Alternatively, considered as a functorial QFT,
we may, via the Plücker embedding, regard the determinant line as a ray in the
Fock space Z(a� b) and the determinant as defined ‘absolutely’ without boundary
condition as the ‘vacuum vector’ detD ∈ Z(a�b). With regard to the trivialization
over U(n) one finds defining Z(a) = Z(b) =

∧
Cm

detD ↔
∧

h ∈ Z(a � b) ∼= End (
∧

Cm),

where
∧
h :=

∑m
k=0

∧k h relative to
∧
Cm :=

∑m
k=0

∧k
Cm.

On the other hand, Z(S1) = det (I − hS1) with hS1 the holonomy around the
circle. Write, as in the example in § 2.1, S1 = S1

+ ∪ S1
−. Then there is a canonical

pairing (2.3.3), (3.0.6)

Z(−1 � 1)⊗ Z(1 � −1) → Z(∅) = C, A⊗B �→ tr (AB).

Applied to our vacuum vectors this gives

Z(S1) = 〈Z(S1
+), Z(S1

−)〉,

which relative to the trivializations is the identity

det (I − hS1) = tr (
∧

h+ ◦
∧

h−),

which really is just the identity det (I − hS1) = tr (
∧
hS1), with h± the parallel

transports along S1
±, consequent on hS1 = h− ◦ h+. On the other hand, there

is a quite precise identification of this with the formal PI formula (2.3.2) via the
isometry End (

∧
Cm) → L2(U(m)) given by T �→ fT with fT (g) = tr (T ◦

∧
g).

Since, via the Peter-Weyl theorem and Schur’s lemma, this is an isometry it may
be applied to the elements

∧
h+,

∧
h−, using Haar measure dg, to give the sewing
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formula for the circle for this symmetric monoidal functorial QFT as

(3.1.1) det (I − hS1)︸ ︷︷ ︸
pairing on End (

∧
Cm)

=

∫
U(n)

det (I − g−1h+) · det (I + gh−) dg

︸ ︷︷ ︸
pairing on L2(U(m))

,

which is a rigorous version of (2.3.2) with the boundary condition f in that formula
replaced here by Pg.

Thus one may say that this 1-dimensional QFT yields the fundamental rep-
resentation of the Lie group U(n), while the sewing formula (2.3.2) is the orthog-
onality relation (3.1.1). The 2-dimensional version of this theory produces the
fundamental loop group representations of LU(n). This is far more subtle; in par-
ticular, the determinant line bundle over LU(n) is non-trivial (unlike over U(n) in
dimension 1) leading to a projective representation. See [19, 24] for more on loop
group representations and determinant lines. (Indeed, there is an analogue of this
theory for gauge groups in all dimensions). An alternative, possibly analytically
better formulation would be to consider b-morphisms, in the sense of Melrose’s
b-calculus.

Note, however, that this is not a topological QFT; Z(S1) is not, here, a topo-
logical invariant of S1. There is though an obvious topological invariant associated
to the pair (S1,∇); namely the winding number

w(∇) :=
1

2π

∫
S1

tr (h(t)−1dh(t)) ∈ Z.

of the map S1 → C∗, t �→ deth(t). But considered in the sense of cobordism
this is not multiplicative (as would be expected in TQFT) but rather is additive.
Precisely, with

log ca,b :=
1

2π

∫
ca,b

h(t)−1dh(t)

one has for a < b < b′

(3.1.2) log ca,b′ = log ca,b + log cb,b′

and in particular

(3.1.3) logS1 = logS1
+ + logS1

−.

Taking the trace of these finite matrices gives, setting log det c := tr (log c),

(3.1.4) log detS1 = log detS1
+ + log detS1

−.

One could just exponentiate and use detha,b, with ha,b the transport along ca,b
to get a multiplicative TQFT, and this is what is generically done when additive
invariants are encountered, but doing that loses sight of interesting structure: there
is an operator-valued logarithm and a trace, which when combined on a closed
manifold give a topological invariant log detS1. Indeed, the winding number is
a homotopy invariant identifying the Bott isomorphism π1(U(m)) ∼= Z, which is
naturally additive rather than multiplicative.
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4. Categorization and logarithms

This brings us, then, to the idea of logarithmic structures and, in particu-
lar, their role in constructing invariants as logarithmic functors on the cobordism
category.

Such structures lie behind a number of familiar topological and analytic in-
variants. Index invariants are a prime example of such a thing, both in odd and
even K-theory. It is, however, the case that logarithm operators taking values in
an algebra A tend to be rather special and quite hard to find, though there may be
many traces on A – giving rise potentially to many determinants once a logarithm
is identified.

With respect to logarithmic structures on the cobordism category, the iden-
tity (3.1.4) decomposing the topological winding number as the sum of two non-
topological numbers is repeated for any local invariant; for example, the index of
a Dirac operator ð on a compact boundaryless spin manifold M , viewed as the

Â-genus, can always be broken up additively as indð =
∫
M1

Â(x) +
∫
M2

Â(x) with

respect to a codimension zero partition M = M1 ∪Y M2. The terms
∫
Mi

Â(x),

however, are not of the form tr (logTi) with logTi trace-class logarithmic operators
on Mi. Though this is consequently not a logarithmic structure, there is one of the
form ind ð = ind ð1 + ind ð2 where ð1, ð2 are APS-type elliptic boundary problems
for ð on M1 and M2, providing a basic instance of a log-determinant functor on
Cobn. There is more on this below.

Log-determinant structures lie behind many ψdo spectral invariants. For exam-
ple, if we look again at the expansion (2.1.2) then the first term is a log-determinant
structure, the so-called residue determinant. The second term, the zeta determi-
nant, comes from an honest logarithmic operator composed with what is only a
quasi-trace defined by zeta function regularization; its log-determinant properties
are therefore anomalous. Likewise, spectral flow, suspended eta-invariants, the
odd and even Chern characters, analytic torsion are all characters of logarithmic
representations.

In the remaining sections we look first at the appearance of logarithmic struc-
tures in a number of standard invariants, before briefly outlining the categorical
formulation along the lines of functorial QFT.

4.1. Logarithms. Determinants will be studied here as characters of loga-
rithmic representations of semigroups taking values in a tracial algebra. Let Z be
a topological semigroup and let B be a unital locally convex topological algebra. A
global logarithm operator is a map

(4.1.1) log : Z → B, a �→ log a,

which for a, b ∈ Z satisfies

(4.1.2) log ab− log a− log b ∈ [B,B ].

That is, log ab = log a + log b +
∑N

j=1 [bj , b
′
j ] some bj , b

′
j ∈ B. Thus, the space of

global logarithms with values in B is

(4.1.3) Log(Z,B) := Hom(Z,B/[B,B]) = Hom(Z, HC0(B)).
relative to the linear structure of B/[B,B] (HC0(B) is the degree zero cyclic homol-
ogy group). We may likewise consider the distributional subspace of continuous log
functionals.
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We may write (4.1.2) as log ab ≈ log a + log b. It follows that if Z is unital
with identity element I (so that Z is a monoid) then log I ≈ 0 and hence for
b ∈ GL(Z) that log b−1 ≈ − log b and log (bab−1) ≈ log a. If Z is unital with
identity element I it can be advantageous to use linearity to refine log ∈ Log(Z,B)
to the relative Log ∈ Log(Z,B) by Log a := log a− log I so that Log I = 0.

Counting logs, as with counting traces, is done projectively insofar as ‘unique-
ness’ is up to a scalar multiple. Precisely, since B is a linear space over C so therefore
is the space (4.1.3) of logs

(4.1.4) log 1, log 2 ∈ Log(Z,B) ⇒ λ log 1 + μ log 2 ∈ Log(Z,B)
any λ, μ ∈ C. Thus, the number of log maps Z → B means the dimension over C
of Log(Z,B).

A logarithm whose construction depends on extraneous choices may only be
defined in a neighbourhood of each element of the semigroup Z, though each such
local choice, or ‘branch’, is required to not be visible to any consequent determinant.
A local logarithm operator on Z with values in B is an operator which for each a ∈ Z
can be defined on some open neighbourhood U of a, called a branch of the log, as
a map

log U : U → B, c �→ log U c,

such that for any a, b ∈ Z there exist respective neighbourhoods U ,V ,W of a, b, ab
in Z for which

(4.1.5) logW ab− log U a− log V b ∈ [B,B ].

The space of local logarithms on Z with values in B will be denoted Log loc(Z,B).
An element of Log loc(Z,B) may be denoted simply by log .

A trace on the algebra B taking values in a vector space V is a linear map
τ : B → V such that τ ([ a, b ]) = 0 for a, b ∈ B. Thus

Traces(B, V ) := Hom(B/ [B,B], V )

and so

scalar valued traces = (B/ [B,B])∗

A basic question in studying traces is whether

τ (a) = 0
? ?
=⇒ a =

m∑
j=1

[ bj , cj ],

or, equivalently, whether Ker (τ ) = [B,B]. It is readily verified that for scalar traces
the following are equivalent:

• τ : B → C the unique non-trivial trace on B
• B/ [B,B] is 1-dimensional
• Any a ∈ B can be written w.r.t q ∈ B with τ (q) �= 0 as

a =

J∑
j=1

[ bj , cj ] +
τ (a)

τ (q)
q.

A global (resp. local) log-determinant is defined by an element log ∈ Log(Z,B)
(resp. log ∈ Log loc(Z,B) ) along with a trace τ : B → R to a ring R via

Z log−→ B τ−→ R
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which, in view of (4.1.2), has the log-multiplicativity property

(4.1.6) τ (log ab) = τ (log a) + τ (log b) for all a, b ∈ Z.

Thus the log-determinant τ (log a) is the τ -character of the logarithmic represen-
tation log of the semigroup Z in B, and the space of log-determinants Z → R
factored through B is the linear product

log det (Z,R) = Log(Z,B)× Traces(B, R).

A global determinant structure is a triple (log , τ, e) where e : R → R′ is a
homomorphism of unital rings with the exponential property e(x+ y) = e(x) · e(y).
The multiplicative determinant functional associated to (log , τ, e) is

(4.1.7) detτ, e := e ◦ τ ◦ log : Z → R′, detτ, e(a) := e(τ (log a)).

Given an exponential map, the log property (4.1.2) may be relaxed to

(4.1.8) log ab− log a− log b ∈ Ker (e ◦ τ )

and still define a multiplicative determinant.
There is, then, the (rough and not necessarily finite) bound on the number of

log-determinants Z → V

(4.1.9) # log-dets Z → V ≤ dim Log(Z,B) × dim Traces(B, V ).

This need not be an equality in general since a trace may be identically zero on the
range of some log-maps.

The linearity of the spaces Log(Z,B) and Traces(B,C) define via composition
with the exponential map exp : C → C the canonical commutative semigroup
structure on the space of determinants Dets(Z,C)

(4.1.10) det 1, det 2 ∈ Dets(Z,C) ⇒ det 1 · det 2 ∈ Dets(Z,C),

(det 1 · det 2)(a) := det 1(a) · det 2(a).

4.2. Determinant structures on DGAs. Let B = (Ω, d) be a differential
graded algebra (DGA). A (graded) logarithm operator sensitive to d is a map
log : Z → (Ω, d), a �→ log a, which satisfies

(4.2.1) log ab− log a− log b ∈ [Ω,Ω]︸ ︷︷ ︸
graded commutator

+ dΩ.

The space of such logarithms is

Log(Z, (Ω, d)) := Hom(Z, Ω/([Ω,Ω] + dΩ) ).

A closed graded determinant structuremeans a triple (log : Z → (Ω, d), τ, e) with τ :
Ω → R a closed graded trace. The closure of τ leads again to the log-multiplicativity
property (4.1.6) and, further, that for d tτ (log a) := τ (d log a) = 0 for all a ∈ Z.
The associated graded determinant is defined as before by detτ, e(a) := e(τ (log a)).

5. Examples of logarithmic structures

We list here some examples of log-determinant structures; details may be found
in [22].
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5.1. Fredholm index — an exotic determinant. A Fredholm operator on
a Hilbert space H is a bounded operator which is far from zero and close to the
Banach Lie group GL(H) := B(H)× of invertible elements in B(H). As such, the
multiplicative semigroup FredH of Fredholm operators on H lies at an opposite
extreme in B(H) to any proper ideal, and in particular to the ideal F(H) of finite
rank operators. Precisely, A ∈ B(H) is Fredholm if there is a parametrix P ∈ B(H),
so that LA := PA− I ∈ F(H) and RA := AP − I ∈ F(H). FredH is a semigroup
with respect to operator composition, but is highly non-linear, having homotopy
type FredH � Z× BGl(∞).

The index defines a local determinant structure in which Z = FredH and B =
F(H) endowed with the classical trace tr , while log ∈ Log loc(FredH, (F(H), Tr ) )
is defined pointwise by log PA := [A,P ] for P a parametrix for A. There is not a
unique choice of parametrix and for this reason the logarithm so defined is local.
To see that this is logarithmic (4.1.5), let A,B ∈ Fred and let P,Q ∈ B(H) be
respective parametrices, then for any parametrix R for AB one has

(5.1.1) logRAB = log PA+ logQB + [LA B, Q ]︸ ︷︷ ︸
∈ [F(H),F(H)]

+[ARB, P ] + [AB,R−QP ].

The character of the logarithm is the index of A

(5.1.2) tr (log PA) = tr ([A,P ]) = indA,

and its log-multiplicativity, consequent to (5.1.1), is the additivity property of the
index

(4.1.6) ←→ indAB = indA+ indB.

The associated determinant functional detindA := eTr(logPA) = eindA ∈ Z is con-
stant on the connected components of FredH. The logarithm may be refined to
the composite logarithm

(5.1.3) log : FredH → F(H) → F(H)/[F(H),F(H)]

which is independent of the choice of P and hence a global logarithm. The classical
trace is the canonical generator of the complex line (F(H)/[F(H),F(H)])∗ which
evaluated on (5.1.3) maps logA to the index.

This determinant structure is exotic insofar as the log-determinant vanishes on
the subdomain of the classical Fredholm determinant.

5.2. Restricted general linear group. Let H = H+ ⊕H− be a Z2-graded
Hilbert space with grading defined by an indempotent F 2 = I with Fξ = ±ξ for
ξ ∈ H±. For (J, ‖ · ‖J, τ ) a (proper) normed trace ideal in (B(H), ‖ · ‖) one has the
restricted general linear group

GLres,J (H) = {A ∈ GL(H) | [F,A] ∈ J}.
GLres,J (H) is a Banach lie group and with respect to the grading H = H+ ⊕H−,

its elements have the form

(
a b
c d

)
with b, c ∈ J. If A−1 =

(
x y
z w

)
in this

representation then ax = I+ − bz, and xa = I+ − yc with I+ the identity operator
on H+. The element x is thus a canonical J-parametrix for a and we have homotopy
equivalences

(5.2.1) GLres,J (H)
�→ FredJ(H

+)
�→ Fred(H+), A �→ a,
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where FredJ(H
+) is the semigroup of bounded operators invertible modulo J. The

element x provides a canonical choice of parametrix for a and so we may define the
global logarithm

(5.2.2) log : GLres,J (H) → FredJ(H
+), logA := [a, x].

Higher logarithms log k ∈ Log(GLres,J (H), (Ω, dF)) can be constructed with respect
to the DGA differential dF(A) = [F,A] by log kA = (A−1[F,A])2k+1. The associated
log-determinant is the odd Chern supertrace τs-character

ch−k,τ (A) := τs((A
−1[F,A])2k+1).

5.3. A universal logarithm. Let A be an associative algebra A with unit 1
over a ring R. The following universal DGA Ω∗(A) has a role in the construction
of trace character invariants for A. It is defined by setting Ω0(A) = A and

Ω1(A) = A⊗R (A/R).

Then Ω1(A) has an A-bimodule structure defined by

(5.3.1) x · (a⊗R b) · y = xa⊗R by − xab⊗R y, a, b, x, y ∈ A,

and there is the degree one differential d : A → Ω1(A) define by da := 1 ⊗ a. By
construction d(1) = 0. It has the universality property that if Φ is an A-bimodule
with a derivation δ : A → Φ with δ(1) = 0, then there is a bimodule homomorphism
ρ : Ω1(A) → Φ such that δ = ρ ◦ d.

From (5.3.1) we obtain that d is a bimodule derivation d(ab) = da · b + a · db.
Define the linear spaces

(5.3.2) Ωn(A) = Ω1(A)⊗A Ω1(A)⊗A · · · ⊗A Ω1(A)︸ ︷︷ ︸
n factors

.

Any element of Ωn(A) can be written as a linear sum of elements of the form
a0da1 · · · dan for some a0, . . . , an ∈ A. The graded derivation d : Ωn(A) →
Ωn+1(A), a0 da1 · · · dan �→ da0 da1 · · · dan gives Ω∗(A) =

∑
k≥0 Ω

k(A) the struc-

ture of a DGA of degree 1 (However, Ω∗(A) is not an exterior algebra, it is called
the algebra of non-commutative differential forms.) There is a natural algebra
isomorphism

Ωn(A) ∼= A⊗R (A/R)⊗n, a0da1 · · · dan ←→ a0 ⊗R (a1 ⊗R · · · ⊗R an),

In particular, da1 · · · dan ↔ 1⊗R (a1 ⊗R · · · ⊗R an).
Set GL∞(A) :=

⋃
n Gln(A) with the direct limit topology, where Gln(A) con-

sists of invertible elements of the set M∞(A) of n × n matrices with entries in
A. Summing the diagonal elements gives the pre-trace (or Denis trace) Trpre :
M∞(A) → A. It is then not hard to show the following.

Theorem 1. Associated to a DGA (Ω∗ =
∑

k≥0Ω
k, d) and a homomorphism ρ :

A → Ω0 there is for each k = 1, 2, . . . a global logarithm map

log k ∈ Log(GL(A), (Ω∗, d))

(5.3.3) log k : GL(A) → Ω2k−1, log k a := (a−1da)2k−1,

where we have written (a−1da)2k−1 := (ρ(a)−1dρ(a))2k−1. The even degree form
a �→ γk(a) = (a−1da)2k also is logarithmic but is trivial insofar as γk(a) ∈ dΩ∗.
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It follows that there is a canonical odd logarithm associated to any unital algebra
A

(5.3.4) log k : GL∞(A) → Ω2k−1(A), log k a := Trpre(
(
a−1da)2k−1

)
.

The resulting canonical pairing with cyclic cohomology to the space of loga-
rithmic characters on GL(A) defined by associating to (log , τ ) the log-determinant
τ ◦ log

(5.3.5)

Log(GL(A), (Ω∗(A), d))⊗HC∗(A) −−−−→ Log(GL(A),C)⏐⏐�exp

Hom(GL(A),C)

and then by exponentiation to the space of determinants on GL(A) may be viewed
as an odd Chern character pairing.

5.4. Logs and K1(A). If Z = G is a topological group, then one has:

Lemma 1.

(5.4.1) Log(G,B) = Hom(G/G(1), HC0(B))

with G(1) the commutator subgroup.
In the case of graded logarithms on G with values in (Ω, d), (5.4.1) becomes

(5.4.2) Log(G, (Ω, d)) = Hom
(
G/G(1),Ω/ ([Ω,Ω] + dΩ)

)
.

For example, if Z = G = π1(X) with X a smooth path-connected topological

space and B = Z then G/G(1), the abelianization of π1, is the integer coefficient sin-

gular homology group H1(X,Z). Hence Log(π1(X),Z)
(5.4.1)
= Hom(H1(X,Z),Z) ∼=

H1(X,Z), the final equality holding since Ext(H0(X,Z),Z)) = 0, by the universal
coefficient theorem. This implies H1(X,Z) = {f : π1(X) → Z | f([γ] ◦ [γ′]) =
f([γ])+ f([γ′])} where a homotopy class [γ] is defined by a continuous (or smooth)
loop γ : S1 → X.

Algebraic K-functors Km(A) exist for each m ∈ N and these provide a source
of higher invariants. The K1 functor from the category of algebras to the category
of abelian groups has the realization K1(A) = GL∞(A)/GL∞(A)(1). Equivalently,
K1(A) is the first de Rham homology group H1(GL∞(A),Z). Taking G = GL∞(A)
in (5.4.1), a logarithm map on GL∞(A) is the same thing as a group homomorphism
from K1(A) to B/[B,B] (with respect to the multiplicative structure on the former
and the linear space structure on the latter), so that

(5.4.3) Log(GL∞(A),B) = Hom(K1(A), HC0(B)).

A canonical homological invariant of K1(A) is the odd Chern character map con-
structed from the logarithms

(5.4.4) ch−k ([u]) = Trpre

(
(u−1du)2k−1

)
of (5.3.3). The target space for the odd Chern character ch− is the negative cyclic
homology group HC −

1 (A), just as the target for the Chern character on K0(A) is
HC −

0 (A)
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Proposition 1. The odd Chern character

ch− : K1(A) → HC −
1 (A)

is the logarithm map defined by

(5.4.5) ch− =
∑
k≥0

tk k! ch−k ,

that is,

(5.4.6) ch−([u]) =
∑
k≥0

tk k! Trpre

(
(u−1du)2k+1

)
.

It follows that

ch− ∈ Hom

(
K1(A),

Ω tot

([Ω tot,Ω tot] + dΩ tot)

)
,

where Ω tot := Ω tot(A)−[ t] is the graded algebra of negative cyclic chains. The odd

Chern character is consequently a logarithm

ch− ∈ Hom
(
K1(A), HC −

1 (A)
)
.

In the case where (A, ‖ · ‖) is a unital Banach algebra, such as the C∗-algebra
C(M) of continuous functions on a compact manifold M , there is an alternative
candidate for the odd K-theory of A defined by the topological quotient group

K−1(A) = GL∞(A)/GL∞(A)0,

where GL∞(A)0 is the subgroup of elements of GL∞(A) homotopic to the iden-
tity. This is topological odd K-theory. For example, K−1(M) := K−1(C(M)) =
[M,Gl(∞)] is the relevant odd K-theory for geometric index theory and the corre-
sponding Chern character ch−1 : K−1(M) → Hodd(M) equal to the trace of (5.4.5)
is given by

ch−1(g) =
∞∑
k=1

(−1)k−1 (k − 1)!

(2k − 1)!
Tr (g−1dg)2k−1.

In particular each of the Bott isomorphisms π2k+1(Gl(∞)) ∼= Z arise as log deter-
minant structures. We refer to [22] for more details.

5.5. Trace ideals and de Rham. If H is an infinite dimensional Hilbert
space then B(H) = [B(H),B(H)], every bounded operator is a commutator, and
so there are no non-trivial traces on B(H), and so every determinant is trivial,
even though there are non-trivial logarithm operators. Likewise, the ideal of com-
pact operators C(H) = [C(H),C(H)] has no non-trivial trace. There is, however,
an intricate system of proper trace ideals F(H) ⊂ (J, τ ) ⊂ C(H); for example,
(C1(H),Tr ) with C1(H) the first Schatten ideal and Tr the classical trace, and
(C1,∞(H), τ∞) where C1,∞(H) is the Macaev ideal and τ∞ is a Dixmier trace. It
would be interesting to better understand the resulting Dixmier determinants and,
more generally, the log-determinant structure of the B(H) trace ideals.

In particular, on a sub-semigroup ZJ of (J, τ ) of operators having an Agmon
angle θ there is a candidate logarithm for Log loc(GL(Z),B)

log θa =

∫
C
log θλ (a− λ)−1 d̄λ,
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where d̄λ = (i/2π)dλ, with associated log-determinant a �→ τ (log θa). The (classi-
cal) Fredholm determinant arises this way

log CdetF : GL(I + C1(H)) → C, log CdetF (I +A) := Tr (Log θ(I +A))).

There are, on the other hand, many Dixmier determinants,

log θ : I + C1,∞(H) → C1,∞(H), log Cdet∞(I +A) = τ∞log (I +A),

but these are currently largely mysterious.
The de Rham algebra Ω(M,EndE) on a compact manifold M of dimension n

is a DGA with infinitely many traces. Specifically, for example, we have the trace

tr Y,σ (a) :=

∫
Y

σ ∧ tr (a[ k]) for σ ∈ Ω(M), Y ⊂ M.

For Y = {x0} a point and σ = 1 this is the delta distribution tr x0
(a) := tr (a[ 0](x0)),

or, for Y = M,σ = 1, it is the standard trace trM (a) =
∫
M

tr (a[n]), while on a

spin manifold the coupled Atiyah-Singer density is the trace trM,Â(exp F 2).

On the de Rham algebra there are relatively few logarithmic structures, though
there are many determinants since there are many traces. We may, for example,
consider the logarithm on admissible endomorphism-valued forms P ∈ Ω(M,EndE)
defined as above by

log θP =

∫
C
log θλ (P− λ)−1 d̄λ ∈ Ω(M,EndE).

The resolvent has a relatively simple structure; writing P = A + Q with A := P[0]

the 0-form component

(P− λI)−1 = (A− λ)−1 +
dimM∑
k=1

(−1)k(A− λ)−1
(
Q(A− λ)−1

)k
.

Evaluating this using the trace trM , the resulting log-determinant structure is the
Chern class on a (super)connection c(A2) = sdet(I + A2) := exp

(
trs log (I + A2)

)
,

giving the Chern class as a determinant structure

c : K0(M) → H∗(M).

On the other hand, for g ∈ C∞(M,GL(I + C1(H)) we have a graded logarithm
operator logm g := (g−1dg)2m−1; that is,

logm gh− logm g − logm h ∈ [Ωodd,Ωodd] + dΩodd.

From this one may build as in § 5.4 the odd topological Chern character logarithm

ch−(g) ∈ Log
(
C∞(M,GL(I + C1(H)), (Ωodd(M,C1(H)), d)

)
.

Combined with any trace on Ω(M,EndE) defines a log-determinant. For example,
on an odd-dimensional spin manifold the log-determinant

tr Â(ch
−(g)) =

∫
M

Â(M)ch−(g)

computes spectral flow of a Dirac operator twisted by g.
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5.6. Pseudodifferential log structures. A pseudodifferential operator (ψdo)
of orderm acting on the sections of a vector bundle E → M is a continuous operator
A : C∞(M,E) → C∞(M,E) whose Schwartz kernel kA ∈ D′(M ×M,E ∗ � E) is
an oscillatory integral of the form kA(x, y) =

∫
ei〈x−y,ξ〉 s(x, y, ξ) dξ with amplitude

s an (x, y)-symbol of order m. Equivalently,

kA(x, y) =

∫
ei〈x−y,ξ〉a(x, ξ) dξ mod Ψ−∞(M,E).

for a reduced order m symbol a(x, ξ) (independent of y). We restrict to the algebra
Ψ Z(M,E) of integer order classical ψdos; ‘classical’ means that in each localization
on M there is an asymptotic expansion a(x, ξ) ∼

∑
j am−j(x, ξ) with am−j(x, tξ) =

tm−jam−j(x, ξ) for t, |ξ| ≥ 1. Then there is a unique (and exotic) scalar trace

res : Ψ Z(M,E) → C, res A =

∫
M

res x(A),

the residue trace, where the residue density on M is

resx(A) =

∫
M

∫
|ξ|=1

tr (a−n(x, η)) dSη |dx|.

(It is ‘exotic’ insofar as it vanishes on trace-class ψdos, such as smoothing opera-
tors.) This means that these locally defined expressions, for local coordinates x in
a neighbourhood on M with |dx| meaning local Lebesgue measure, patch together
to define a globally defined density on M .

But there are numerous other traces on subalgebras of Ψ Z(M,E). For example,
the classical trace

Tr : Ψ−∞(M,E) → C, TrA =

∫
M

tr (kA(y, y)),

is the unique trace on the subideal of smoothing operators.
There are various ways of constructing logarithms on ψdos and hence defining

determinant structures, and these may provide significant spectral, and possibly
topological, invariants. We mention only the ‘classical’ logarithm here. Specifically,
for A ∈ Ψm(M,E) with Agmon angle we have the logarithm operator

log θA := − d

ds

∣∣∣∣
s=0

A−s
θ ∈ Ψ0,1

log(M,E).

Here, Ψk,l(M,E) is the space of log-classical ψdos of order k and log-degree 1,
meaning that P in local coordinates has symbol of the form

p(x, ξ) ∼
∑
j≥0

k∑
l=0

a k−j, l(x, ξ) log
l|ξ|,

while Ψ0,1
log(M,E) is the subspace of Ψ0,1(M,E) of order zero log-classical ψdos

of log-degree 1 with local symbol of the form c log |ξ| + a0(x, ξ) with a0(x, ξ) ∼∑
j≥0 a−j(x, ξ) classical of order zero; so log θA is almost, but not quite, classical

of order 0 (but has log-degree 1). It is known that

log θAB − log φA− log ψB ∈ [Ψ∗,Ψ∗]

is a commutator of classical ψdos and hence is a logarithmic structure on admissible
ψdos. The residue trace is known to extend to a linear functional on Ψ0,1

log(M,E)

(but in general no further into Ψk,l(M,E)) with the tracial property that although
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Ψ0,1
log(M,E) is not an algebra it vanishes on [Ψ0,1

log(M,E),Ψ0,1
log(M,E)]. Hence one

has a log-determinant structure

log detresA := res (logA)

for A,B classical and A,B,AB with principal angles, called the residue determi-
nant. Thus

detres(AB) = detres(A) · detres(B).

The residue determinant has the interesting property that

(5.6.1) log detresA = −α (ζ(A, 0) + dimKer (A)).

For admissible operators A,B,AB, the log-determinant property therefore implies
the identity

(α+ β) ζ(AB, 0) = α ζ(A, 0) + β ζ(B, 0)

with α, β > 0 the orders of A,B, respectively.
This log-determinant structure is a local invariant and hence reasonably com-

putable. For example, it is not hard to compute on a closed surface Σ with Laplacian
Δg = −

∑
i,j g

ij(x)∇i∇j + εx(Δg) that

log detres(Δg + tI) =
Area(Σ) rk(E)

2π
t− 1

2π

∫
Σ

tr (εx(Δg)) dx− χ(Σ) rk(E)

3
.

That computability may be used to give an elementary (insofar as it uses only
symbol computations), if not short, proof of the ‘local Atiyah-Singer Index formula’
for a coupled Dirac operator ð : C∞(M,S+ ⊗ E) → C∞(M,S− ⊗ E). Precisely,
from (5.6.1) we obtain:

Theorem 2. There is an equality of densities, or n-forms,

− 1

2

(
res x(log ð

−ð+)− res x(log ð
+ð−)

)
=

1

(2πi)
n
2

(
Â(M,R) ch(E,F )

)
[n]

Here, F is the curvature form of E while Â(M,R) = det1/2
(

R/2
sinh(R/2)

)
is the Â-

genus form with respect to the Riemannian curvature R of M .

A proof of this (using joint work with Don Zagier) may be found in [22].
The quasi log-determinant structure obtained by evaluating the zeta function

extension of the classical trace on the logarithm log θA has just a simple pole at
z = 0 (the second order pole vanishes for this particular log-classical operator).
Precisely, one computes

TR(log θA ·Qz
θ)|mer =

1

z

(
1

α
res (logA)− α

q2
res logQ

)

+

(∫
M

Tr x(log θA)− 1

q
res x(log θA log θQ) +

α

2q2
res x(log

2
θQ)

)
z0 + · · ·

So the residue of TR(log θA ·Q−z
θ ) is ‘the’ residue determinant

(5.6.2) log detQ,resA =
1

α
res (logA)− α

q2
res logQ

or, formally, ‘detQ,resA = det res (A
1/α)/det res (Q

α/q2)’. Thus the residue determi-
nant arises as a pole in ζ(log θA,Q, z) just as the residue trace arises as a pole in
(2.1.1). Of course, log detQ,resA is slightly different from the residue determinant
defined above; in fact, it is a log-determinant structure of the form consisting of
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the residue trace evaluated on log θA plus the residue trace evaluated on a second
logarithm, but we will omit details here.

There are other interesting log-determinant structures on Ψ∗(M,E) which we
will not pursue here; for example, leading symbol traces on Ψ0,1(M,E) evaluated on
log θA define the ‘leading symbol determinant’ considered in [12], while other pseu-
dodifferential logarithms combined with these traces define a raft of other invari-
ants. Important pseudodifferential invariants which turn out to be log-determinant
structures are Melrose’s suspended eta invariant, spectral flow, and analytic torsion.

6. Log structures on the cobordism category

Here, we briefly outline the categorical formulation of a log-determinant struc-
ture along the lines of functorial QFT. Unlike TQFT this cannot be a linear rep-
resentation of Cobn. Logarithms are inherently non-linear, unlike (path) integrals,
and so logarithms are not going to be functors in the usual sense. Nevertheless, with
the notion of logarithmic representation at hand the way to proceed is essentially
clear.

We will give only a brief indication of the structures here; a more detailed
account will appear shortly.

6.1. Definition of a log on Cobn. A logarithmic structure on the category
Cobn over a field k means that:

[1] For every object X ∈ objn := obj(Cobn) (closed compact (n− 1)-manifold)
there is an algebra AX . In particular, A∅ = k.

[2] For each pair X,Y ∈ obj(Cobn) there is an inclusion iX : AX → AXY

splitting a projection map pXY,X : AXY → AX (that is, pXY,X ◦ iX is the
identity map on AX).

[3] For each marked morphism M ∈ morWn (X,Y ) (thus ∂M ∼= X �Z and there

is an embedding W ↪→
o

M) there is an element

logWM ∈ AXWZ .

[4] With respect to the composition by sewing

morWn (X,Y )×morΣn (Y, Z) → morWY Σ
n (X,Z), (M,M ′) �→ M ∪Y M ′,

one has

(6.1.1) logWY Σ(M ∪Y M ′)− logWM − logΣM
′ ∈ [A,A]

where A := AXWY ΣZ .
[5] If Cobn is considered modulo diffeomorphisms, if [1] is replaced by the

requirement that for every object X ∈ objn := obj(Cobn) there is an abelian group
AX , and if (6.1.1) is tightened to

(6.1.2) logWY Σ(M ∪Y M ′) = logWM + logΣM
′

then the logarithmic structure is said to be topological.

If the AX are algebras, then they are assumed to be algebras over the field k.
Marked morphisms were mentioned in § 3.1. The equalities (6.1.1), (6.1.2) are

with respect to the inclusions of logWM and logΣM
′ into A.

In the first four axioms, for brevity, we are implicitly supposing that cobordisms
may be regarded as different unless they actually coincide – that is, normally one
requires everything modulo diffeomorphism (as in [5]).
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A difference here, then, from TQFT, is that one expects a generalized relative-
cohomology theory; that is, relative to the marking on M . It is essential to use
marked morphisms; because logarithms have memory, they know where they were
sewn together. This is in contrast to (3.0.6) which forgets the partition of the
manifold. The idea here is that it is necessary to distinguish between a closed n-
manifold M and, on the other hand, M with an embedded submanifold W . There
are therefore two possibilities (given W )

M ∈ morn(∅, ∅) ⇒ scalar valued log kM ∈ A∅ = k

or

M ∈ morWn (∅, ∅) ⇒ operator valued logWM ∈ AW .

In view of [2] there is a ‘trace’ τW : AW → A∅ = k and we expect

log kM = τW (logWM).

There are a number of variations one can contemplate including in the defini-
tion, and various consequences that must be explained, but for this short review
we must be content to leave matters for a future exposition.

6.2. Example: Dirac index. The most elementary example of a scalar val-
ued logarithmic structure is to take the relative Euler number χ(M,∂M), which is
additive with respect to sewing together manifolds. The trace-log structure is seen
at the chain complex level.

On the other hand, for a general compatible Dirac operator ð acting on a bundle
of Clifford modules E → M over a closed manifold M define

log kM = ind ð,

while to M = M0 ∪Y M1 ∈ morYn (∅, ∅) one assigns as follows. Let ði be the restric-
tion of ð to Mi (which we assume has a collar neighbourhood near the boundary).
Let PKi

be the corresponding Calderón projector in the space B(L2(Y,E|Y )) of
boundary sections. Then set

log Y M := [P⊥
K1

+ PK0
, L0,1] : L

2(Y,EY ) → L2(Y,EY )

where L0,1 is a parametrix for the Fredholm operator P⊥
K1

+PK0
. The character of

this operator is the index ind ð, but this particular logarithm operator depends on
the choice of splitting codimension 1 manifold Y . To the restriction ði of ð to M i

one sets

log Y Mi := [P⊥
Ki

+Πi, Li] : L
2(Y,EY ) → L2(Y,EY ),

with Πi is the APS projection for Mi and Li a parametrix for P⊥
Ki

+ Πi. This
logarithm operator has character equal to the index of the elliptic boundary problem
ðiΠi

.
It is then not hard to see using well known identifications that this defines

a logarithmic structure on Cobn with log-multiplicativity the well known sewing
formula for the index

ind ð = ind (ð0Π0
) + ind (ð1Π1

).

This extends to the geometric fibre cobordism category Cobn, defined in § 3.1
but here also endowed with a vertical metric on each fibration and spin structure,
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with compatibility with boundary structures. In this case an object is a geomet-
ric fibration (N,B) := π : N =

⋃
b∈B Nb → B ∈ obj(Cobn) of compact closed

manifolds and we define

log (N,B) = K0(B)

the even K-theory on the base; this depends therefore only on the parameter man-
ifold B. To a morphism (M,B) ∈ morn((N,B), (N ′, B)), a geometric fibration
M → B of manifolds with boundary with ∂M ∼= N � N ′, one assigns the index
bundle

log (M,B) = Ind (ðΠ) ∈ K0(B)

where ðΠ is now the family of Dirac operators with APS boundary conditions
defined by the geometric fibration. Take ∂M = ∅ with a fibrewise partition M =
M0 ∪Y M1 → B. Let ði be the restriction of ð to Mi. Then it is not hard to see
that

Ind (ð0Π) + Ind (ð1Π) = Ind (ðΠ) in K0(B).

A similar logarithmic sewing formula holds when ∂M �= ∅.
A natural trace map in this case defining the log-determinant is the Chern class

c : K0(B) → Heven(B).
The logarithmic structure here uses the following quite general log-determinant

property.An object in the category CFred is a vector bundle H =
⋃

x∈X Hx → X of

Hilbert spaces Hx over a compact manifold X. A morphism B ∈ mor(H0,H1) is a
bundle homomorphism H0 → H1 defined by a continuous family of Fredholm op-
erators, assigning to each x ∈ X a Fredholm operator Bx := B(x) ∈ Fred(H0

x, H
1
x).

A log map is defined on CFred with values in the ring A = K0(X) by associated the
index bundle Ind B. The log-property is then topological (exact)

(6.2.1) Ind (A ◦ B) = IndA+ IndB in K0(X).

An ‘exponential map’ e in this case is to take the top exterior power giving the
determinant line bundle

det0, 1 : mor(H0,H1) → Vect(X), B �→ Det Ind B = Λmax(Ker B)∗ ⊗ ΛmaxCok B

which inherits the determinant property

Det Ind (A ◦ B) ∼= Det IndA⊗Det IndB.

The logarithmic and trace structure may be refined to the smooth categories
by defining the logarithm to be the differential form valued family of vertical ψdos

logM = log π(I + A2) ∈ A(M,End (E))

and the trace to be integration over the fibre
∫
M/B

◦tr : A(M,End (E)) → A(B);

this is straightforward and well understood for the case of closed manifolds, and
appears to hold for the non-empty boundary case without difficulty but has not
been written down in detail in the literature. For more on this aspect see [2], [3],
[21, 22].

6.3. Example: various. We mention without further detail that the spectral
flow and analytic torsion define natural logarithmic representations of Cobn.

In a different way one may construct logarithmic representations of Cob2 using
the logarithmic structures in § 5 applied to the 2D topological quantum field theory
with tracial algebra A = (Z(S1), τ ) – this case is simplified by there being only one
compact connected non-empty boundary manifold of dimension one.
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ators’, Birkhäuser, Boston.

[7] Bunke, U.: 1977, ‘On the gluing problem for the eta invariant’: 1995, J. Diff. Geom. 41,
397–448.

[8] Costello, K.: 2007, ‘Topological conformal field theories and Calabi-Yau categories’, Adv.
Math. 210, 165-214.

[9] Dai, X., Freed, D.: 1994, ‘Eta invariants and determinant lines’, J. Math. Phys. 35 5155-5194.
[10] Fedosov, B., Golse, F., Leichtnam, E., Schrore, E. : 1996, ‘The noncommutative residue for

manifolds with boundary’, J. Funct. Anal. 142, 1-31.
[11] Grubb, G., Schrohe, E.: 2004, ‘Traces and quasi-traces on the Boutet de Monvel algebra’,

Ann. Inst. Fourier 54, 1641-1696.
[12] Lescure, J-M. and Paycha, S: (2007). ‘Uniqueness of multiplicative determinants on elliptic

pseudodifferential operators’, Proc. Lond. Math. Soc., 94, 772-812.
[13] Lurie, J.: 2009, ‘On the classification of topological field theories’, Current Developments in

Mathematics 2008, 129-280.
[14] Moore, G. and Segal, G.: ‘D-branes and K-theory in 2D topological field theory’, preprint

arXiv hep-th/0609042.
[15] Piazza, P.: 1996, ‘Determinant bundles, manifolds with boundary and surgery I’, Comm.

Math. Phys. 178, 597-626.
[16] Park, J., Wojciechowski, K.P.: 2002, ‘Scattering theory and adiabatic decomposition of the

ζ-determinant of the Dirac Laplacian’, Math. Res. Lett. 9, 17-25
[17] Paycha, S., Scott, S.: 2007, ‘A Laurent expansion for regularized integrals of holomorphic

symbols’, Geom. and Funct. Anal. 17, 491-536.
[18] Okikiolu, K. : 1995, ‘The multiplicative anomaly for determinants of elliptic operators’, Duke

Math. Journ. 79, 723-750.
[19] Pressley, A. and Segal, G.B.: Loop Groups. OUP, Math. Monographs, 1986.
[20] Scott, S. 2005. ‘The residue determinant’, Commun. Part. diff. Equ. 30, 483-507.

[21] Scott, S.: 2007, ‘Zeta forms and the local family index theorem’, Trans. Am. Math. Soc. 359,
1925 -1957.

[22] Scott, S.: 2010, ‘Traces and Determinants of Pseudodifferential Operators’, OUP, Math.
Monographs, to appear.

[23] Scott, S.: 2010, ‘Eta forms and determinant line bundles’, Adv. Math., to appear.
[24] Segal, G.: 2000, ‘Lectures on QFT’, Stanford Lectures.
[25] Wojciechowski, K.P.: 1994, ‘The additivity of the η-invariant: The case of an invertible

tangential operator’, Houston J. Math. 20, 603-621.
[26] Wojciechowski, K.P.: 1995, ‘The additivity of the η-invariant. The case of a singular tangential

operator’, Comm. Math. Phys. 169, 315-327.
[27] Wojciechowski, K.P.: 1999, ‘The ζ-determinant and the additivity of the η-invariant on the

smooth, self-adjoint Grassmannian’, Comm. Math. Phys. 201, 423-444.
[28] Witten, E: 1987, ‘Physics and geometry’, Proc. Internat. Congr. Math., Berkeley, 1986, Amer.

Math. Soc., Providence, R. I., 267-302.

Department of Mathematics, King’s College London, London WC2R 2LS, UK

E-mail address: simon.scott@kcl.ac.uk





Clay Mathematics Proceedings
Volume 12, 2010

Renormalization Hopf algebras
for gauge theories and BRST-symmetries

Walter D. van Suijlekom

Abstract. The structure of the Connes–Kreimer renormalization Hopf al-
gebra is studied for gauge theories, with particular emphasis on the BRST-
formalism. We work in the explicit example of quantum chromodynamics, the
physical theory of quarks and gluons.

A coaction of the renormalization Hopf algebra is defined on the coupling
constants and the fields. In this context, BRST-invariance of the action im-
plies the existence of certain Hopf ideals in the renormalization Hopf algebra,
encoding the Slavnov–Taylor identities for the coupling constants.

1. Introduction

Quantum gauge field theories are most successfully described perturbatively,
expanding around the free quantum field theory. In fact, at present its non-
perturbative formulation seems to be far beyond reach so it is the only thing we
have. On the one hand, many rigorous results can be obtained [2, 3] using cohomo-
logical arguments within the context of the BRST-formalism [4, 5, 6, 17]. On the
other hand, renormalization of perturbative quantum field theories has been care-
fully structured using Hopf algebras [14, 7, 8]. The presence of a gauge symmetry
induces a rich additional structure on these Hopf algebras, as has been explored in
[15, 16, 1] and in the author’s own work [18, 19, 20]. All of this work is based
on the algebraic transparency of BPHZ-renormalization, with the Hopf algebra
reflecting the recursive nature of this procedure.

In this article we study more closely the relation between the renormalization
Hopf algebras and the BRST-symmetries for gauge theories. We work in the explicit
case of quantum chromodynamics (QCD), a Yang–Mills gauge theory with gauge
group SU(3) that describes the strong interaction between quarks and gluons. We
will shortly describe this in a little more detail, as well as the appearance of BRST-
symmetries.

After describing the renormalization Hopf algebra for QCD, we study its struc-
ture in Section 3. The link between this Hopf algebra and the BRST-symmetries
acting on the fields is established in Section 4.

c© 2010 Walter D. van Suijlekom

333



334 WALTER D. VAN SUIJLEKOM

Acknowledgements

The author would like to thank the participants of the workshop “DIAMANT
meets GQT” at the Lorentz Center in Leiden.

2. Quantum chromodynamics

In order to keep the discussion in this article as explicit as possible, we will work
in the setting of quantum chromodynamics (QCD). This is an example of a Yang–
Mills gauge theory, as introduced originally in [23]. It is the physical theory that
successfully describes the so-called strong interaction between quarks and gluons.
Let us make more precise how these particles can be described mathematically, at
least in a perturbative approach.

One of the basic principles in the dictionary between the (elementary particle)
physicists’ and mathematicians’ terminology is that

“particles are representations of a Lie group.”

In the case of quantum chromodynamics, this Lie group – generally called the gauge
group – is SU(3). In fact, the quark is a C3-valued function ψ = (ψi) on spacetime
M . This ‘fiber’ C3 at each point of spacetime is the defining representation of
SU(3). Thus, there is an action on ψ of an SU(3)-valued function on M ; let us
write this function as U , so that U(x) ∈ SU(3). In physics, the three components
of ψ correspond to the so-called color of the quark, typically indicated by red, green
and blue.

The gluon, on the other hand, is described by an su(3)-valued one-form on M ,
that is, a section of Λ1(su(3)) ≡ Λ1 ⊗ (M × su(3)). We have in components

A = Aμdx
μ = Aa

μdx
μT a

where the {T a}8a=1 form a basis for su(3). The structure constants {fab
c } of g are

defined by [T a, T b] = fab
c T c and the normalization is such that tr (T aT b) = δab.

It is useful to think of A as a connection one-form (albeit on the trivial bundle
M × SU(3)). The group SU(3) acts on the second component su(3) in the adjoint
representation. Again, this is pointwise on M , leading to an action of U = U(x) on
A. In both cases, that is, for quarks and gluons, the transformations

(1) ψi �→ Uijψj , Aμ �→ g−1U−1∂μU + U−1AμU

are called gauge transformations. The constant g is the so-called strong coupling
constant.

As in mathematics, also in physics one is after invariants, in this case, one
looks for functions – or, rather, functionals – of the quark and gluon fields that are
invariant under a local (i.e. x-dependent) action of SU(3). We are interested in the
following action functional:

(2) S(A,ψ) =
1

8π

∫
M

F a
μνF

μν
a + ψi(iγ

μ∂μ + γμAa
μT

a
ij +m)ψj

with F ≡ F (A) := dA + gA2 the curvature of A; it is an su(3)-valued 2-form on
M . Before checking that this is indeed invariant under SU(3), let us explain the
notation in the last term. The γμ are the Dirac matrices, and satisfy

γμγν + γνγμ = −2δμν
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Clearly, this relation cannot be satisfied by complex numbers (which are never
anti-commuting). In fact, the representation theory of the algebra with the above
relation (i.e. the Clifford algebra) is quite rich. The idea is that the fields ψ
are not only C3-valued, but that actually each of the components ψi is itself a 4-
vector, called spinors. This is so as to accommodate a representation of the Clifford
algebra: in 4 spacetime dimensions the Dirac matrices are 4-dimensional (although
in general this dimension is 2[n/2] for n spacetime dimensions). Besides this matrix
multiplication, the partial derivative ∂μ acts componentswise, as does the mass m
which is really just a real number. Finally, for our purposes it is sufficient to think
of ψ as the (componentswise) complex conjugate of ψ. The typical Grassmannian
nature of these fermionic fields is only present in the current setup through the
corresponding Grassmann degree of +1 and −1 that is assigned to both of them.

Introducing the notation ∂/ = γμ∂μ and A/ = γμAμ, we can write

S(A,ψ) = −
〈
F (A), F (A)

〉
+
〈
ψ, (i∂/ +A/ +m)ψ

〉
,

in terms of appropriate inner products. Essentially, these are combinations of spino-
rial and Lie algebra traces and the inner product on differential forms. For more
details, refer to the lectures by Faddeev in [9]. The key observation is that the
SU(3)-valued functions U(x) act by unitaries with respect to this inner product.

2.1. Ghost fields and BRST-quantization. In a path integral quantiza-
tion of the field theory defined by the above action, one faces the following problem.
Since gauge transformations are supposed to act as symmetries on the theory, the
gauge degrees of freedom are irrelevant to the final physical outcome. Thus, in
one way or another, one has to quotient by the group of gauge transformations.
However, gauge transformations are SU(3)-valued function on M , yielding an in-
finite dimensional group. In order to deal with this infinite redundancy, Faddeev
and Popov used the following trick. They introduced so-called ghost fields, denoted
by ω and ω. In the case of quantum chromodynamics, these are su(3)[−1] and
su(3)[1]-valued functions on M , respectively. The shift [−1] and [+1] is to denote
that ω and ω have ghost degree 1 and −1, respectively. Consequently, they have
Grassmann degree 1 and −1, respectively. In components, we write

ω = ωaT a; ω = ωaT a.

Finally, an auxiliary field h – also known as the Nakanishi–Lautrup field – is intro-
duced; it is an su(3)-valued function (in ghost degree 0) and we write h = haT a.

The dynamics of the ghost fields and their interaction with the gauge field are
described by the rather complicated additional term:

Sgh(A,ω, ω, h) = −
〈
A, dh

〉
+
〈
dω, dω

〉
+

1

2
ξ
〈
h, h

〉
+ g

〈
dω, [A,ω]

〉
,

where ξ ∈ R is the so-called gauge parameter.
The essential point about the ghost fields is that, in a path integral formulation

of quantum gauge field theories, their introduction miraculously takes care of the
fixing of the gauge, i.e. picking a point in the orbit in the space of fields under the
action of the group of gauge transformations. The ghost fields are the ingredients
in the BRST-formulation that was developed later by Becchi, Rouet, Stora and
independently by Tyutin in [4, 5, 6, 17]. Let us briefly describe this formalism.

Because the gauge has been fixed by adding the term Sgh, the combination
S + Sgh is not invariant any longer under the gauge transformations. This is of
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course precisely the point. Nevertheless, S+Sgh possesses another symmetry, which
is the BRST-symmetry. It acts on function(al)s in the fields as a ghost degree 1
derivation s, which is defined on the generators by

sA = dω + g[A,ω], sω =
1

2
g[ω, ω], sω = h(3)

sh = 0 sψ = gωψ, sψ = gψω.

Indeed, one can check (eg., see [21, Sect. 15.7] for details) that s(S + Sgh) = 0.
The form degree and Grassmann degree of the fields are combined in the total

degree and summarized in the following table:

A ω ω h ψ ψ
Grassmann degree 0 +1 −1 0 +1 −1
form degree +1 0 0 0 0 0
total degree +1 +1 −1 0 +1 −1

The fields generate an algebra, the algebra of local forms Loc(Φ). With respect

to the above degrees, it decomposes as before into Loc(p,q)(Φ) with p the form
degree and q the Grassmann degree. The total degree is then p+ q and Loc(Φ) is
a graded Lie algebra by setting

[X,Y ] = XY − (−1)deg(X) deg(Y )Y X,

with the grading given by this total degree. Note that the present graded Lie
bracket is of degree 0 with respect to the total degree, that is, deg([X,Y ]) =
deg(X) + deg(Y ). It satisfies graded skew-symmetry, the graded Leibniz identity
and the graded Jacobi identity:

[X,Y ] = −(−1)deg(X) deg(Y )[Y,X],

[XY,Z] = X[Y, Z] + (−1)deg(Y ) deg(Z)[X,Z]Y.

(−1)deg(X) deg(Z)[[X,Y ], Z] + (cyclic perm.) = 0,

Lemma 1. The BRST-differential, together with the above bracket, gives Loc(Φ)
the structure of a graded differential Lie algebra.

Moreover, the BRST-differential s and the exterior derivative d form a double
complex, that is, d ◦ s+ s ◦ d = 0 and

...
...

...

Loc(0,1)

s

��

d
�� Loc(1,1)

s

��

d
�� Loc(2,1)

s

��

d
�� · · ·

Loc(0,0)

s

��

d
�� Loc(1,0)

s

��

d
�� Loc(2,0)

s

��

d
�� · · ·

Loc(0,−1)

s

��

d
�� Loc(1,−1)

s

��

d
�� Loc(2,−1)

s

��

d
�� · · ·

...

s

��

...

s

��

...

s

��
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This double complex has a quite interesting structure in itself, and was the subject
of study in [2, 3]. This contained further applications in renormalization and the
description of anomalies.

3. Renormalization Hopf algebra for QCD

As we discussed previously, quantum chromodynamics describes the interaction
between quarks and gluons. In order to do this successfully at a quantum level, it
was necessary to introduce ghost fields. We will now describe how the dynamics
and interaction of and between these fields, naturally give rise to Feynman graphs.
These constitute a Hopf algebra which encodes the procedure of renormalization in
QCD. We will describe this Hopf algebra, and study its structure in terms of the
so-called Green’s functions.

3.1. Hopf algebra of Feynman graphs. First of all, the quark, ghost and
gluon fields are supposed to propagate, this we will denote by a straight, dotted and
curly line or edges as follows:

e1 = e2 = e3 = .

The interactions between the fields then naturally appear as vertices, connecting
the edges corresponding to the interacting fields. The allowed interactions in QCD
are the following four:

v1 = , v2 = , v3 = , v4 = .

In addition, since the quark is supposed to have a mass, there is a mass term, which
we depict as a vertex of valence two:

v5 = .

We can make the relation between these edges (vertices) and the propagation
(interaction) more precise through the definition of a map ι that assigns to each
of the above edges and vertices a (monomial) functional in the fields. In fact, the
assignment ei �→ ι(ei) and vj �→ ι(vj) is

e1 e2 e3 v1 v2 v3 v4 v5

edge/vertex

monomial ι iψ∂/ψ dωdω dAdA ψA/ψ ω[A,ω] 2dAA2 A4 mψψ

Figure 1. QCD edges and vertices, and (schematically) the cor-
responding monomials in the fields.

Remark 2. We have not assigned an edge to the field h; this is because it does
not interact with any of the other fields. Its only – still crucial – effect is on the
propagator of the gluon, through the terms −〈A, dh〉 and 1

2ξ〈h, h〉.
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A Feynman graph is a graph built from these vertices and edges. Naturally,
we demand edges to be connected to vertices in a compatible way, respecting their
straight, dotted or curly character. As opposed to the usual definition in graph
theory, Feynman graphs have no external vertices. However, they do have external
lines which come from vertices in Γ for which some of the attached lines remain
vacant (i.e. no edge attached).

If a Feynman graph Γ has two external quark (straight) lines, we would like to
distinguish between the propagator and mass terms. Mathematically, this is due
to the presence of the vertex of valence two. In more mathematical terms, since
we have vertices of valence two, we would like to indicate whether a graph with
two external lines corresponds to such a vertex, or to an edge. A graph Γ with
two external lines is dressed by a bullet when it corresponds to a vertex, i.e. we
write Γ•. The above correspondence between Feynman graphs and vertices/edges
is given by the residue res(Γ). It is defined for a general graph as the vertex or edge
it corresponds to after collapsing all its internal points. For example, we have:

res

( )
= and res

( )
=

but

res

(
•

)
= .

For the definition of the Hopf algebra of Feynman graphs, we restrict to one-
particle irreducible (1PI) Feynman graphs. These are graphs that are not trees and
cannot be disconnected by cutting a single internal edge.

Definition 3 (Connes–Kreimer [7]). The Hopf algebra HCK of Feynman graphs
is the free commutative algebra over C generated by all 1PI Feynman graphs with
residue in R = RV ∪RE, with counit ε(Γ) = 0 unless Γ = ∅, in which case ε(∅) = 1,
and coproduct

Δ(Γ) = Γ⊗ 1 + 1⊗ Γ +
∑
γ�Γ

γ ⊗ Γ/γ,

where the sum is over disjoint unions of 1PI subgraphs with residue in R. The
quotient Γ/γ is defined to be the graph Γ with the connected components of the
subgraph contracted to the corresponding vertex/edge. If a connected component γ′

of γ has two external lines, then there are possibly two contributions corresponding
to the valence two vertex and the edge; the sum involves the two terms γ′

•⊗Γ/(γ′ →
•) and γ′ ⊗ Γ/γ′. The antipode is given recursively by

(4) S(Γ) = −Γ−
∑
γ�Γ

S(γ)Γ/γ.

Two examples of this coproduct are:
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Δ( ) = ⊗ 1 + 1⊗ + ⊗ + • ⊗ ,

Δ( ) = ⊗ 1 + 1⊗ + 2 ⊗

+ 2 ⊗ + ⊗ .

The above Hopf algebra is an example of a connected graded Hopf algebra:
it is graded by the loop number L(Γ) of a graph Γ. Indeed, one checks that the
coproduct (and obviously also the product) satisfy the grading by loop number and
H0

CK consists of complex multiples of the empty graph, which is the unit in HCK,
so that H0

CK = C1. We denote by ql the projection of HCK onto H l
CK.

In addition, there is another grading on this Hopf algebra. It is given by
the number of vertices and already appeared in [7]. However, since we consider
vertices and edges of different types (straight, dotted and curly), we extend to a
multigrading as follows. For each vertex vj (j = 1, . . . , 5) we define a degree dj as

dj(Γ) = #vertices vj in Γ− δvj ,res(Γ)

The multidegree indexed by j = 1, . . . , 5 is compatible with the Hopf algebra struc-
ture, since contracting a subgraph Γ �→ Γ/γ creates a new vertex. With this one
easily arrives at the following relation:

dj(Γ/γ) = dj(Γ)− dj(γ)

Moreover, dj(ΓΓ
′) = dj(Γ) + dj(Γ

′) giving a decomposition as vector spaces:

HCK =
⊕

(n1,...,n5)∈Z5

Hn1,...,n5

CK ,

We denote by pn1,...,n5
the projection onto Hn1,...,n5

CK . Note that also H0,...,0
CK = C1.

Lemma 4. There is the following relation between the grading by loop number
and the multigrading by number of vertices:

5∑
j=1

(N(vj)− 2)dj = 2L

where N(vj) is the valence of the vertex vj.

Proof. This can be easily proved by induction on the number of internal
edges using invariance of the quantity

∑
j(N(vj)− 2)dj − 2L under the adjoint of

an edge. �
The group HomC(HCK,C) dual to HCK is called the group of diffeographisms

(for QCD). This name was coined in general in [8] motivated by its relation with
the group of (formal) diffeomorphisms of C (see Section 4 below). Stated more
precisely, they constructed a map from the group of diffeographisms to the group
of formal diffeomorphisms. We have established this result in general (i.e. for
any quantum field theory) in [20]. Below, we will make a similar statement for
Yang–Mills gauge theories.
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3.2. Birkhoff decomposition. We now briefly recall how renormalization is
an instance of a Birkhoff decomposition in the group of characters of H as estab-
lished in [7]. Let us first recall the definition of a Birkhoff decomposition.

We let γ : C → G be a loop with values in an arbitrary complex Lie group G,
defined on a smooth simple curve C ⊂ P1(C). Let C± be the two complements of
C in P1(C), with ∞ ∈ C−. A Birkhoff decomposition of γ is a factorization of the
form

γ(z) = γ−(z)
−1γ+(z); (z ∈ C),

where γ± are (boundary values of) two holomorphic maps on C±, respectively, with
values in G. This decomposition gives a natural way to extract finite values from a
divergent expression. Indeed, although γ(z) might not holomorphically extend to
C+, γ+(z) is clearly finite as z → 0.

Now consider a Feynman graph Γ in the Hopf algebra HCK. Via the so-called
Feynman rules – which are dictated by the Lagrangian of the theory – one associates
to Γ the Feynman amplitude U(Γ)(z). It depends on some regularization parameter,
which in the present case is a complex number z (dimensional regularization). The
famous divergences of quantum field theory are now ‘under control’ and appear as
poles in the Laurent series expansion of U(Γ)(z).

On a curve around 0 ∈ P1(C) we can define a loop γ by γ(z)(Γ) := U(Γ)(z)
which takes values in the group of diffeographisms G = HomC(HCK,C). Connes
and Kreimer proved the following general result in [7].

Theorem 5. Let H be a graded connected commutative Hopf algebra with char-
acter group G. Then any loop γ : C → G admits a Birkhoff decomposition.

In fact, an explicit decomposition can be given in terms of the group G(K) =
HomC(H,K) of K-valued characters of H, where K is the field of convergent Lau-
rent series in z.1 If one applies this to the above loop associated to the Feynman
rules, the decomposition gives exactly renormalization of the Feynman amplitude
U(Γ): the map γ+ gives the renormalized Feynman amplitude and the γ− provides
the counterterm.

Although the above construction gives a very nice geometrical description of the
process of renormalization, it is a bit unphysical in that it relies on individual graphs
that generate the Hopf algebra. Rather, in physics the probability amplitudes are
computed from the full expansion of Green’s functions. Individual graphs do not
correspond to physical processes and therefore a natural question to pose is how the
Hopf algebra structure behaves at the level of the Green’s functions. We will see in
the next section that they generate Hopf subalgebras, i.e. the coproduct closes on
Green’s functions. Here the so-called Slavnov–Taylor identities for the couplings
will play a prominent role.

3.3. Structure of the Hopf algebra. In this subsection, we study the struc-
ture of the above Hopf algebra of QCD Feynman graphs. In fact, from a dual point
of view, the group of diffeographisms turns out to be related to the group of formal
diffeomorphisms of C5. Moreover, we will establish the existence of Hopf ideals,
which correspond on the group level to subgroups.

1In the language of algebraic geometry, there is an affine group scheme G represented by H
in the category of commutative algebras. In other words, G = HomC(H, · ) and G(K) are the
K-points of the group scheme.
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We define the 1PI Green’s functions by

(5) Gei = 1−
∑

res(Γ)=ei

Γ

Sym(Γ)
, Gvj = 1 +

∑
res(Γ)=vj

Γ

Sym(Γ)

with i = 1, 2, 3 and j = 1, . . . , 5. The restriction of the sum to graphs Γ at loop
order L(Γ) = l is denoted by Gr

l , with r ∈ {ei, vj}i,j .

Remark 6. Let us explain the meaning of the inverse of Green’s functions
in our Hopf algebra. Since any Green’s function Gr starts with the identity, we
can surely write its inverse formally as a geometric series. Recall that the Hopf
algebra is graded by loop number. Hence, the inverse of a Green’s function at a
fixed loop order is in fact well-defined; it is given by restricting the above formal
series expansion to this loop order. More generally, we understand any real power
of a Green’s function in this manner.

We state without proof the following result of [20].

Proposition 7. The coproduct takes the following form on (real powers of)
the Green’s functions:

Δ
(
(Gei)α

)
=

∑
n1,...,n5

(Gei)αY n1
v1 · · ·Y n5

v5 ⊗ pn((G
ei)α),

Δ((Gvj )α) =
∑

n1,...,n5

(Gvj )αY n1
v1 · · ·Y n5

v5 ⊗ pn((G
vj )α),

with α ∈ R. Consequently, the algebra H generated by the Green’s functions (in
each vertex multidegree) Gei (i = 1, 2, 3) and Gvj (j = 1, . . . , 5) is a Hopf subalgebra
of HCK.

Denote by Nk(r) the number of edges ek attached to r ∈ {ei, vj}i,j ; clearly, the
total number of lines attached to r can be written as N(r) =

∑
i=1,2,3 Ni(r). With

this notation, define for each vertex vj an element in H by the formal expansion:

Yvj :=
Gvj∏

i=1,2,3 (G
ei)

Ni(vj)/2
.

We remark that alternative generators for the Hopf algebra H are Gej and Yvj , a
fact that we will need later on.

Corollary 8. The coproduct on the elements Yv is given by

Δ(Yvj ) =
∑

n1,...,n5

YvjY
n1
v1 · · ·Y n5

v5 ⊗ pn1···n5
(Yvj ),

where pn1···n5
is the projection onto graphs containing nk vertices vk (k = 1, . . . , 5).

Proof. This follows directly by an application of the formulas in Proposition
7 to Δ(Yvj ) = Δ(Gvj )

∏
i=1,2,3 Δ((Gei)−Ni(vj)/2). �

Quite remarkably, this formula coincides with the coproduct in the Hopf algebra
dual to the group Diff(C5, 0) of formal diffeomorphisms tangent to the identity in
5 variables, closely related to the Faà di Bruno Hopf algebra (cf. for instance the
short review [10]). In other words, the Hopf subalgebra generated by pn1,...,n5

(Yvj )

is dual to (a subgroup of) the group Diff(C5, 0). This will be further explored in
Section 4 below.
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Corollary 9. [19] The ideal J in H generated by ql

(
Y

N(vj)−2
vk − Y

N(vk)−2
vj

)
for any l ≥ 0 and j, k = 1, . . . , 4 is a Hopf ideal, i.e.

Δ(J) ⊂ J ⊗H +H ⊗ J.

Proof. Fix j and k two integers between 1 and 5. Applying the formulas in

Proposition 7 to the coproduct on Y
N(vj)−2
vk yields

Δ
(
Y N(vj)−2
vk

)
=

∑
n1,...,n5

Y N(vj)−2
vk

Y n1
v1 · · ·Y n5

v5 ⊗ pn1···n5
(Y N(vj)−2

vk
),

Now, module elements in J , we can write

Y n2
v2 = Y

n2
N(v2)−2

N(v1)−2
v1 ,

and similarly for v3 and v4 so that

Y n1
v1 · · ·Y n5

v5 =
(
Y 1/N(v1)−2
v1

)∑
k nk(N(vk)−2)

=
(
Y 1/(N(v1)−2)
v1

)2l

.

by an application of Lemma 4. Note that this is independent of the ni but only
depends on the total loop number l. For the coproduct, this yields

Δ
(
Y N(vj)−2
vk

)
=

∞∑
l=0

Y N(vj)−2
vk

Y
2l

N(v1)−2
v1 ⊗ ql(Y

N(vj)−2
vk

),

Of course, a similar formula holds for the other term defining J , upon interchanging
j and k. For their difference we then obtain

Δ
(
Y N(vj)−2
vk

− Y N(vk)−2
vj

)
=

∞∑
l=0

(
Y N(vj)−2
vk

− Y N(vk)−2
vj

)
Y

2l
N(v1)−2
v1 ⊗ql(Y

N(vj)−2
vk

)

+
∞∑
l=0

Y N(vj)−2
vk

Y
2l

N(v1)−2
v1 ⊗ ql

(
Y N(vj)−2
vk

− Y N(vk)−2
vj

)
.

This is an element in J ⊗H +H ⊗ J , which completes the proof. �

Remark 10. An equivalent set of generators for J is given by Yvi − Y
N(vi)−2
v1

with i = 2, 3, 4.

In this Hopf ideal, the reader might have already recognized the Slavnov–Taylor
identities for the couplings. Indeed, in the quotient Hopf algebra H/J these identi-
ties hold. Moreover, since the character U : H → C given by the regularized Feyn-
man rules vanishes on J (these are exactly the Slavnov–Taylor identities) and thus
factorizes over this quotient (provided we work with dimensional regularization,
or another gauge symmetry preserving regularization scheme). Now, the Birkhoff
decomposition for the group HomC(H/J,C) gives the counterterm map C and the
renormalized map R as characters on H/J . Thus, they also satisfy the Slavnov–
Taylor identities and this provides a purely algebraic proof of the compatibility of
the Slavnov–Taylor identities for the couplings with renormalization, an essential
step in proving renormalizablity of gauge theories.

Below, we shall give a more conceptual (rather then combinatorial) explanation
for the existence of these Hopf ideals, after establishing a connection between H
and the fields and coupling constants.
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4. Coaction and BRST-symmetries

The fact that we encountered diffeomorphism groups starting with Feynman
graphs is not very surprising from a physical point of view. Indeed, Feynman
graphs are closely involved in the running of the coupling constants described by
the renormalization group. In the next subsection, we will clarify this point by
defining a coaction of the Hopf algebra H on the coupling constants and the fields.
Dually, this will lead to an action of the diffeomorphism group. It contains a
subgroup that respects the BRST-invariance of the action, which will be related to
the Hopf ideal of the previous section. Finally, its relation with the renormalization
group is further described.

4.1. Coaction on the coupling constants and fields. In this section, we
will establish a connection between the Hopf algebra of Feynman graphs defined
above and the fields, coupling constants and masses that characterize the field
theory. This allows for a derivation of the Hopf ideals encountered in the previous
section from the so-called master equation satisfied by the Lagrangian.

Let us first introduce formal variables λ1, λ2, . . . , λ5, corresponding to the ver-
tices describing the five possible interactions in QCD. Also, we write φ1 = A, φ2 =
ψ, φ3 = ω and φ4 = h for the fields, in accordance with the labelling of the edges
(see Figure 3.1 above). We denote by F = Loc(φ1, φ2, φ3, φ4)⊗ C[[λ1, . . . , λ5]] the
algebra of local functionals in the fields φi (and their conjugates), extended linearly
by formal power series in the λj . Recall that a local functional is an integral of a
polynomial in the fields and their derivatives, and the algebra structure is given by
multiplication of these integrals.

Theorem 11. The algebra F is a comodule algebra over the Hopf algebra H
The coaction ρ : F → F ⊗H is given on the generators by

ρ : λj �−→
∑

n1,...,n5

λjλ
n1
1 · · ·λn5

5 ⊗ pn1···n5
(Yvj ), (j = 1, . . . , 5);

ρ : φi �−→
∑

n1,...,n5

φ λn1
1 · · ·λn5

5 ⊗ pn1···n5
(
√
Gei), (i = 1, 2, 3),

while it commutes with partial derivatives on φ.

Proof. Since we work with graded Hopf algebras, it suffices to establish that
(ρ ⊗ 1) ◦ ρ = (1 ⊗ Δ) ◦ ρ. We claim that this follows from coassociativity (i.e.
(Δ ⊗ 1) ◦Δ = (1 ⊗Δ) ◦Δ) of the coproduct Δ of H. Indeed, the first expression
very much resembles the form of the coproduct on Yj as derived in Corollary 8:
replacing therein each Yvk (k = 1, . . . , 5) on the first leg of the tensor product by λk

and one Δ by ρ gives the desired result. A similar argument applies to the second
expression, using Proposition 7 above. �

Corollary 12. The Green’s functions Gvj ∈ H can be obtained when coacting
on the interaction monomial

∫
λjι(v)(x)dμ(x) =

∫
λj∂�μ1

φi1(x) · · ·∂�μN
φiN (x)dμ(x)

for some index set {i1, . . . , iN}.
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For example,

ρ

(
λ2〈dω, [A,ω]〉

)
=

∑
n1···n5

λ2λ
n1
1 · · ·λn5

5 〈dω, [A,ω]〉 ⊗ pn1···n5

(
Y

√
G G

)

=
∑

n1,...,n5

λ2λ
n1
1 · · ·λn5

5 〈dω, [A,ω]〉 ⊗ pn1···n5

(
G

)

Actually, the first equation in Theorem 11 can be interpreted as an action of a
subgroup of formal diffeomorphisms in 5 variables on C[[λ1, . . . , λ5]]. Let us make
this more precise.

Consider the group Diff(C5, 0) of formal diffeomorphisms in 5 dimensions (co-
ordinates x1, . . . , x5) that leave the five axis-hyperplanes invariant. In other words,
we consider maps

f(x) =
(
f1(x), . . . , f5(x)

)
where each fi is a formal power series of the form fi(x) = xi(

∑
a
(i)
n1···n5(f)x

n1
1 · · ·xn5

5 )

with a
(i)
0,...,0 = 1 and x = (x1, . . . , x5). The group multiplication is given by compo-

sition, and is conveniently written in a dual manner, in terms of the coordinates. In

fact, the a
(i)
n1···n5 generate a Hopf algebra with the coproduct expressed as follows.

On the formal generating element Ai(x) = xi(
∑

a
(i)
n1···nkx

n1
1 · · ·xnk

k ):

Δ(Ai(x)) =
∑

n1,...,nk

Ai(x) (A1(x))
n1 · · · (Ak(x))

nk ⊗ a
(i)
n1···nk .

Thus, by mapping the a
(j)
n1,...,n5 to pn1,...,n5

(Yvj ) in H we obtain a surjective map

from H to the Hopf algebra dual to Diff(C5, 0). In other words, Hom(H,C) is

a subgroup of Diff(C5, 0) and, in fact, substituting a
(j)
n1,...,n5 for pn1,...,n5

(Yvj ) in

the first equation of Theorem 11 yields (dually) a group action of Diff(C5, 0) on
C[[λ1, . . . , λ5]] by f(a) := (1⊗ f)ρ(a) for f ∈ Diff(C5, 0) and a ∈ C[[λ1, . . . , λ5]]. In
fact, we have the following

Proposition 13. Let G′ be the group consisting of algebra maps f : F → F
given on the generators by

f(λj) =
∑

n1···n5

fvj
n1,...,n5

λjλ
n1
1 · · ·λn5

5 ; (j = 1, . . . , 5),

f(φi) =
∑

n1···n5

fei
n1,...,n5

φiλ
n1
1 · · ·λn5

5 ; (i = 1, . . . , 3),

where f
vj
n1···n5 , f

ei
n1···n5

∈ C are such that f
vj
0···0 = fei

0···0 = 1. Then the following hold:

(1) The character group G of the Hopf algebra H generated by pn1···n5
(Yv)

and pn1···n5
(
√
Ge) with coproduct given in Proposition 7, is a subgroup of

G′.
(2) The subgroup N := {f : f(λj) = λj , j = 1, . . . , 5} of G′ is normal and

isomorphic to (C[[λ1, . . . , λ5]]
×)3.

(3) G′ � (C[[λ1, . . . , λ5]]
×)3 �Diff(C5, 0).

Proof. From Theorem 11, it follows that a character χ acts on F as in the
above formula upon writing f

vj
n1···n5 = χ(pn1···n5

(Yv)) for j = 1, . . . , 5 and fei
n1···n5

=

χ(pn1···n5
(
√
Gφi)) for i = 1, 2, 3.
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For (2) one checks by explicit computation that N is indeed normal and that
each series fei defines an element in C[[λ1, . . . , λ5]]

× of invertible formal power
series.

Then (3) follows from the existence of a homomorphism from G′ to Diff(C5, 0).
It is given by restricting an element f to C[[λ1, . . . , λ5]]. This is clearly the identity
map on Diff(C5, 0) when considered as a subgroup of G and its kernel is precisely
N . �

The action of (the subgroup of) (C[[λ1, . . . , λk]]
×)3 � Diff(C5, 0) on F has a

natural physical interpretation: the invertible formal power series act on a field
as wave function renormalization whereas the diffeomorphisms act on the coupling
constants λ1, . . . , λ5.

4.2. BRST-symmetries. We will now show how the previous coaction of the
Hopf algebra H on the algebra F gives rise to the Hopf ideal J encountered before.
For this, we choose a distinguished element in F , namely the action S. It is given
by

(6) S[φi, λj ] = −
〈
dA, dA

〉
− 2λ3

〈
dA,A2

〉
− λ4

〈
A2, A2

〉
+
〈
ψ, (∂/ + λ1A/ + λ5)ψ

〉

−
〈
A, dh

〉
+
〈
dω, dω

〉
+

1

2
ξ
〈
h, h

〉
+ λ2

〈
dω, [A,ω]

〉
.

in terms of the appropriate inner products. Note that the action has finitely many
terms, that is, it is a (local) polynomial functional in the fields and coupling con-
stants rather than a formal power series.

With the BRST-differential given in Equation (3) (involving the ‘fundamental’
coupling constant g), we will now impose the BRST-invariance of S, by setting

s(S) = 0.

Actually, we will define an ideal I =
〈
s(S)

〉
in F that implements the relations

between the λj ’s. Strictly speaking, the fundamental coupling g is not an element
in F ; we will instead set g ≡ λ1. The remaining ‘coupling’ constant λ5 is interpreted
as the quark mass m.

Proposition 14. The ideal I is generated by the following elements:

λ1 − λ2; λ2 − λ3; λ3 − λ2
4.

Proof. This follows directly by applying s (involving g) to the action S. �

A convenient set of (equivalent) generators for the ideal I is λi − gN(vi)−2 for
i = 1, . . . 4. Thus, the image of S in the quotient F/I is BRST-invariant, that is,
s(S) is identically zero.

Let us return to the group G ⊂ (C[[λ1, . . . , λ5]]
×)3 � Diff(C5, 0), acting on F .

Consider the subgroup GI of G consisting of elements f that leave invariant the
ideal I, i.e., such that f(I) ⊆ I. It is clear from the above generators of I that this
will involve a diffeomorphism group in 2 variables, instead of 5. More precisely, we
have the following

Theorem 15 ([20]). Let J be the ideal from Theorem 9.

(1) The group GI acts on the quotient algebra F/I.
(2) The image of GI in Aut(F/I) is isomorphic to HomC(H/J,C) and H/J

coacts on F/I.
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Consequently, (the image in Aut(F/I) of) GI is a subgroup of the semidirect prod-
uct (C[[g, λ5]]

×)3 �Diff(C2, 0).

Proof. The first claim is direct. For the second, note that an element f ∈ G
acts on the generators of I as

f
(
λi − gN(vi)−2

)

=
∑

n1,...,n5

λn1
1 · · ·λn5

5

[
λif (pn1···n5

(Yvi))− gN(vi)−2f
(
pn1···n5

(Y N(vi)−2
v1 )

)]
,

since g ≡ λ1. We will reduce this expression by replacing λi by gN(vi)−2, modulo
terms in I. Together with Lemma 4 this yields

f
(
λi − gN(vi)−2

)
=

∞∑
l=0

g2l+N(vi)−2 f
(
ql

(
Yvi − Y N(vi)−2

v1

))
mod I.

The requirement that this is an element in I is equivalent to the requirement that f

vanishes on ql(Yvi − Y
N(vi)−2
v1 ), i.e. on the generators of J , establishing the desired

isomorphism. One then easily computes

ρ(I) ⊂ I ⊗H + F ⊗ J

so that H/J coacts on F by projecting onto the two quotient algebras. �
In fact, the last claim of the above Theorem can be strengthened. Focusing on

the subgroup of the formal diffeomorphism group Diff(C5, 0)I that leaves invariant
the ideal I we have:

1 → (1 + I)5 → Diff(C5, 0)I → Diff(C2, 0) → 1.

Here, an element (1 + Bi)i=1,...,5 in (1 + I)5 acts on the generators λ1, . . . , λ5 by
right multiplication. This sequence actually splits, leading to a full description
of the group Diff(C5, 0)I . Indeed, by the simple structure of the ideal I, a one-
sided inverse of the map Diff(C5, 0)I → Diff(C2, 0) can be easily constructed. A
similar statement holds for the above subgroup GI of the semidirect product G �
(C[[λ1, . . . , λ5]]

×)3 �Diff(C5, 0).
In any case, the contents of Theorem 15 have a very nice physical interpre-

tation: the invertible formal power series act on the three fields as wave function
renormalization whereas the diffeomorphisms act on one fundamental coupling con-
stant g. We will appreciate this even more in the next section where we discuss the
renormalization group flow.

4.3. Renormalization group. We will now establish a connection between
the group of diffeographisms and the renormalization group à la Gell-Mann and
Low [11]. This group describes the dependence of the renormalized amplitudes
φ+(z) on a mass scale that is implicit in the renormalization procedure. In fact, in
dimensional regularization, in order to keep the loop integrals d4−zk dimensionless
for complex z, one introduces a factor of μz in front of them, where μ has dimension
of mass and is called the unit of mass. For a Feynman graph Γ, Lemma 4 shows
that this factor equals μz

∑
i(N(vi)−2))δvi (Γ)/2 reflecting the fact that the coupling

constants appearing in the action get replaced by

λi �→ μz
∑

k(N(vk)−2))/2λi

for every vertex vi (i = 1, . . . , 5).
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As before, the Feynman rules define a loop γμ : C → G ≡ G(C), which now
depends on the mass scale μ. Consequently, there is a Birkhoff decomposition for
each μ:

γμ(z) = γμ,−(z)
−1γμ,+(z); (z ∈ C),

As was shown in [8], the negative part γμ,−(z) of this Birkhoff decomposition is
independent of the mass scale, that is,

∂

∂μ
γμ,−(z) = 0.

Hence, we can drop the index μ and write γ−(z) := γμ,−(z). In terms of the
generator θt for the one-parameter subgroup of G(K) corresponding to the grading
l on H, we can write

γetμ(z) = θtz (γμ(z)) , (t ∈ R).

A proof of this and the following result can be found in [8].

Proposition 16. The limit

Ft := lim
z→0

γ−(z)θtz
(
γ−(z)

−1
)

exists and defines a 1-parameter subgroup of G which depends polynomially on t
when evaluated on an element X ∈ H.

In physics, this 1-parameter subgroup goes under the name of renormalization
group. In fact, using the Birkhoff decomposition, we can as well write

γetμ,+(0) = Ft γμ,+(0), (t ∈ R).

This can be formulated in terms of the generator β := d
dtFt|t=0 of this 1-parameter

group as

(7) μ
∂

∂μ
γμ,+(0) = βγμ,+(0).

Let us now establish that this is indeed the beta-function familiar from physics by
exploring how it acts on the coupling constants λi. First of all, although the name
might suggest otherwise, the coupling constants depend on the energy or mass scale
μ. Recall the action of G on C[[λ1, . . . , λ5]] defined in the previous section. In the
case of γμ,+(0) ∈ G, we define the (renormalized) coupling constant at scale μ to be

λi(μ) = γμ,+(0)(λi).

This function of μ (with coefficients in C[[λ1, . . . , λ5]]) satisfies the following differ-
ential equation:

β (λi(μ)) = μ
∂

∂μ
(λi(μ))

which follows easily from Eq. (7). This is exactly the renormalization group equa-
tion expressing the flow of the coupling constants λi as a function of the energy
scale μ. Moreover, if we extend β by linearity to the action S of Eq. (6), we obtain
Wilson’s continuous renormalization equation [22]:

β(S(μ)) = μ
∂

∂μ
(S(μ))

This equation has been explored in the context of renormalization Hopf algebras in
[12, 13].
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Equation (7) expresses β completely in terms of γμ,+; as we will now demon-
strate, this allows us to derive that for QCD all β-functions coincide. First, recall
that the maps γμ are the Feynman rules dictated by S in the presence of the mass
scale μ, which we suppose to be BRST-invariant: s(S) = 0. In other words, we are
in the quotient of F by I = 〈s(S)〉. If the regularization procedure respects gauge
invariance, it is well-known that the Feynman amplitude satisfy the Slavnov–Taylor
identities for the couplings. In terms of the ideal J defined in the previous section,
this means that γμ(J) = 0. Since J is a Hopf ideal (Theorem 9), it follows that both
γμ,− and γμ,+ vanish on J . Indeed, the character γ given by the Feynman rules
factorizes through H/J , for which the Birkhoff decomposition gives two characters
γ+ and γ− of H/J . In other words, if the unrenormalized Feynman amplitudes
given by γμ satisfy the Slavnov–Taylor identities, so do the counterterms and the
renormalized Feynman amplitudes.

In particular, from Eq. (7) we conclude that β vanishes on the ideal I in
C[[λ1, . . . , λ5]]. This implies the following result, which is well-known in the physics
literature:

Proposition 17. All (QCD) β-functions (for i = 1, . . . , 4) are expressed in
terms of β(g) for the fundamental coupling constant g:

β(λi) = β(gN(v)−2).
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This volume contains articles related to the conference “Motives, Quantum 
Field Theory, and Pseudodifferential Operators” held at Boston University in 
June 2008, with partial support from the Clay Mathematics Institute, Boston 
University, and the National Science Foundation. There are deep but only 
partially understood connections between the three conference fields, so this 
book is intended both to explain the known connections and to offer direc-
tions for further research.

In keeping with the organization of  the conference, this book contains intro-
ductory lectures on each of  the conference themes and research articles on 
current topics in these fields. The introductory lectures are suitable for gradu-
ate students and new Ph.D.’s in both mathematics and theoretical physics, as 
well as for senior researchers, since few mathematicians are expert in any two 
of  the conference areas.

Among the topics discussed in the introductory lectures are the appearance 
of  multiple zeta values both as periods of  motives and in Feynman integral 
calculations in perturbative QFT, the use of  Hopf  algebra techniques for 
renormalization in QFT, and regularized traces of  pseudodifferential opera-
tors. The motivic interpretation of  multiple zeta values points to a funda-
mental link between motives and QFT, and there are strong parallels between 
regularized traces and Feynman integral techniques.

The research articles cover a range of  topics in areas related to the conference 
themes, including geometric, Hopf  algebraic, analytic, motivic and compu-
tational aspects of  quantum field theory and mirror symmetry. There is no 
unifying theory of  the conference areas at present, so the research articles 
present the current state of  the art pointing towards such a unification.


