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Introduction to the Idealistic Filtration Program with Emphasis on the
Radical Saturation

Hiraku Kawanoue 285

Algebraic Approaches to FlipIt
Josef Schicho and Jaap Top 319

Higher Semple-Nash Blowups and F-Blowups
Takehiko Yasuda 327

vii





Preface

A remote place in the Tyrolean Alps at 2000 meters of altitude, a venue with
perfect working facilities and a clear cut goal: to excite young mathematicians in the
resolution of singularities of algebraic varieties by offering them a four week program
of classes and problem sessions—this was the scene of the 12th Clay Summer School
at Obergurgl, Austria.

It was previewed from the outset that such a school should go beyond mere
mathematical education: it should represent a decisive step in the career of partici-
pants by teaching how to grasp and incorporate the main features of a complicated
theory, to evaluate and combine the many ideas involved in its proofs, and to
develop an overall picture of what mathematics can be good for with respect to
intellectual, cultural and personal development. This scientific intention was to be
matched by social effects: the communication with colleagues and teachers, group
work, mutual respect and stimulation, the dialectic of modesty versus ambition.

The topic: Resolution of singularities consists in constructing for a given alge-

braic variety X an algebraic manifold ˜X together with a surjective map π : ˜X −→
X. This map gives a parametrization of the singular variety by a smooth variety.
Algebraically, this means to find, for a given system of polynomial equations, a sys-
tematic transformation of the polynomials by means of blowups which transform
the system into one that satisfies the assumption of the implicit function theorem,
so that certain variables can be expressed as functions of the remaining variables.
This transformation allows one to interpret the solution set of the given system as
the projection of a graph to the singular variety.

The existence of resolutions is instrumental in many circumstances since it
allows one to deduce properties of the variety from properties of the parametrizing
manifold. Applications abound.

The pioneer in this problem was Oscar Zariski. He introduced abstract alge-
braic ideas and techniques to the field, and proved many important cases, both in
small dimensions and, for more restrictive assertions, in arbitrary dimension. His
perspective was mostly based on varieties defined over fields of characteristic zero.
He recommended to his student Shreeram Abhyankar to abandon, after several
vain attempts, the difficult positive characteristic case of surfaces. As a matter of
protest and stubbornness, Abhyankar intensified his efforts and succeeded in his
thesis to settle this case1.

At that time, another of Zariski’s many students, Heisuke Hironaka, was a
friend of Abhyankar, and together they were discussing this subject at the end of the
fifties. It seems that these conversations produced the key idea for the characteristic

1Shreeram Abhyankar, Local uniformization on algebraic surfaces over ground fields of char-
acteristic p �= 0, Ann. Math. (2) 63 (1956), 491–526.
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zero case of arbitrary dimension, the so called notion of hypersurfaces of maximal
contact. In a technically enormously challenging though rather elementary tour de
force Hironaka established this result2.

It took some thirty years to really understand this proof and to put it on a
transparent logical fundament: the systematic use of a local resolution invariant
which measures the complexity of a singularity. It serves two purposes: Firstly, the
stratum where it attains its maximum (i.e., where the worst singularities occur) is
smooth and can be taken as the center of the next blowup. Secondly, under this
blowup, the invariant drops at each point above points of the center. In this way,
induction can be applied, and there will exist (a possibly very long) sequence of
blowups which makes the invariant eventually drop to zero. At that time, it is
shown that the variety has become smooth.

The last years have seen further simplifications of the proof and strengthening
of the result. However, the case of positive characteristic in arbitrary dimension
still resists. It is one of the main challenges of modern algebraic geometry.

The participants: Around eighty students were selected for the school from
about 250 applicants. They were recommended to acquaint themselves with the
basic prerequisites in advance of the school to ensure a common framework for the
presentation of the courses. They were also advised that the four weeks of the
school would be an intensive experience, demanding a strong personal dedication
to learning the material of the classes, solving the daily problems and exercises,
as well as sharing their insights and doubts with the other participants. Special
emphasis was laid on the respectful contact among peers which is essential for the
success of such a four week event.

The lecturers: Herwig Hauser developed the various contexts in which resolu-
tion may appear (algebraic, analytic, local, global, formal, . . . ), exposed the main
concepts and techniques (singularities, order functions, transversality, blowups, ex-
ceptional divisors, transforms of ideals and varieties, hypersurfaces of maximal con-
tact, resolution invariants), and presented the logical and technical structure of the
characteristic zero proof. His article is reminiscent of the engaging style of his lec-
tures at the school, with a vast number of exercises and examples. It gives a concise
yet comprehensive overview of resolution techniques including much of the required
basics from commutative algebra and/or algebraic geometry. Blowups (in various
forms) and transforms of subvarieties are introduced in lectures 4–6. Lecture 7
describes the precise statements of resolution of singularities. Lecture 8 introduces
the order invariant of singularities which is used in one of the main inductions in
the proof of resolution. This invariant is then refined via the use of a hypersurface
of maximal contact and coefficient ideals which are discussed in lectures 9 and 10
respectively. Lecture 11 gives a detailed outline of the proof of strong resolution of
a variety in characteristic zero. Finally lecture 12 concerns positive characteristic:
it discusses problems that arise and gives references to topics of recent progress.

Orlando Villamayor concentrated on the commutative algebra side of resolu-
tion: local multiplicity and Hilbert-Samuel functions, integral ring extensions, finite
morphisms, Rees algebras, actions of symmetry groups and a replacement of hyper-
surfaces of maximal contact by means of generic projections. This gives a new proof
of resolution in characteristic zero and has very good chances to be applicable in

2Heisuke Hironaka, Resolution of singularities of an algebraic variety over a field of charac-
teristic zero. Parts I. & II., Ann. Math. 79 (1964): 109–203, 205–326.
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arbitrary characteristic. His comprehensive set of notes have been compiled jointly
with Ana Bravo. The final results provide a natural smooth stratification of the
locus of maximal multiplicity (or maximal Hilbert function) on a variety X (valid
in all characteristics) and use this stratification to give a strategy for reducing the
maximal value of multiplicity (or Hilbert function) by blowing up smooth centers in
characteristic zero. The motivating ideas come from Hironaka’s idealistic exponents
(of which the Rees algebra gives a generalization) and the classical local interpre-
tation of multiplicity as the degree of a (formal) realization of the singularity as a
finite extension over the germ of a regular local ring.

Josef Schicho presented an axiomatic approach to the resolution of singularities
in the form of a parlor game. Instead of the various constructions of the classical
proof one distills their essential properties and uses them to define a game between
two players. The existence of a winning strategy is then a purely combinatorial
problem which can be solved by logical arguments. The second part consists in
showing that there do exist constructions fulfilling the many axioms or moves of
the game. This works up to now only in zero characteristic. Only elementary
algebra is needed. In principle, the game also prepares a prospective approach
for the case of positive characteristic. Schicho’s lecture notes describe the precise
rules of the game, the reduction of the resolution problem to the game, and the
winning strategy. As an aside, several other games with a mathematical flavor were
discussed, and FlipIt was one of them. Together with Jaap Top (Schicho learned
about FlipIt from his webpage), a formulation of the game in terms of linear algebra
over the field with two elements is provided.

The last week of the school culminated in a series of mini-courses in which
invited experts reported on their latest research on resolution, several of whom also
contributed to this volume.

Steven Cutkovsky’s paper gives an overview of the resolution problem in pos-
itive characteristic, enriched with some significant computations on a range of im-
portant topics of current interest. The first part of the paper provides the central
results, illustrated by an exposition of the main ideas of resolution of surfaces. The
second part deals with the problem of making an algebraic map monomial, in ap-
propriate local coordinates, by sequences of blowups. The application by the author
and Piltant to a general form of local ramification for valuations is explained. Some
results on monomialization in positive characteristic and on global monomialization
in characteristic zero conclude the paper.

The article by Santiago Encinas provides an informative survey about resolution
of toric varieties, with an emphasis on the resolution algorithm of Blanco and the
author. The procedure uses the binomial equations defining the toric variety as an
embedded subvariety in an affine space. The article contains an introduction to
toric varieties as well as several worked examples.

Anne Frühbis-Krüger gives an introduction to the computational applications of
desingularization. In the first part, she details the data that is actually computed
by the resolution algorithm. This is a priori not clear because theoretically the
result arises by compositions of blowups and is not naturally embedded in an affine
or projective space; rather it comes as a union of affine charts. The applications
described in the second part include the dual graph of an isolated surface singularity,
the log canonical threshold, the topological Zeta function, and the Bernstein-Sato
polynomial.
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Hiraku Kawanoue gives an overview of his Idealistic Filtration Program, a
program for resolution of singularities. The presentation gives a clear overview of
the main ideas, and it contains several examples that illustrate the general strategy
through clever examples both in characteristic zero and in characteristic p. A new
result concerning the monomial case of the Idealistic Filtration Program using the
radical saturation is also included.

Takehiko Yasuda presents his geometric approach to the resolution of singular-
ities (higher Semple-Nash blowups, considered mainly in characteristic zero, and F-
blowups, defined only in positive characteristic). In this method a series of blowups
is constructed directly from the given variety, using not only first-order data, but
also higher order ones. Each blowup is the parameter space of some geometric ob-
ject on the given variety. The final section provides some open problems associated
with this approach.

The venue: The Obergurgl Center is owned by the University of Innsbruck. It
serves as a conference and research venue for up to 120 participants. Lecture halls,
seminar rooms, library and meeting lounges are of the highest standards. They are
complemented by cosy rooms in a traditional alpine style, various leisure facilities,
excellent food and a very attentive personnel. Above all, the natural surroundings
are spectacular, culminating in an inspiring skyline of alpine peaks.

Our thanks go to the former staff of the Clay Mathematics Institute, particu-
larly Julie Feskoe, Vida Salahi and Lina Chen, as well as all the personnel of the
Obergurgl Center. We are also grateful for the support of the University of Inns-
bruck, the Obergurgl tourist office, and the referees of this volume, who participated
in an unusually detailed refereeing process.

David Alexandre Ellwood, Herwig Hauser, Josef Schicho, Shigefumi Mori
Boston, Vienna, Linz, Kyoto

August 2014
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This manuscript originates from a series of lectures the author1 gave at the Clay
Summer School on Resolution of Singularities at Obergurgl in the Tyrolean Alps
in June 2012. A hundred young and ambitious students gathered for four weeks
to hear and learn about resolution of singularities. Their interest and dedication
became essential for the success of the school.

The reader of this article is ideally an algebraist or geometer having a rudimen-
tary acquaintance with the main results and techniques in resolution of singularities.
The purpose is to provide quick and concrete information about specific topics in
the field. As such, the article is modelled like a dictionary and not particularly
suited to be read from the beginning to the end (except for those who like to
read dictionaries). To facilitate the understanding of selected portions of the text
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1Supported in part by the Austrian Science Fund FWF within the projects P-21461 and
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2 HERWIG HAUSER

without reading the whole earlier material, a certain repetition of definitions and
assertions has been accepted.

Background information on the historic development and the motivation behind
the various constructions can be found in the cited literature, especially in [Obe00,
Hau03, Hau10a, FH10, Cut04, Kol07, Lip75]. Complete proofs of several more
technical results appear in [EH02].

All statements are formulated for algebraic varieties and morphism between
them. They are mostly also valid, with the appropriate modifications, for schemes.
In certain cases, the respective statements for schemes are indicated separately.

Each chapter concludes with a broad selection of examples, ranging from com-
putational exercises to suggestions for additional material which could not be cov-
ered in the text. Some more challenging problems are marked with a superscript
+ . The examples should be especially useful for people planning to give a graduate
course on the resolution of singularities. Occasionally the examples repeat or spe-
cialize statements which have appeared in the text and which are worth to be done
personally before looking at the given proof. In the appendix, hints and answers
to a selection of examples marked by a superscript � are given.

Several results appear without proof, due to lack of time and energy of the
author. Precise references are given whenever possible. The various survey articles
contain complementary bibliography.

The Clay Mathematics Institute chose resolution of singularities as the topic
of the 2012 summer school. It has been a particular pleasure to cooperate in
this endeavour with its research director David Ellwood, whose enthusiasm and
interpretation of the school largely coincided with the approach of the organizers,
thus creating a wonderful working atmosphere. His sensitiveness of how to plan
and realize the event has been exceptional.

The CMI director Jim Carlson and the CMI secretary Julie Feskoe supported
very efficiently the preparation and realization of the school.

Xudong Zheng provided a preliminary write-up of the lectures, Stefan Perlega
and Eleonore Faber completed several missing details in preliminary drafts of the
manuscript. Faber also produced the two visualizations. The discussion of the ex-
amples in the appendix was worked out by Perlega and Valerie Roitner. Anonymous
referees helped substantially with their remarks and criticism to eliminate deficien-
cies of the exposition. Barbara Beeton from the AMS took care of the TeX-layout.
All this was very helpful.

1. Lecture I: A First Example of Resolution

Let X be the zeroset in affine three space A3 of the polynomial

f = 27x2y3z2 + (x2 + y3 − z2)3

over a field K of characteristic different from 2 and 3. This is an algebraic surface,
called Camelia, with possibly singular points and curves, and certain symmetries.
For instance, the origin 0 is singular on X, and X is symmetric with respect to the
automorphisms of A3 given by replacing x by −x or z by −z, and also by replacing
y by −y while interchanging x with z. Sending x, y and z to t3x , t2y and t3z
for t ∈ K also preserves X. See figure 1 for a plot of the real points of X. The
intersections of X with the three coordinate hyperplanes of A3 are given as the
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zerosets of the equations
x = (y3 − z2)3 = 0,

y = (x2 − z2)3 = 0,

z = (x2 + y3)3 = 0.

These intersections are plane curves: two perpendicular cusps lying in the xy- and
yz-plane, respectively the union of the two diagonals in the xz-plane. The singular
locus Sing(X) of X is given as the zeroset of the partial derivatives of f inside X.
This yields for Sing(X) the additional equations

x · [9y3z2 + (x2 + y3 − z2)2] = 0,

y2 · [9x2z2 + (x2 + y3 − z2)2] = 0,

z · [9x2y3 − (x2 + y3 − z2)2] = 0.

Combining these equations with f = 0, it results that the singular locus of X has
six irreducible components, defined respectively by

x = y3 − z2 = 0,

z = x2 + y3 = 0,

y = x+ z = 0,

y = x− z = 0,

x2 − y3 = x+
√
−1 · z = 0,

x2 − y3 = x−
√
−1 · z = 0.

The first four components of Sing(X) coincide with the four curves given by the
three coordinate hyperplane sections of X. The last two components are plane
cusps in the hyperplanes given by x ±

√
−1 · z = 0. At points a �= 0 on the first

two singular components of Sing(X), the intersections of X with a plane through
a and transversal to the component are again cuspidal curves.

Figure 1. The surface Camelia: 27x2y3z2 + (x2 + y3 − z2)3 = 0.

Consider now the surface Y in A4 which is given as the cartesian product C×C
of the plane cusp C : x2 − y3 = 0 in A2 with itself. It is defined by the equations
x2 − y3 = z2 − w3 = 0. The singular locus Sing(Y ) is the union of the two cusps
C1 = C × 0 and C2 = 0 × C defined by x2 − y3 = z = w = 0, respectively
x = y = z2 − w3 = 0. The surface Y admits the parametrization

γ : A2 → A4, (s, t) �→ (s3, s2, t3, t2).
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The image of γ is Y . The composition of γ with the linear projection

π : A4 → A3, (x, y, z, w) �→ (x,−y + w, z)

yields the map

δ = π ◦ γ : A2 → A3, (s, t) �→ (s3,−s2 + t2, t3).

Replacing in the polynomial f of X the variables x, y, z by s3, −s2 + t2, t3 gives
0. This shows that the image of δ lies in X. As X is irreducible of dimension 2
and δ has rank 2 outside 0 the image of δ is dense in (and actually equal to) X.
Therefore the image of Y under π is dense in X: This interprets X as a contraction
of Y by means of the projection π from A4 to A3. The two surfaces X and Y are
not isomorphic because, for instance, their singular loci have a different number of
components. The simple geometry of Y as a cartesian product of two plane curves
is scrambled up when projecting it down to X.

The point blowup of Y in the origin produces a surface Y1 whose singular locus
has two components. They map to the two components C1 and C2 of Sing(Y )
and are regular and transversal to each other. The blowup X1 of X at 0 will still
be the image of Y1 under a suitable projection. The four singular components of
Sing(X) will become regular in X1 and will either meet pairwise transversally or
not at all. The two regular components of Sing(X) will remain regular in X1 but
will no longer meet each other, cf. figure 2.

Figure 2. The surface X1 obtained from Camelia by a point blowup.

The point blowup of Y1 in the intersection point of the two curves of Sing(Y1)
separates the two curves and yields a surface Y2 whose singular locus consists of
two disjoint regular curves. Blowing up these separately yields a regular surface Y3

and thus resolves the singularities of Y . The resolution of the singularities of X is
more complicated, see the examples below.

Examples

Example 1.1. � Show that the surface X defined in A3 by 27x2y3z2 + (x2 +
y3 − z2)3 = 0 is the image of the cartesian product Y of the cusp C : x3 − y2 = 0
with itself under the projection from A4 to A3 given by (x, y, z, w) �→ (x,−y+w, z).

Example 1.2. � Find additional symmetries of X aside from those mentioned
in the text.
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Example 1.3. � Produce a real visualization of the surface obtained from
Camelia by replacing in the equation z by

√
−1 · z. Determine the components

of the singular locus.

Example 1.4.� Consider at the point a = (0, 1, 1) of X the plane P : 2y+3z =
5 through a. It is transversal to the component of the singular locus of X passing
through a (i.e., this component is regular at a and its tangent line at a does not lie
in P ). Determine the singularity of X ∩ P at a. The normal vector (0, 2, 3) to P
is the tangent vector at t = 1 of the parametrization (0, t2, t3) of the component of
Sing(X) defined by x = y3 − z2.

Example 1.5. The point a on X with coordinates (1, 1,
√
−1) is a singular

point of X, and a non-singular point of the curve of Sing(X) passing through it. A
plane transversal to Sing(X) at a is given e.g. by

P : 3x+ 2y + 3
√
−1 · z = 9.

Determine the singularity of X ∩ P at a. The normal vector (3, 2, 3
√
−1) to P is

the tangent vector at s = 1 of the parametrization (s3, s2,
√
−1 · s3) of the curve of

Sing(X) through a defined by x2 − y3 = x−
√
−1 · z = 0.

Example 1.6. � Blow up X and Y in the origin, describe exactly the geometry
of the transforms X1 and Y1 and produce visualizations of X and X1 over R in all
coordinate charts. For Y1 the equations are in the x-chart 1− xy3 = z3x− w2 = 0
and in the y-chart x2 − y = z3y − w2 = 0.

Example 1.7. Blow up X1 and Y1 along their singular loci. Compute a reso-
lution of X1 and compare it with the resolution of Y1.

2. Lecture II: Varieties and Schemes

The following summary of basic concepts of algebraic geometry shall clarify the
terminology used in later sections. Detailed definitions are available in [Mum99,
Sha94, Har77, EH00, Liu02, Kem11, GW10, Gro61, ZS75, Nag75, Mat89, AM69].

Varieties

Definition 2.1. Write An = An
K
for the affine n-space over some field K. The

points of An are identified with n-tuples a = (a1, . . . , an) of elements ai of K. The
space An is equipped with the Zariski topology : the closed sets are the algebraic
subsets of An, i.e., the zerosets V (I) = {a ∈ An, f(a) = 0 for all f ∈ I} of ideals I
of K[x1, . . . , xn].

To An one associates its coordinate ring, given as the polynomial ring K[An] =
K[x1, . . . , xn] in n variables over K.

Definition 2.2. A polynomial map f : An → Am between affine spaces is given
by a vector f = (f1, . . . , fm) of polynomials fi = fi(x) ∈ K[x1, . . . , xn]. It induces a
K-algebra homomorphism f∗ : K[y1, . . . , ym] → K[x1, . . . , xn] sending yi to fi and
a polynomial h = h(y) to h◦f = h(f(x)). A rational map f : An → Am is given by
a vector f = (f1, . . . , fm) of elements fi ∈ K(x1, . . . , xn) = Quot(K[x1, . . . , xn]) in
the quotient field of K[x1, . . . , xn]. Albeit the terminology, a rational map need not
define a set-theoretic map on whole affine space An. It does this only on the open
subset U which is the complement of the union of the zerosets of the denominators
of the elements fi. The induced map f|U : U → Am is then called a regular map
on U .
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Definition 2.3. An affine (algebraic) variety X is a subset of an affine space
An which is defined as the zeroset V (I) of a radical ideal I of K[x1, . . . , xn] and
equipped with the topology induced by the Zariski topology of An. It is thus a closed
subset of An. In this text, the ideal I need not be prime, hence X is not required
to be irreducible. The ideal IX of K[x1, . . . , xn] of all polynomials f vanishing on
X is the largest ideal such that X = V (IX). If the field K is algebraically closed
and X = V (I) is defined by the radical ideal I, the ideal IX coincides with I by
Hilbert’s Nullstellensatz.

The (affine) coordinate ring of X is the factor ring K[X] = K[x1, . . . , xn]/IX .
As IX is radical, K[X] is reduced, i.e., has no nilpotent elements. If X is irreducible,
I is a prime ideal and K[X] is an integral domain. To each point a = (a1, . . . , an) of
X one associates the maximal ideal mX,a of K[X] generated by the residue classes
of the polynomials x1 − a1, . . . , xn − an. If the field K is algebraically closed, this
defines, by Hilbert’s Nullstellensatz, a bijection of the points of X and the maximal
ideals of K[X].

The function field of an irreducible variety X is the quotient field K(X) =
Quot(K[X]).

The local ring of an affine variety X at a point a is the localization OX,a =
K[X]mX,a

of K[X] at the maximal ideal mX,a of K[X] associated to a in X. It is
isomorphic to the factor ring OAn,a/Ia of the local ring OAn,a of An at a by the
ideal Ia generated by the ideal I defining X in OAn,a. If Z ⊂ X is an irreducible
subvariety defined by the prime ideal pZ , the local ring OX,Z of OX along Z is
defined as the localization K[X]pZ

. The local ring OX,a gives rise to the germ
(X, a) of X at a, see below. By abuse of notation, the (unique) maximal ideal
mX,a · OX,a of OX,a is also denoted by mX,a. The factor ring κa = OX,a/mX,a is
called the residue field of X at a.

Definition 2.4. A principal open subset of an affine variety X is the comple-
ment in X of the zeroset V (g) of a single non-zero divisor g of K[X]. Principal
open subsets are thus dense in X. They form a basis of the Zariski-topology. A
quasi-affine variety is an open subset of an affine variety. A (closed) subvariety of
an affine variety X is a subset Y of X which is defined as the zeroset Y = V (J) of
an ideal J of K[X]. It is thus a closed subset of X.

Definition 2.5. Write Pn = Pn
K

for the projective n-space over some field
K. The points of Pn are identified with equivalence classes of (n + 1)-tuples
a = (a0, . . . , an) of elements ai of K, where a ∼ b if a = λ·b for some non-zero λ ∈ K.
Points are given by their projective coordinates (a0 : . . . : an), with ai ∈ K and not
all zero. Projective space Pn is equipped with the Zariski topology whose closed sets
are the algebraic subsets of Pn, i.e., the zerosets V (I) = {a ∈ Pn, f(a0, . . . , an) = 0
for all f ∈ I} of homogeneous ideals I of K[x0, . . . , xn] different from the ideal gener-
ated by x0, . . . , xn. As I is generated by homogeneous polynomials, the definition of
V (I) does not depend on the choice of the affine representatives (a0, . . . , an) ∈ An+1

of the points a. Projective space is covered by the affine open subsets Ui � An

formed by the points whose i-th projective coordinate does not vanish (i = 0, . . . , n).
The homogeneous coordinate ring of Pn is the graded polynomial ring K[Pn] =

K[x0, . . . , xn] in n+ 1 variables over K, the grading being given by the degree.

Definition 2.6. A projective algebraic variety X is a subset of projective space
Pn defined as the zeroset V (I) of a homogeneous radical ideal I of K[x0, . . . , xn]
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and equipped with the topology induced by the Zariski topology of Pn. It is thus
a closed algebraic subset of Pn. The ideal IX of K[x0, . . . , xn] of all homogeneous
polynomials f which vanish at all (affine representatives of) points of X is the
largest ideal such that X = V (IX). If the field K is algebraically closed and
X = V (I) is defined by the radical ideal I, the ideal IX coincides with I by
Hilbert’s Nullstellensatz.

The homogeneous coordinate ring of X is the graded factor ring K[X] =
K[x0, . . . , xn]/IX equipped with the grading given by degree.

Definition 2.7. A principal open subset of a projective variety X is the com-
plement of the zeroset V (g) of a single homogeneous non-zero divisor g of K[X]. A
quasi-projective variety is an open subset of a projective variety. A (closed) subva-
riety of a projective variety X is a subset Y of X which is defined as the zeroset
Y = V (J) of a homogeneous ideal J of K[X]. It is thus a closed algebraic subset
of X.

Remark 2.8. Abstract algebraic varieties are obtained by gluing affine alge-
braic varieties along principal open subsets, cf. [Mum99] I, §3, §4, [Sha94] V, §3.
This allows to develop the category of algebraic varieties with the usual construc-
tions therein. All subsequent definitions could be formulated for abstract algebraic
varieties, but will only be developed in the affine or quasi-affine case to keep things
simple.

Definition 2.9. Let X and Y be two affine or quasi-affine algebraic vari-
eties X ⊂ An and Y ⊂ Am. A regular map or (regular) morphism from X to
Y is a map f : X → Am sending X into Y with components rational functions
fi ∈ K(x1, . . . , xn) whose denominators do not vanish on X. If X and Y are affine
varieties, a morphism induces a K-algebra homomorphism f∗ : K[Y ] → K[X] be-
tween the coordinate rings, which, in turn, determines f . Over algebraically closed
fields, a morphism between affine varieties is the restriction to X of a polynomial
map f : An → Am sending X into Y , i.e., such that f∗(IY ) ⊂ IX , [Har77], Chap. I,
Thm. 3.2, p. 17.

Definition 2.10. A rational map f : X → Y between affine varieties is a
morphism f : U → Y on some dense open subset U of X. One then says that f
is defined on U . Albeit the terminology, it need not induce a set-theoretic map
on whole X. For irreducible varieties, a rational map is given by a K-algebra
homomorphism αf : K(Y ) → K(X) of the function fields. A birational map f :
X → Y is a regular map f : U → Y on some dense open subset U of X such that
V = f(U) is open in Y and such that f|U : U → V is a regular isomorphism, i.e.,
admits an inverse morphism. In this case U and V are called biregularly isomorphic,
andX and Y are birationally isomorphic. For irreducible varieties, a birational map
is given by an isomorphism αf : K(Y ) → K(X) of the function fields. A birational
morphism f : X → Y is a birational map which is defined on whole X, i.e., a
morphism f : X → Y which admits a rational inverse map defined on a dense open
subset V of Y .

Definition 2.11. A morphism f : X → Y between algebraic varieties is called
separated if the diagonal Δ ⊂ X ×Y X is closed in the fibre product X ×Y X =
{(a, b) ∈ X ×X, f(a) = f(b)}. A morphism f : X → Y between varieties is proper
if it is separated and universally closed, i.e., if for any variety Z and morphism
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Z → Y the induced morphism g : X ×Y Z → Z is closed. Closed immersions and
compositions of proper morphisms are proper.

Definition 2.12. The germ of a variety X at a point a, denoted by (X, a), is
the equivalence class of open neighbourhoods U of a inX where two neighbourhoods
of a are said to be equivalent if they coincide on a (possibly smaller) neighbourhood
of a. To a germ (X, a) one associates the local ring OX,a of X at a, i.e., the
localization OX,a = K[X]mX,a

of the coordinate ring K[X] of X at the maximal
ideal mX,a of K[X] defining a in X.

Definition 2.13. Let X and Y be two varieties, and let a and b be points of
X and Y . The germ of a morphism f : (X, a) → (Y, b) at a is the equivalence class

of a morphism ˜f : U → Y defined on an open neighbourhood U of a in X and
sending a to b; here, two morphisms defined on neighbourhoods of a in X are said
to be equivalent if they coincide on a (possibly smaller) neighbourhood of a. The

morphism ˜f : U → Y is called a representative of f on U . Equivalently, the germ of
a morphism is given by a local K-algebra homomorphism αf = f∗ : OY,b → OX,a.

Definition 2.14. The tangent space TaX to a variety X at a point a is defined
as the K-vector space

TaX = (mX,a/m
2
X,a)

∗ = Hom(mX,a/m
2
X,a,K)

with mX,a ⊂ K[X] the maximal ideal of a. Equivalently, one may take the maximal
ideal of the local ring OX,a. The tangent space of X at a thus only depends on the
germ of X at a. The tangent map Taf : TaX → TbY of a morphism f : X → Y
sending a point a ∈ X to b ∈ Y or of a germ f : (X, a) → (Y, b) is defined as the
linear map induced naturally by f∗ : OY,b → OX,a.

Definition 2.15. The embedding dimension embdimaX of a variety X at a
point a is defined as the K-dimension of TaX.

Schemes

Definition 2.16. An affine scheme X is a commutative ring R with 1, called
the coordinate ring or ring of global sections of X. The set Spec(R), also denoted
by X and called the spectrum of R, is defined as the set of prime ideals of R. Here,
R does not count as a prime ideal, but 0 does if it is prime, i.e., if R is an integral
domain. A point of X is an element of Spec(R). In this way, R is the underlying
algebraic structure of an affine scheme, whereas X = Spec(R) is the associated
geometric object. To be more precise, one would have to define X as the pair
consisting of the coordinate ring R and the spectrum Spec(R).

The spectrum is equipped with the Zariski topology : the closed sets V (I) are
formed by the prime ideals containing a given ideal I of R. It also comes with a
sheaf of rings OX , the structure sheaf of X, whose stalks at points of X are the
localizations of R at the respective prime ideals [Mum99, Har77, Sha94]. For affine
schemes, the sheaf OX is completely determined by the ring R. In particular, to
define affine schemes it is not mandatory to introduce sheaves or locally ringed
spaces.

An affine scheme is of finite type over some field K if its coordinate ring R is a
finitely generated K-algebra, i.e., a factor ring K[x1, . . . , xn]/I of a polynomial ring
by some ideal I. If I is radical, the scheme is called reduced. Over algebraically
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closed fields, affine varieties can be identified with reduced affine schemes of finite
type over K [Har77], Chap. II, Prop. 2.6, p. 78.

Definition 2.17. As a scheme, affine n-space over some field K is defined
as the scheme An = An

K
given by the polynomial ring K[x1, . . . , xn] over K in n

variables. Its underlying topological space An = Spec(K[x1, . . . , xn]) consists of
the prime ideals of K[x1, . . . , xn]. The points of An when considered as a scheme
therefore correspond to the irreducible subvarieties of An when considered as an
affine variety. A point is closed if the respective prime ideal is a maximal ideal.
Over algebraically closed fields, the closed points of An as a scheme correspond, by
Hilbert’s Nullstellensatz, to the points of An as a variety.

Definition 2.18. Let X be an affine scheme of coordinate ring R. A closed
subscheme Y of X is a factor ring S = R/I of R by some ideal I of R, together
with the canonical homomorphism R → R/I. The set Y = Spec(R/I) of prime
ideals of R/I can be identified with the closed subset V (I) of X = Spec(R) of
prime ideals of R containing I. The homomorphism R → R/I induces an injective
continuous map Y → X between the underlying topological spaces. In this way,
the Zariski topology of Y as a scheme coincides with the topology induced by the
Zariski topology of X.

A point a of X is a prime ideal I of R, considered as an element of Spec(R). To
a point one may associate a closed subscheme of X via the spectrum of the factor
ring R/I. The point a is called closed if I is a maximal ideal of R.

A principal open subset of X is an affine scheme U defined by the ring of
fractions Rg of R with respect to the multiplicatively closed set {1, g, g2, . . .} for
some non-zero divisor g ∈ R. The natural ring homomorphism R → Rg sending h
to h/1 interprets U = Spec(Rg) as an open subset of X = Spec(R). Principal open
subsets form a basis of the Zariski topology of X. Arbitary open subsets of X need
not admit an interpretation as affine schemes.

Remark 2.19. Abstract schemes are obtained by gluing affine schemes along
principal open subsets [Mum99] II, §1, §2, [Har77] II.2, [Sha94] V, §3. Here, two
principal open subsets will be identified or patched together if their respective
coordinate rings are isomorphic. This works out properly because the passage from
a ring R to its ring of fractions Rg satisfies two key algebraic properties: An element
h of R is determined by its images in Rg, for all g, and, given elements hg in the
rings Rg whose images in Rgg′ coincide for all g and g′, there exists an element h in
R with image hg in Rg, for all g. This allows in particular to equip arbitrary open
subsets of (affine) schemes X with a natural structure of a scheme, which will then
be called open subscheme of X.

The gluing of affine schemes along principal open sets can also be formulated
on the sheaf-theoretic level, even though, again, this is not mandatory. For local
considerations, one can mostly restrict to the case of affine schemes.

Definition 2.20. A morphism f : X → Y between affine schemes X =
Spec(R) and Y = Spec(S) is a (unitary) ring homomorphism α = αf : S → R. It
induces a continuous map Spec(R) → Spec(S) between the underlying topological
spaces by sending a prime ideal I of R to the prime ideal α−1(I) of S. Morphisms
between arbitary schemes are defined by choosing coverings by affine schemes and
defining the morphism locally subject to the obvious conditions on the overlaps of
the patches. A rational map f : X → Y between schemes is a morphism f : U → Y
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defined on a dense open subscheme U of X. It need not be defined on whole X.
A rational map is birational if the morphism f : U → Y admits on a dense open
subscheme V of Y an inverse morphism V → U , i.e., if f|U : U → V is an isomor-
phism. A birational morphism f : X → Y is a morphism f : X → Y which is also
a birational map, i.e., induces an isomorphism U → V of dense open subschemes.
In contrast to birational maps, a birational morphism is defined on whole X, while
its inverse map is only defined on a dense open subset of Y .

Definition 2.21. Let R =
⊕∞

i=0 Ri be a graded ring. The set X = Proj(R) of
homogeneous prime ideals of R not containing the irrelevant ideal M = ⊕∞

i≥1Ri is
equipped with a topology, the Zariski topology, and with a sheaf of rings OX , the
structure sheaf of X [Mum99, Har77, Sha94]. It thus becomes a scheme. Typically,
R is generated as an R0-algebra by the homogeneous elements g ∈ R1 of degree 1.
An open covering of X is then given by the affine schemes Xg = Spec(R◦

g), where
R◦

g denotes, for any non-zero divisor g ∈ R1, the subring of elements of degree 0 in
the ring of fractions Rg.

Remark 2.22. A graded ring homomorphism S → R induces a morphism of
schemes Proj(R) → Proj(S).

Definition 2.23. Equip the polynomial ring K[x0, . . . , xn] with the natural
grading given by the degree. The scheme Proj(K[x0, . . . , xn]) is called n-dimensio-
nal projective space over K, denoted by Pn = Pn

K
. It is is covered by the affine open

subschemes Ui � An which are defined through the principal open sets associated
to the rings of fractions K[x0, . . . , xn]xi

(i = 0, . . . , n).

Definition 2.24. A morphism f : X → Y is called projective if it factors, for
some k, into a closed embeddingX ↪→ Y ×Pk followed by the projection Y ×Pk → Y
onto the first factor [Har77] II.4, p. 103.

Formal germs

Definition 2.25. Let R be a ring and I an ideal of R. The powers Ik of I
induce natural homomorphisms R/Ik+1 → R/Ik. The I-adic completion of R is

the inverse limit ̂R = lim←−R/Ik, together with the canonical homomorphism R → ̂R.

If R is a local ring with maximal ideal m, the m-adic completion ̂R is called the

completion of R. For an R-module M , one defines the I-adic completion ̂M of M

as the inverse limit ̂M = lim←−M/Ik ·M .

Lemma 2.26. Let R be a noetherian ring with prime ideal I and I-adic com-

pletion ̂R.

(1) If J is another ideal of R with (I ∩ J)-adic completion ̂J , then ̂J = J · ̂R

and ̂R/J � ̂R/ ̂J .

(2) If J1, J2 are two ideals of R and J = J1 · J2, then ̂J = ̂J1 ·̂J2.
(3) If R is a local ring with maximal ideal m, the completion ̂R is a noetherian

local ring with maximal ideal m̂ = m · ̂R, and m̂ ∩R = m.

(4) If J is an arbitrary ideal of a local ring R, then ̂J ∩R =
⋂

i≥0(J +mi).

(5) Passing to the I-adic completion defines an exact functor on finitely gen-
erated R-modules.

(6) ̂R is a faithfully flat R-algebra.
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(7) If M a finitely generated R-module, then ̂M = M ⊗R
̂R.

Proof. (1) By [ZS75] VIII, Thm. 6, Cor. 2, p. 258, it suffices to verify that J
is closed in the (I ∩ J)-adic topology. The closure J of J equals J =

⋂

i≥0(J +(I ∩
J)i) = J by [ZS75] VIII, Lemma 1, p. 253.

(2) By definition, ̂J = J1 · J2 · ̂R = J1 · ̂R · J2 · ̂R = ̂J1 · ̂J2.

(3), (4) The ring ̂R is noetherian and local by [AM69] Prop. 10.26, p. 113, and

Prop. 10.16, p. 109. The ideal ̂I∩R equals the closure I of I in the m-adic topology.

Thus, ̂I ∩R =
⋂

i≥0(I +mi) and m̂ ∩R = m.

(5) – (7) [AM69] Prop. 10.12, p. 108, Prop. 10.14, p. 109, Prop. 10.14, p. 109,
and [Mat89], Thm. 8.14, p. 62. �

Definition 2.27. Let X be a variety and let a be a point of X. The local
ring OX,a of X at a is equipped with the mX,a-adic topology whose basis of neigh-
bourhoods of 0 is given by the powers mk

X,a of the maximal ideal mX,a of OX,a.

The induced completion ̂OX,a of OX,a is called the complete local ring of X at a

[Nag75] II, [ZS75] VIII, §1, §2. The scheme defined by ̂OX,a is called the formal

neighbourhood or formal germ of X at a, denoted by ( ̂X, a). If X = An
K
is the affine

n-space over K, the complete local ring ̂OAn,a is isomorphic as a local K-algebra to
the formal power series ring K[[x1, . . . , xn]] in n variables over K. The natural ring

homomorphism OX,a → ̂OX,a defines a morphism ( ̂X, a) → (X, a) in the category
of schemes from the formal neighbourhood to the germ of X at a. A formal subva-

riety (̂Y , a) of ( ̂X, a), also called a formal local subvariety of X at a, is (the scheme

defined by) a factor ring ̂OX,a/I for an ideal I of ̂OX,a.

As mX,a/m
2
X,a � m̂X,a/m̂

2
X,a, one defines the tangent space Ta( ̂X, a) of the

formal germ as the tangent space Ta(X) of the variety at a.

A map f : ( ̂X, a) → (̂Y , b) between two formal germs is defined as a local

algebra homomorphism αf : ̂OY,b → ̂OX,a. It is also called a formal map between
X and Y at a. It induces in a natural way a linear map, the tangent map, Taf :
TaX → TbY between the tangent spaces.

Two varieties X and Y are formally isomorphic at points a ∈ X, respectively

b ∈ Y , if the complete local rings ̂OX,a and ̂OY,b are isomorphic. If X ⊂ An and
Y ⊂ An are subvarieties of the same affine space An over K, and a = b = 0,
this is equivalent to saying that there is a local algebra automorphism of OAn,0 �
K[[x1, . . . , xn]] sending the completed ideals ̂I and ̂J of X and Y onto each other.
Such an automorphism is also called a formal coordinate change of An at 0. It is
given by a vector of n formal power series without constant term whose Jacobian
matrix of partial derivatives is invertible when evaluated at 0.

Remark 2.28. The inverse function theorem does not hold for algebraic vari-
eties and regular maps between them, but it holds in the category of formal germs

and formal maps: A formal map f : ( ̂X, a) → (̂Y , b) is an isomorphism if and only
if its tangent map Taf : TaX → TbY is a linear isomorphism.

Definition 2.29. A morphism f : X → Y between varieties is called étale

if for all a ∈ X the induced maps of formal germs f : ( ̂X, a) → (̂Y , f(a)) are
isomorphisms, or, equivalently, if all tangent maps Taf of f are isomorphisms,
[Har77], Chap. III, Ex. 10.3 and 10.4, p. 275.
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Definition 2.30. A morphism f : X → Y between varieties is called smooth

if for all a ∈ X the induced maps of formal germs f : ( ̂X, a) → (̂Y , f(a)) are
submersions, i.e., if the tangent maps Taf of f are surjective, [Har77], Chap. III,
Prop. 10.4, p. 270.

Remark 2.31. The category of formal germs and formal maps admits the usual
concepts and constructions as e.g. the decomposition of a variety in irreducible
components, intersections of germs, inverse images, or fibre products. Similarly,
when working of R, C or any complete valued field K, one can develop, based on
rings of convergent power series, the category of analytic varieties and analytic
spaces, respectively of their germs, and analytic maps between them [dJP00].

Examples

Example 2.32. Compare the algebraic varieties X satisfying (X, a) � (Ad, 0)
for all points a ∈ X (where � stands for biregularly isomorphic germs) with those

where the isomorphism is just formal, ( ̂X, a) � (̂Ad, 0). Varieties with the first
property are called plain, cf. Def. 3.11.

Example 2.33. It can be shown that any complex regular (Def. 3.4) and ra-
tional surface (i.e., a surface which is birationally isomorphic to the affine plane
A2 over C) is plain, [BHSV08] Prop. 3.2. Show directly that X defined in A3 by
x − (x2 + z2)y = 0 is plain by exhibiting a local isomorphism (i.e., isomorphism
of germs) of X at 0 with A2 at 0. Is there an algorithm to construct such a local
isomorphism for any complex regular and rational surface?

Example 2.34. � Let X be an algebraic variety and a ∈ X be a point. What
is the difference between the concept of regular system of parameters (Def. 3.2) in

OX,a and ̂OX,a?

Example 2.35. The formal neighbourhood (̂An, a) of affine space An at a

point a = (a1, . . . , an) is given by the formal power series ring ̂OAn,a � K[[x1 −
a1, . . . , xn − an]]. If X ⊂ An is an affine algebraic variety defined by the ideal

I of K[x1, . . . , xn], the formal neighbourhood ( ̂X, a) is given by the factor ring
̂OX,a = ̂OAn,a/̂I � K[[x1 − a1, . . . , xn − an]]/̂I, where ̂I = I · ̂OAn,a denotes the

extension of I to ̂OAn,a.

Example 2.36. The map f : A1 → A2 given by t �→ (t2, t3) is a regular
morphism which induces a birational isomorphism onto the curve X in A2 defined
by x3 = y2. The inverse (x, y) �→ y/x is a rational map on X and regular on X\{0}.

Example 2.37. The map f : A1 → A2 given by t �→ (t2 − 1, t(t2 − 1)) is a
regular morphism which induces a birational isomorphism onto the curve X in A2

defined by x2 + x3 = y2. The inverse (x, y) �→ y/x is a rational map on X and
regular on X \ {0}. The germ (X, 0) of X at 0 is not isomorphic to the germ (Y, 0)
of the union Y of the two diagonals in A2 defined by x2 = y2. The formal germs

( ̂X, 0) and (̂Y , 0) are isomorphic via the map (x, y) �→ (x
√
1 + x, y).

Example 2.38.� The map f : A2 → A2 given by (x, y) �→ (xy, y) is a birational
morphism with inverse the rational map (x, y) �→ (xy , y). The inverse defines a

regular morphism outside the x-axis.
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Example 2.39. The maps ϕij : A
n+1 → An+1 given by

(x0, . . . , xn) �→ (
x0

xj
, . . . ,

xi−1

xj
, 1,

xi+1

xj
, . . . ,

xn

xj
).

are birational maps for each i, j = 0, . . . , n. They are the transition maps between
the affine charts Uj = Pn \ V (xj) � An of projective space Pn.

Example 2.40. � The maps ϕij : A
n → An given by

(x1, . . . , xn) �→
(x1

xj
, . . . ,

xi−1

xj
,
1

xj
,
xi+1

xj
, . . . ,

xj−1

xj
, xixj ,

xj+1

xj
, . . . ,

xn

xj

)

are birational maps for i, j = 1, . . . , n. They are the transition maps between the

affine charts of the blowup ˜An ⊂ An × Pn−1 of An at the origin (cf. Lecture IV) .

Example 2.41. � Assume that the characteristic of the ground field is different
from 2. The elliptic curve X defined in A2 by y2 = x3−x is formally isomorphic at

each point a ofX to (̂A1, 0), whereas the germs (X, a) are not biregularly isomorphic
to (A1, 0).

Example 2.42. � The projection (x, y) �→ x from the hyperbola X defined in
A2 by xy = 1 to the x-axis A1 = A1 × {0} ⊂ A2 has open image A1 \ {0}. In
particular, it is not proper.

Example 2.43. � The curves X and Y defined in A2 by x3 = y2, respectively
x5 = y2 are not formally isomorphic to each other at 0, whereas the curve Z defined
in A2 by x3 + x5 = y2 is formally isomorphic to X at 0.

3. Lecture III: Singularities

Let X be an affine algebraic variety defined over a field K. Analog concepts to the
ones given below can be defined for abstract varieties and schemes.

Definition 3.1. A noetherian local ring R with maximal ideal m is called a
regular ring if m can be generated by n elements, where n is the Krull dimension
of R. The number n is then given as the vector space dimension of m/m2 over the
residue field R/m. A noetherian local ring R is regular if and only if its completion
̂R is regular, [AM69] p. 123.

Definition 3.2. LetR be a noetherian regular local ring with maximal idealm.
A minimal set of generators x1, . . . , xn of m is called a regular system of parameters
or local coordinate system of R.

Remark 3.3. A regular system of parameters of a local ring R is also a regular

system of parameters of its completion ̂R, but not conversely, cf. Ex. 3.27.

Definition 3.4. A point a of X is a regular or non-singular point of X if the
local ring OX,a of X at a is a regular ring. Equivalently, the mX,a-adic comple-

tion ̂OX,a of OX,a is isomorphic to the completion ̂OAd,0 � K[[x1, . . . , xd]] of the

local ring of some affine space Ad at 0. Otherwise a is called a singular point or
a singularity of X. The set of singular points of X is denoted by Sing(X), its
complement by Reg(X). The variety X is regular or non-singular if all its points
are regular. Over perfect fields regular varieties are the same as smooth varieties,
[Cut04, Liu02].
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Proposition 3.5. A subvariety X of a regular variety W is regular at a if and
only if there are local coordinates x1, . . . , xn of W at a so that X can be defined
locally at a by x1 = · · · = xk = 0 where k is the codimension of X in W at a.

Proof. [dJP00], Cor. 4.3.20, p. 155. �
Remark 3.6. Affine and projective space are regular at each of their points.

The germ of a variety at a regular point need not be biregularly isomorphic to the
germ of an affine space at 0. However, it is formally isomorphic, i.e., after passage
to the formal germ, cf. Ex. 3.28.

Proposition 3.7. Assume that the field K is perfect. Let X be a hypersurface
defined in a regular variety W by the square-free equation f = 0. The point a ∈ X
is singular if and only if all partial derivatives ∂x1

f, . . . , ∂xn
f of vanish at a.

Proof. [Zar47], Thm. 7, [Har77] I.5, [dJP00] 4.3. �
Definition 3.8. The characterization of singularities by the vanishing of the

partial derivatives as in Prop. 3.7 is known as the Jacobian criterion for smoothness.

Remark 3.9. A similar statement holds for irreducible varieties which are
not hypersurfaces, using instead of the partial derivatives the k × k-minors of the
Jacobian matrix of a system of equations of X in W , with k the codimension of
X in W at a [dJP00], [Cut04] pp. 7-8, [Liu02] pp. 128 and 142. The choice of the
system of defining polynomials of the variety is significant: The ideal generated by
them has to be radical, otherwise the concept of singularity has to be developed
scheme-theoretically, allowing non-reduced schemes. Over non-perfect fields, the
criterion of the proposition does not hold [Zar47].

Corollary 3.10. The singular locus Sing(X) of X is closed in X.

Definition 3.11. A point a of X is a plain point of X if the local ring OX,a

is isomorphic to the local ring OAd,0 � K[x1, . . . , xd](x1,...,xd) of some affine space

Ad at 0 (with d the dimension of X at a). Equivalently, there exists an open
neighbourhood U of a in X which is biregularly isomorphic to an open subset V of
some affine space Ad. The variety X is plain if all its points are plain.

Theorem 3.12 (Bodnár-Hauser-Schicho-Villamayor). The blowup of a plain
variety defined over an infinite field along a regular center is again plain.

Proof. [BHSV08], Thm. 4.3. �
Definition 3.13. An irreducible variety X is rational if it has a dense open

subset U which is biregularly isomorphic to a dense open subset V of some affine
space Ad. Equivalently, the function field K(X) = Quot(K[X]) is isomorphic to the
field of rational functions K(x1, . . . , xd) of A

d.

Remark 3.14. A plain complex variety is smooth and rational. The converse
is true for curves and surfaces, and unknown in arbitrary dimension [BHSV08].

Definition 3.15. A point a is a normal crossings point of X if the formal

neighbourhood ( ̂X, a) is isomorphic to the formal neighbourhood (̂Y , 0) of a union
Y of coordinate subspaces of An at 0. The point a is a simple normal crossings
point of X if it is a normal crossings point and all components of X passing through
a are regular at a. The variety X has normal crossings, respectively simple normal
crossings, if the property holds at all of its points.
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Remark 3.16. In the case of schemes, a normal crossings scheme may be
non-reduced in which case the components of the scheme Y are equipped with mul-
tiplicities. Equivalently, Y is defined locally at 0 in An up to a formal isomorphism
by a monomial ideal of K[x1, . . . , xn].

Proposition 3.17. A point a is a normal crossings point of a subvariety X of a
regular ambient variety W if and only if there exists a regular system of parameters
x1, . . . , xn of OW,a so that the germ (X, a) is defined in (W,a) by a radical monomial
ideal in x1, . . . , xn. This is equivalent to saying that each component of (X, a) is
defined by a subset of the coordinates.

Remark 3.18. In the case of schemes, the monomial ideal need not be radical.

Definition 3.19. Two subvarieties X and Y of a regular ambient variety W
meet transversally at a point a of W if they are regular at a and if the union X ∪Y
has normal crossings at a.

Remark 3.20. The definition differs from the corresponding notion in differ-
ential geometry, where it is required that the tangent spaces of the two varieties
at intersection points sum up to the tangent space of the ambient variety at the
respective point. In the present text, an inclusion Y ⊂ X of two regular varieties is
considered as being transversal, and also any two coordinate subspaces in An meet
transversally. In the case of schemes, the union X ∪ Y has to be defined by the
product of the defining ideals, not their intersection.

Definition 3.21. A variety X is a cartesian product, if there exist positive
dimensional varieties Y and Z such that X is biregularly isomorphic to Y × Z.

Analogous definitions hold for germs (X, a) and formal germs ( ̂X, a) (the cartesian
product of formal germs has to be taken in the category of complete local rings).

Definition 3.22. A varietyX is (formally) a cylinder over a subvariety Z ⊂ X

at a point a of Z if the formal neighborhood ( ̂X, a) is isomorphic to a cartesian

product (̂Y , a) × ( ̂Z, a) for some (positive-dimensional) subvariety Y of X which
is regular at a. One also says that X is trivial or a cylinder along Y at a with
transversal section Z.

Definition 3.23. Let X and F be varieties, and let 0 be a distinguished point

on F . The set S of points a ofX where the formal neighborhood ( ̂X, a) is isomorphic

to ( ̂F, 0) is called the triviality locus of X of singularity type ( ̂F, 0).

Theorem 3.24 (Ephraim, Hauser-Müller). For any complex variety F and

point 0 on F , the triviality locus S of X of singularity type ( ̂F, 0) is locally closed
and regular in X, and X is a cylinder along S. Any subvariety Z of X such that

( ̂X, a) � (̂S, a)× ( ̂Z, a) is unique up to formal isomorphism at a.

Proof. [Eph78], Thm. 2.1, [HM89], Thm. 1. �
Corollary 3.25. The singular locus Sing(X) and the non-normal crossings

locus of a variety X are closed subvarieties.

Proof. [Mum99], III.4, Prop. 3, p. 170, [Bod04]. �
Theorem 3.26 (Hauser-Müller). Let X, Y and Z be complex varieties with

points a, b and c on them, respectively. The formal germs of X × Z at (a, c) and

Y × Z at (b, c) are isomorphic if and only if ( ̂X, a) and (̂Y , b) are isomorphic.
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Proof. [HM90], Thm. 1. �

Examples

Example 3.27.� The element x
√
1 + x is a regular parameter of the completion

K[[x]] of the local ring K[x](x) which does not stem from a regular parameter of
K[x](x).

Example 3.28. � The elements y2 − x3 − x and y form a regular parameter
system of OA2,0 but the zeroset X of y2 = x3 − x is not locally at 0 isomorphic to

A1. However, ( ̂X, 0) is formally isomorphic to (̂A1, 0).

Example 3.29. The set of plain points of a variety X is Zariski open (cf.
Def. 3.11).

Example 3.30. Let X be the plane cubic curve defined by x3 + x2 − y2 = 0
in A2. The origin 0 ∈ X is a normal crossings point, but X is not locally at 0
biregularly isomorphic to the union of the two diagonals of A2 defined by x = ±y.

Example 3.31. � Let X be the complex surface in A3
C
defined by x2− y2z = 0,

the Whitney umbrella or pinch point singularity. The singular locus is the z-axis.
The origin is not a normal crossings point of X. For a �= 0 a point on the z-axis,
a is a normal crossings point but not a simple normal crossings point of X. The
formal neighbourhoods of X at points a �= 0 on the z-axis are isomorphic to each
other, since they are isomorphic to the formal neighbourhood at 0 of the union of
two transversal planes in A3.

Example 3.32. Prove that the non-normal crossings locus of a variety is closed.
Try to find equations for it [Bod04].

Example 3.33.+ Find a local invariant that measures reasonably the distance
of a point a of X from being a normal crossings point.

Example 3.34. � Do the varieties defined by the following equations have nor-
mal crossings, respectively simple normal crossings, at the origin? Vary the ground
field.

(a) x2 + y2 = 0,
(b) x2 − y2 = 0,
(c) x2 + y2 + z2 = 0,
(d) x2 + y2 + z2 + w2 = 0,
(e) xy(x− y) = 0,
(f) xy(x2 − y) = 0,
(g) (x− y)z(z − x) = 0.

Example 3.35. � Visualize the zeroset of (x− y2)(x− z)z = 0 in A3
R
.

Example 3.36. + Formulate and then prove the theorem of local analytic
triviality in positive characteristic, cf. Thm. 1 of [HM89].

Example 3.37. Find a coordinate free description of normal crossings singu-
larities. Find an algorithm that tests for normal crossings [Fab11, Fab12].

Example 3.38. � The singular locus of a cartesian product X ×Y is the union
of Sing(X)× Y and X × Sing(Y ).
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Example 3.39.� Call a finite union X =
⋃

Xi of regular varieties mikado if all
possible intersections of the components Xi are (scheme-theoretically) regular. The
intersections are defined by the sums of the ideals, not taking their radical. Find
the simplest example of a variety which is not mikado but for which all pairwise
intersections are non-singular.

Example 3.40. Interpret the family given by taking the germs of a variety
X at varying points a ∈ X as the germs of the fibers of a morphism of varieties,
equipped with a section.

4. Lecture IV: Blowups

Blowups, also known as monoidal transformations, can be introduced in several
ways. The respective equivalences will be proven in the second half of this section.
All varietes are reduced but not necessarily irreducible, and subvarieties are closed
if not mentioned differently. Schemes will be noetherian but not necessarily of finite
type over a field. To ease the exposition they are often assumed to be affine, i.e.,
of the form X = Spec(R) for some ring R. Points of varieties are closed, points
of schemes can also be non-closed. The coordinate ring of an affine variety X is
denoted by K[X] and the structure sheaf of a scheme X by OX , with local rings
OX,a at points a ∈ X.

References providing additional material on blowups are, among many others,
[Hir64], Chap. III, and [EH00], Chap. IV.2.

Definition 4.1. A subvariety Z of a variety X is called a hypersurface in X
if the codimension of Z in X at any point a of Z is 1,

dima Z = dima X − 1.

Remark 4.2. In the case where X is non-singular and irreducible, a hyper-
surface is locally defined at any point a by a single non-trivial equation, i.e., an
equation given by a non-zero and non-invertible element h of OX,a. This need not
be the case for singular varieties, see Ex. 4.21. Hypersurfaces are a particular case
of effective Weil divisors [Har77] Chap. II, Rmk. 6.17.1, p. 145.

Definition 4.3. A subvariety Z of an irreducible variety X is called a Cartier
divisor in X at a point a ∈ Z if Z can be defined locally at a by a single equation
h = 0 for some non-zero element h ∈ OX,a. If X is not assumed to be irreducible, h
is required to be a non-zero divisor of OX,a. This excludes the possibility that Z is
a component or a union of components of X. The subvariety Z is called a Cartier
divisor in X if it is a Cartier divisor at each of its points. The empty subvariety is
considered as a Cartier divisor. A (non-empty) Cartier divisor is a hypersurface in
X, but not conversely, and its complement X \ Z is dense in X. Cartier divisors
are, in a certain sense, the largest closed and properly contained subvarieties of X.
If Z is Cartier in X, the ideal I defining Z in X is called locally principal [Har77]
Chap. II, Prop. 6.13, p. 144, [EH00] III.2.5, p. 117.

Definition 4.4. (Blowup via universal property) Let Z be a (closed) subvariety

of a variety X. A variety ˜X together with a morphism π : ˜X → X is called a blowup
of X with center Z of X, or a blowup of X along Z, if the inverse image E = π−1(Z)

of Z is a Cartier divisor in ˜X and π is universal with respect to this property: For
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any morphism τ : X ′ → X such that τ−1(Z) is a Cartier divisor in X ′, there exists

a unique morphism σ : X ′ → ˜X so that τ factors through σ, say τ = π ◦ σ,

X ′ ∃1 σ
������

τ

���
��

��
��

��
�

˜X

π

��

X

The morphism π is also called the blowup map. The subvariety E of ˜X is a Cartier
divisor, in particular a hypersurface, and called the exceptional divisor or excep-
tional locus of the blowup. One says that π contracts E to Z.

Remark 4.5. By the universal property, a blowup of X along Z, if it exists,
is unique up to unique isomorphism. It is therefore called the blowup of X along

Z. If Z is already a Cartier divisor in X, then ˜X = X and π is the identity by the
universal property. In particular, this is the case when X is non-singular and Z is
a hypersurface in X.

Definition 4.6. The Rees algebra of an ideal I of a commutative ring R is the
graded R-algebra

Rees(I) =

∞
⊕

i=0

Ii =

∞
⊕

i=0

Ii · ti ⊂ R[t],

where Ii denotes the i-fold power of I, with I0 set equal to R. The variable t is

given degree 1 so that the elements of Ii · ti have degree i. Write ˜R for Rees(I)
when I is clear from the context. The Rees algebra of I is generated by elements

of degree 1, and R embeds naturally into ˜R by sending an element g of R to the
degree 0 element g · t0. If I is finitely generated by elements g1, . . . , gk ∈ R, then
˜R = R[g1t, . . . , gkt]. The Rees algebras of the zero-ideal I = 0 and of the whole ring
I = R equal R, respectively R[t]. If I is a principal ideal generated by a non-zero

divisor of R, the schemes Proj( ˜R) and Spec(R) are isomorphic. The Rees algebras
of an ideal I and its k-th power Ik are isomorphic as graded R-algebras, for any
k ≥ 1.

Definition 4.7 (Blowup via Rees algebra). Let X = Spec(R) be an affine
scheme and let Z = Spec(R/I) be a closed subscheme of X defined by an ideal

I of R. Denote by ˜R = Rees(I) the Rees algebra of I over R, equipped with the

induced grading. The blowup of X along Z is the scheme ˜X = Proj( ˜R) together

with the morphism π : ˜X → X given by the natural ring homomorphism R → ˜R.

The subscheme E = π−1(Z) of ˜X is called the exceptional divisor of the blowup.

Definition 4.8 (Blowup via secants). Let W = An be affine space over K

(taken as a variety) and let p be a fixed point of An. Equip An with a vector
space structure by identifying it with its tangent space TpA

n. For a point a ∈ An

different from p, denote by g(a) the secant line in An through p and a, considered
as an element of projective space Pn−1 = P(TpA

n). The morphism

γ : An \ {p} → Pn−1, a �→ g(a),

is well defined. The Zariski closure ˜X of the graph Γ of γ inside An×Pn−1 together

with the restriction π : ˜X → X of the projection map An×Pn−1 → An is the point
blowup of An with center p.
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Definition 4.9 (Blowup via closure of graph). Let X be an affine variety with
coordinate ring K[X] and let Z = V(I) be a subvariety of X defined by an ideal I
of K[X] generated by elements g1, . . . , gk. The morphism

γ : X \ Z → Pk−1, a �→ (g1(a) : · · · : gk(a)),

is well defined. The Zariski closure ˜X of the graph Γ of γ inside X ×Pk−1 together

with the restriction π : ˜X → X of the projection map X ×Pk−1 → X is the blowup
of X along Z. It does not depend, up to isomorphism over X, on the choice of the
generators gi of I.

Definition 4.10 (Blowup via equations). Let X be an affine variety with
coordinate ring K[X] and let Z = V(I) be a subvariety of X defined by an ideal
I of K[X] generated by elements g1, . . . , gk. Assume that g1, . . . , gk form a regular
sequence in K[X]. Let (u1 : . . . : uk) be projective coordinates on Pk−1. The

subvariety ˜X of X × Pk−1 defined by the equations

ui · gj − uj · gi = 0, i, j = 1, . . . , k,

together with the restriction π : ˜X → X of the projection map X × Pk−1 → X is
the blowup of X along Z. It does not depend, up to isomorphism over X, on the
choice of the generators gi of I.

Remark 4.11. This is a special case of the preceding definition of blowup as
the closure of a graph. If g1, . . . , gk do not form a regular sequence, the subvariety
˜X of X × Pk−1 may require more equations, see Ex. 4.43.

Definition 4.12 (Blowup via affine charts). Let W = An be affine space over
K with chosen coordinates x1, . . . , xn. Let Z ⊂ W be a coordinate subspace defined
by equations xj = 0 for j in some subset J ⊂ {1, . . . n}. Set Uj = An for j ∈ J ,
and glue two affine charts Uj and U� via the transition maps

xi �→ xi/xj , if i ∈ J \ {j, },
xj �→ 1/x�,

x� �→ xjx�,

xi �→ xi, if i �∈ J.

This yields a variety ˜W . Define a morphism π : ˜W → W by the chart expressions
πj : A

n → An for j ∈ J as follows,

xi �→ xi, if i �∈ J \ {j},
xi �→ xixj , if i ∈ J \ {j}.

The variety ˜W together with the morphism π : ˜W → W is the blowup of W = An

along Z. The map πj : A
n → An is called the j-th affine chart of the blowup map,

or the xj-chart. The maps πj depend on the choice of coordinates in An, whereas

the blowup map π : ˜W → W only depends on W and Z.

Definition 4.13 (Blowup via ring extensions). Let I be a non-zero ideal in a
noetherian integral domain R, generated by non-zero elements g1, . . . , gk of R. The
blowup of R in I is given by the ring extensions

R ↪→ Rj = R

[

g1
gj

, . . . ,
gk
gj

]

, j = 1, . . . , k,
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inside the rings Rgj = R[ 1
gj
], where the rings Rj are glued pairwise via the natural

inclusions Rgj , Rg� ⊂ Rgjg� , for j,  = 1, . . . , k. The blowup does not depend, up to
isomorphism over X, on the choice of the generators gi of I.

Remark 4.14. The seven concepts of blowup given in the preceding definitions
are all essentially equivalent. It will be convenient to prove the equivalence in the
language of schemes, though the substance of the proofs is inherent to varieties.

Definition 4.15 (Local blowup via germs). Let π : X ′ → X be the blowup
of X along Z, and let a′ be a point of X ′ mapping to the point a ∈ X. The local
blowup of X along Z at a′ is the morphism of germs π : (X ′, a′) → (X, a). It is given
by the dual homomorphism of local rings π∗ : OX,a → OX′,a′ . This terminology is
also used for the completions of the local rings giving rise to a morphism of formal

neighborhoods π : ( ̂X ′, a′) → ( ̂X, a) with dual homomorphism π∗ : ̂OX,a → ̂OX′,a′ .

Definition 4.16 (Local blowup via localizations of rings). Let R = (R,m) be

a local ring and let I be an ideal of R with Rees algebra ˜R =
⊕∞

i=0 I
i. Any non-zero

element g of I defines a homogeneous element of degree 1 in ˜R, also denoted by g.

The ring of quotients ˜Rg inherits from ˜R the structure of a graded ring. The set of

degree 0 elements of ˜Rg forms a ring, denoted by R[Ig−1], and consists of fractions
f/g� with f ∈ I� and  ∈ N. The localization R[Ig−1]p of R[Ig−1] at any prime
ideal p of R[Ig−1] containing the maximal ideal m of R together with the natural
ring homomorphism α : R → R[Ig−1]p is called the local blowup of R with center I
associated to g and p.

Remark 4.17. The same definition can be made for non-local rings R, giving
rise to a local blowup Rq → Rq[Ig

−1]p with respect to the localization Rq of R at
the prime ideal q = p ∩R of R.

Theorem 4.18. Let X = Spec(R) be an affine scheme and Z a closed sub-

scheme defined by an ideal I of R. The blowup π : ˜X → X of X along Z when

defined as Proj( ˜R) of the Rees algebra ˜R of I satisfies the universal property of
blowups.

Proof. (a) It suffices to prove the universal property on the affine charts of

an open covering of Proj( ˜R), since on overlaps the local patches will agree by their
uniqueness. This in turn reduces the proof to the local situation.

(b) Let β : R → S be a homomorphism of local rings such that β(I) · S is
a principal ideal of S generated by a non-zero divisor, for some ideal I of R. It
suffices to show that there is a unique homomorphism of local rings γ : R′ → S
such that R′ equals a localization R′ = R[Ig−1]p for some non-zero element g of I
and a prime ideal p of R[Ig−1] containing the maximal ideal of R, and such that
the diagram

R

β

��

α �� R′

γ
����
��
��
��

S
commutes, where α : R → R′ denotes the local blowup of R with center I specified
by the choice of g and p. The proof of the local statement goes in two steps.

(c) There exists an element f ∈ I such that β(f) generates β(I) · S: Let h ∈ S
be a non-zero divisor generating β(I) · S. Write h =

∑n
i=1 β(fi)si with elements
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f1, . . . , fn ∈ I and s1, . . . , sn ∈ S. Write β(fi) = tih with elements ti ∈ S. Thus,
h =

(
∑n

i=1 siti
)

h. Since h is a non-zero divisor, the sum
∑n

i=1 siti equals 1. In
particular, there is an index i for which ti does not belong to the maximal ideal of
S. This implies that this ti is invertible in S, so that h = t−1

i β(fi). In particular,
for this i, the element β(fi) generates β(I) · S.

(d) Let f ∈ I be as in (c). By assumption, the image β(f) is a non-zero
divisor in S. For every  ≥ 0 and every h� ∈ I�, there is an element a� ∈ S
such that β(h�) = a�β(f)

�. Since β(f) is a non-zero divisor, a� is unique with
this property. For an arbitrary element

∑n
�=0 h�/g

� of R[Ig−1] with h� ∈ I� set

δ(
∑n

�=0 h�/g
�) =

∑n
�=0 a�. This defines a ring homomorphism δ : R[Ig−1] → S that

restricts to β on R. By definition, δ is unique with this property. Let p ⊂ R[Ig−1] be
the inverse image under δ of the maximal ideal of S. This is a prime ideal of R[Ig−1]
which contains the maximal ideal of R. By the universal property of localization,
δ induces a homomorphism of local rings γ : R[Ig−1]p → S that restricts to β on
R, i.e., satisfies γ ◦ α = β. By construction, γ is unique. �

Theorem 4.19. Let X = Spec(R) be an affine scheme and let Z be a closed

subscheme defined by an ideal I of R. The blowup of X along Z defined by Proj( ˜R)
can be covered by affine charts as described in Def. 4.10.

Proof. For g ∈ I denote by R[Ig−1] ⊂ Rg the subring of the ring of quo-
tients Rg generated by homogeneous elements of degree 0 of the form h/g� with

h ∈ I� and  ∈ N. This gives an injective ring homomorphism R[Ig−1] → ˜Rg.

Let now g1, . . . , gk be generators of I. Then X = Proj( ˜R) is covered by the prin-
cipal open sets Spec(R[Ig−1

i ]) = Spec(R[g1/gi, . . . , gk/gi]). The chart expression

Spec(R[g1/gi, . . . , gk/gi]) → Spec(R) of the blowup map π : ˜X → X follows now
by computation. �

Theorem 4.20. Let X be an affine variety with coordinate ring R = K[X] and
let Z be a closed subvariety defined by the ideal I of R with generators g1, . . . , gk.

The blowup of X along Z defined by Proj( ˜R) of the Rees algebra ˜R of R equals the
closure of the graph Γ of γ : X \ Z → Pk−1, a �→ (g1(a) : · · · : gk(a)). If g1, . . . , gk
form a regular sequence, the closure is defined as a subvariety of X × Pk−1 by
equations as indicated in Def. 4.10.

Proof. (a) Let Uj ⊂ Pk−1 be the affine chart given by uj �= 0, with isomor-
phism Uj � Ak−1, (u1 : . . . : uk) �→ (u1/uj , . . . , uk/uj). The j-th chart expres-
sion of γ equals a �→ (g1(a)/gj(a), . . . , gk(a)/gj(a)) and is defined on the principal
open set gj �= 0 of X. The closure of the graph of γ in Uj is therefore given
by Spec(R[g1/gi, . . . , gk/gi]). The preceding theorem then establishes the required
equality.

(b) If g1, . . . , gk form a regular sequence, their only linear relations over R are
the trivial ones, so that

R[Ig−1
i ] = R[g1/gi, . . . gk/gi] � R[t1, . . . , tk]/(gitj − gj , j = 1, . . . , k).

The i-th chart expression of π : ˜X → X is then given by the ring inclusion R →
R[t1, . . . , tk]/(gitj − gj , j = 1, . . . , k). �

Examples
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Example 4.21. For the cone X in A3 of equation x2 + y2 = z2, the line Y in
A3 defined by x = y − z = 0 is a hypersurface of X at each point. It is a Cartier
divisor at any point a ∈ Y \ {0} but it is not a Cartier divisor at 0. The double
line Y ′ in A3 defined by x2 = y − z = 0 is a Cartier divisor of X since it can be
defined in X by y − z = 0. The subvariety Y ′′ in A3 consisting of the two lines
defined by x = y2 − z2 = 0 is a Cartier divisor of X since it can be defined in X by
x = 0.

Example 4.22. For the surfaceX : x2y−z2 = 0 in A3, the subvariety Y defined
by y2 − xz = x3 − yz = 0 is the singular curve parametrized by t �→ (t3, t4, t5).
It is everywhere a Cartier divisor except at 0: there, the local ring of Y in X
is K[x, y, z](x,y,z)/(x

2y − z2, y2 − xz, x3 − yz), which defines a singular cubic. It
is of codimension 1 in X but not a complete intersection (i.e., cannot be defined
in A3, as the codimension would suggest, by two but only by three equations).
Thus it is not a Cartier divisor. At any other point a = (t3, t4, t5), t �= 0 of Y ,
one has OY,a = S/(x2y − z2, y2/x − z, x3 − yz) = S/(x2y − z2, y2/x − z) with
S = K[x, y, z](x−t3,y−t4,z−t5) the localization of K[x, y, z] at a. Hence Y is a Cartier
divisor there.

Example 4.23. Let Z be one of the axes of the cross X : xy = 0 in A2, e.g.
the x-axis. At any point a on the y-axis except the origin, Z is Cartier: one has
OX,a = K[x, y](x,y−a)/(xy) = K[x, y](x,y−a)/(x) and the element h = y defining Z is

a unit in this local ring. At the origin 0 of A2 the local ring of X is K[x, y](x,y)/(xy)
and Z is locally defined by h = y which is a zero-divisor in OX,0. Thus Z is not
Cartier in X at 0.

Example 4.24. Let Z be the origin of X = A2. Then Z is not a hypersurface
and hence not Cartier in X.

Example 4.25. � The (reduced) origin Z = {0} in X = V (xy, x2) ⊂ A2 is not
a Cartier divisor in X.

Example 4.26. � Are Z = V (x2) in A1 and Z = V (x2y) in X = A2 Cartier
divisors?

Example 4.27. � Let Z = V (x2, y) be the origin of A2 with non-reduced struc-
ture given by the ideal (x2, y). Then Z is not a Cartier divisor in X = V (xy, x2) ⊂
A2.

Example 4.28. Let X = A1 be the affine line with coordinate ring R = K[x]

and let Z be the origin of A1. The Rees algebra ˜R = K[x, xt] ⊂ K[x, t] with respect
to the ideal defining Z is isomorphic, as a graded ring, to a polynomial ring K[u, v]

in two variables with deg u = 0 and deg v = 1. Therefore, the point blowup ˜X of

X is isomorphic to A1 × P0 = A1, and π : ˜X → X is the identity.
More generally, let X = An be n-dimensional affine space with coordinate ring

R = K[x1, . . . , xn] and let Z ⊂ X be a hypersurface defined by some non-zero

g ∈ K[x1, . . . , xn]. The Rees algebra ˜R = K[x1, . . . , xn, gt] ⊂ K[x1, . . . , xn, t] with
respect the ideal defining Z is isomorphic, as a graded ring, to a polynomial ring
K[u1, . . . , un, v] in n + 1 variables with deg ui = 0 and deg v = 1. Therefore the

blowup ˜X of X along Z is isomorphic to An × P0 = An, and π : ˜X → X is the
identity.
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Example 4.29. Let X = Spec(R) be an affine scheme and Z ⊂ X be defined

by some non-zero-divisor g ⊂ R. The Rees algebra ˜R = R[gt] ⊂ R[t] with respect
to the ideal defining Z is isomorphic, as a graded ring, to R[v] with deg r = 0 for

r ∈ R and deg v = 1. Therefore the blowup ˜X of X along Z is isomorphic to

X × P0 = X, and π : ˜X → X is the identity.

Example 4.30. Take X = V (xy) ⊂ A2 with coordinate ring R = K[x, y]/(xy).
Let Z be defined in X by y = 0. The Rees algebra of R with respect to the ideal

defining Z equals ˜R = R[yt] ∼= K[x, y, u]/(xy, xu) with deg x = deg y = 0 and
deg u = 1.

Example 4.31. Let X = Spec(R) be an affine scheme and let Z ⊂ X be
defined by some zero-divisor g �= 0 in R, say h ·g = 0 for some non-zero h ∈ R. The

Rees algebra ˜R = R[gt] ⊂ R[t] with respect to the ideal defining Z is isomorphic,
as a graded ring, to R[v]/(h · v) with deg r = 0 for r ∈ R and deg v = 1. Therefore,

the blowup ˜X of X along Z equals the closed subvariety of X ×P0 = X defined by

h · v = 0, and π : ˜X → X is the inclusion map.

Example 4.32. Take in the situation of the preceding example X = V (xy) ⊂
A2 and g = y, h = x. Then R = K[x, y]/(xy) and ˜R = R[yt] � K[x, y, u]/(xy, xu)
with deg x = deg y = 0 and deg u = 1.

Example 4.33. Let X = Spec(R) be an affine scheme and let Z ⊂ X be
defined by some nilpotent element g �= 0 in R, say gk = 0 for some k ≥ 1. The

Rees algebra ˜R = R[gt] ⊂ R[t] with respect to the ideal defining Z is isomorphic,
as a graded ring, to R[v]/(vk) with deg r = 0 for r ∈ R and deg v = 1. The blowup
˜X of X is the closed subvariety of X × P0 = X defined by vk = 0.

Example 4.34. Let X = A2 and let Z be defined in X by I = (x, y). The

Rees algebra ˜R = K[x, y, xt, yt] ⊂ K[x, y, t] of R = K[x, y] with respect to the ideal
defining Z is isomorphic, as a graded ring, to the factor ring K[x, y, u, v]/(xv−yu),

with deg x = deg y = 0 and deg v = deg u = 1. It follows that the blowup ˜X of X
along Z embeds naturally as the closed and regular subvariety of A2 × P1 defined

by xv − yu = 0, the morphism π : ˜X → X being given by the restriction to ˜X of
the first projection A2 × P1 → A2.

Example 4.35. Let X = A2 and let Z be defined in X by I = (x, y2). The

Rees algebra ˜R = K[x, y, xt, y2t] ⊂ K[x, y, t] of R = K[x, y] with respect to the ideal
defining Z is isomorphic, as a graded ring, to the factor ring K[x, y, u, v]/(xv−y2u),

with deg x = deg y = 0 and deg u = deg v = 1. It follows that the blowup ˜X of X
along Z embeds naturally as the closed and singular subvariety of A2 × P1 defined

by xv − y2u = 0, the morphism π : ˜X → X being given by the restriction to ˜X of
the first projection A2 × P1 → A2.

Example 4.36. Let X = A3 and let Z be defined in X by I = (xy, z). The

Rees algebra ˜R = K[x, y, z, xyt, zt] ⊂ K[x, y, z, t] of R = K[x, y, z] with respect to
the ideal defining Z is isomorphic, as a graded ring, to K[u, v, w, r, s]/(uvs − wr),
with deg u = deg v = degw = 0 and deg r = deg s = 1. It follows that the blowup
˜X of X along Z embeds naturally as the closed and singular subvariety of A3 × P1

defined by uvs − wr = 0, the morphism π : ˜X → X being given by the restriction

to ˜X of the first projection A3 × P1 → A3.
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Example 4.37. Let X = A1
Z
be the affine line over the integers and let Z be

defined in X by I = (x, p) for a prime p ∈ Z. The Rees algebra ˜R = Z[x, xt, pt] ⊂
Z[x, t] of R = Z[x] with respect to the ideal defining Z is isomorphic, as a graded
ring, to Z[u, v, w]/(xw− pv), with deg u = 0 and deg v = degw = 1. It follows that

the blowup ˜X of X along Z embeds naturally as the closed and regular subvariety

of A1
Z
× P1

Z
defined by xw − pv, the morphism π : ˜X → X being given by the

restriction to ˜X of the first projection A1
Z
× P1

Z
→ A1

Z
.

Example 4.38. � Let X = A2
Z20

be the affine plane over the ring Z20 = Z/20Z,

and let Z be defined in X by I = (x, 2y). The Rees algebra ˜R = Z20[x, y, xt, 2yt] ⊂
Z20[x, y, t] of R = Z20[x] with respect to I is isomorphic, as a graded ring, to
Z20[u, v, w, z]/(xz − 2vw), with deg u = deg v = 0 and degw = deg z = 1.

Example 4.39. Let R = Z6 with Z6 = Z/6Z, and let Z be defined in X by

I = (2). The Rees algebra ˜R = Z6[2t] ⊂ Z6[t] of R with respect to I is isomorphic,
as a graded ring, to Z6 ⊕ u · Z3[u] with deg u = 1.

Example 4.40. Let R = K[[x, y]] be a formal power series ring in two variables
x and y, and let Z be defined in X by I be the ideal generated by ex − 1 and

ln(y + 1). The Rees algebra ˜R of R with respect to I equals R[(ex − 1)t, ln(y +
1)t] = K[[x, y]][(ex − 1)t, ln(y + 1)t] ∼= K[[x, y]][u, v]/(ln(y + 1)u − (ex − 1)v) with
deg u = deg v = 1.

Example 4.41. Let X = An. The point blowup ˜X ⊂ X × Pn−1 of X at the
origin is defined by the ideal (uixj−ujxi, i, j = 1, . . . , n) in K[x1, . . . , xn, u1, . . . , un].
This is a graded ring, where deg xi = 0 and deg ui = 1 for all i = 1, . . . , n. The ring

K[x1, . . . , xn, u1, . . . , un]/(uixj − ujxi, i, j = 1, . . . , n)

is isomorphic, as a graded ring, to ˜R = K[x1, . . . , xn, x1t, . . . , xnt] ⊂ K[x1, . . . , xn, t]

with deg xi = 0, deg t = 1. The ring ˜R is the Rees-algebra of the ideal (x1, . . . , xn)

of K[x1, . . . , xn]. Thus ˜X is isomorphic to Proj
(
⊕

d≥0(x1, . . . , xn)
d
)

.

Example 4.42. Let 1 ≤ k ≤ n. The i-th affine chart of the blowup ˜An of
An in the ideal I = (x1, . . . , xk) is isomorphic to An, for i = 1, . . . , k, via the ring
isomorphism

K[x1, . . . , xn] � K[x1, . . . , xn, t1, . . . ,̂ti, . . . tk]/(xitj − xj , j = 1, . . . , k, j �= i),

where xj �→ tj for j = 1, . . . , k, j �= i, respectively xj �→ xj for j = k+1, . . . , n and
j = i. The inverse map is given by xj �→ xixj for j = 1, . . . , k, j �= i, respectively
xj �→ xj for j = k + 1, . . . , n and j = i, respectively tj �→ xj for j = 1, . . . , k, j �= i.

Example 4.43. Let X = A2 be the affine plane and let g1 = x2, g2 = xy, g3 =
y3 generate the ideal I ⊂ K[x, y]. The gi do not form a regular sequence. The
subvariety of A2 × P2 defined by the equations giuj − gjui = 0 is singular, but the
blowup of A2 in I is regular.

Example 4.44. Compute the following blowups:
(a) A2 in the center (x, y)(x, y2),
(b) A3 in the centers (x, yz) and (x, yz)(x, y)(x, z),
(c) A3 in the center (x2 + y2 − 1, z).
(d) The plane curve x2 = y in the origin.
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Use affine charts and ring extensions to determine at which points the resulting
varieties are regular or singular.

Example 4.45. Blow up A3 in 0 and compute the inverse image of x2+y2 = z2.

Example 4.46. � Blow up A2 in the point (0, 1). What is the inverse image of
the lines x+ y = 0 and x+ y = 1?

Example 4.47. � Compute the two chart transition maps for the blowup of A3

along the z-axis.

Example 4.48. � Blow up the cone X defined by x2 + y2 = z2 in one of its
lines.

Example 4.49. � Blow up A3 in the circle x2 +(y+2)2 − 1 = z = 0 and in the
elliptic curve y2 − x3 − x = z = 0.

Example 4.50. Interpret the blowup of A2 in the ideal (x, y2)(x, y) as a com-
position of blowups in regular centers.

Example 4.51. Show that the blowup of An along a coordinate subspace Z
equals the cartesian product of the point-blowup in a transversal subspace V of An

of complementary dimension (with respect to Z) with the identity map on Z.

Example 4.52. � Show that the ideals (x1, . . . , xn) and (x1, . . . , xn)
m define

the same blowup of An when taken as center.

Example 4.53. Let E be a normal crossings subvariety of An and let Z be a
subvariety of An such that E∪Z also has normal crossings (the union being defined
by the product of ideals). Show that the inverse image of E under the blowup of
An along Z has again normal crossings. Show by an example that the assumption
on Z cannot be dropped in general.

Example 4.54. Draw a real picture of the blowup of A2 at the origin.

Example 4.55. Show that the blowup ˜An of An with center a point is non-
singular.

Example 4.56. Describe the geometric construction via secants of the blowup
˜A3 of A3 with center 0. What is π−1(0)? For a chosen affine chart W ′ of ˜A3,
consider all cylinders Y over a circle in W ′ centered at the origin and parallel to a
coordinate axis. What is the image of Y under π in A3?

Example 4.57. � Compute the blowup of the Whitney umbrella X = V (x2 −
y2z) ⊂ A3 with center one of the three coordinate axes, respectively the origin 0.

Example 4.58. Determine the locus of points of the Whitney umbrella X =
V (x2−y2z) where the singularities are normal crossings, respectively simple normal
crossings. Blow up the complements of these loci and compare with the preceding
example [Kol07] Ex. 3.6.1, p. 123, [BDMVP12] Thm. 3.4.

Example 4.59. Let Z be a regular center in An, with induced blowup π :
˜An → An, and let a′ be a point of ˜An mapping to a point a ∈ Z. Show that it is
possible to choose local formal coordinates at a, i.e., a regular parameter system of
̂OAn,a, so that the center is a coordinate subspace, and so that a′ is the origin of

one of the affine charts of ˜An. Is this also possible with a regular parameter system
of the local ring OAn,a?
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Example 4.60. Let X = V (f) be a hypersurface in An, defined by f ∈
K[x1, . . . , xn], and let Z be a regular closed subvariety which is contained in the

locus S of points of X where f attains its maximal order. Let π : ˜An → An be
the blowup along Z and let Xs = V (fs) be the strict transform of X, defined

as the Zariski closure of π−1(X \ Z) in ˜An. Show that for points a ∈ Z and
a′ ∈ E = π−1(Z) with π(a′) = a the inequality orda′f ′ ≤ ordaf holds. Do the
same for subvarieties of An defined by arbitrary ideals.

Example 4.61. Find an example of a variety X for which the dimension of
the singular locus increases under the blowup of a closed regular center Z that is
contained in the top locus of X [Hau98] Ex. 9.

Example 4.62. Let π : (˜An, a′) → (An, a) be the local blowup of An with
center the point a, considered at a point a′ ∈ E. Let x1, . . . , xn be given local
coordinates at a. Determine the coordinate changes in (An, a) which make the
chart expressions of π monomial (i.e., each component of a chart expression is a
monomial in the coordinates).

Example 4.63. Let x1, . . . , xn be local coordinates at a so that the local blowup

π : (˜An, a′) → (An, a) is monomial with respect to them. Determine the formal

automorphisms of (˜An, a′) which commute with the local blowup.

Example 4.64. � Compute the blowup of X = Spec(Z[x]) in the ideals (x, p)
and (px, pq) where p and q are primes.

Example 4.65. Let R = K[x, y, z] be the polynomial ring in three variables
and let I be the ideal (x, yz) of R. The blowup of R along I corresponds to the
ring extensions:

R ↪→ R
[yz

x

]

∼= K[s, t, u, v]/(sv − tu),

R ↪→ R

[

x

yz

]

∼= K[s, t, u, v]/(s− tuv).

The first ring extension defines a singular variety while the second one defines a
non-singular one. Let W = A3 and Z = V (I) ⊂ W be the affine space and the
subvariety defined by I. The blowup of R along I coincides with the blowup W ′ of
W along Z.

(a) Compute the chart expressions of the blowup maps.
(b) Determine the exceptional divisor.
(c) Apply one more blowup to W ′ to get a non-singular variety W ′′.
(d) Express the composition of the two blowups as a single blowup in a properly

chosen ideal.
(e) Blow up A3 along the three coordinate axes. Show that the resulting variety

is non-singular.
(f) Show the same for the blowup of An along the n coordinate axes.

Example 4.66. The zeroset in A3 of the non-reduced ideal (x, yz)(x, y)(x, z) =
(x3, x2y, x2z, xyz, y2z) is the union of the y- and the z-axis. Taken as center, the
resulting blowup of A3 equals the composition of two blowups: The first blowup has
center the ideal (x, yz) in A3, giving a three-fold W1 in a regular four-dimensional
ambient variety with one singular point of local equation xy = zw. The second
blowup is the point blowup of W1 with center this singular point [Hau00] Prop. 3.5,
[FW11, Lev01].
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Example 4.67. + Consider the blowup ˜An of An in a monomial ideal I of

K[x, . . . , xn]. Show that ˜An may be singular. What types of singularities will

occur? Find a natural saturation procedure I � I so that the blowup of An in I is

regular and equal to a (natural) resolution of the singularities of ˜An [FW11].

Example 4.68. The Nash modification of a subvariety X of An is the closure
of the graph of the map which associates to each non-singular point its tangent
space, taken as an element of the Grassmanian of d-dimensional linear subspaces
of Kn, where d = dim(X). For a hypersurface X defined in An by f = 0, the Nash
modification coincides with the blowup of X in the Jacobian ideal of f generated
by the partial derivatives of f .

5. Lecture V: Properties of Blowup

Proposition 5.1. Let π : ˜X → X be the blowup of X along a subvariety Z,

and let ϕ : Y → X be a morphism, the base change. Denote by p : ˜X ×X Y → Y
the projection from the fibre product to the second factor. Let S = ϕ−1(Z) ⊂ Y

be the inverse image of Z under ϕ, and let ˜Y be the Zariski closure of p−1(Y \ S)
in ˜X ×X Y . The restriction τ : ˜Y → Y of p to ˜Y equals the blowup of Y along S.

F � � ��

��
��

��
��

��
˜Y � � ��

τ

���
��

��
��

��
�

˜X ×X Y
q

��

p

��

˜X

π

��

S � � �� Y
ϕ

�� X

Proof. The assertion is best proven via the universal property of blowups.

To show that F = τ−1(S) is a Cartier divisor in ˜Y , consider the projection q :
˜X ×X Y → ˜X onto the first factor. By the commutativity of the diagram,

F = p−1(S) = p−1 ◦ ϕ−1(Z) = q−1 ◦ π−1(Z) = q−1(E).

As E is a Cartier divisor in ˜X and q is a projection, F is locally defined by a

principal ideal. The associated primes of ˜Y are the associated primes of Y not

containing the ideal of S. Thus, the local defining equation of E in ˜X cannot pull

back to a zero divisor on ˜Y . This proves that F is a Cartier divisor.

To show that τ : ˜Y → Y fulfills the universal property, let ψ : Y ′ → Y be a
morphism such that ψ−1(S) is a Cartier divisor in Y ′. This results in the following
diagram.

˜X

π

��
��

��
��

��

Y ′

ρ
��

σ ��

ψ

��

˜X ×X Y

q

�����������

p

���
��

��
��

��
� X

Y

ϕ

										

Since ψ−1(S) = ψ−1(ϕ−1(Z)) = (ϕ ◦ ψ)−1(Z), there exists by the universal

property of the blowup π : ˜X → X a unique map ρ : Y ′ → ˜X such that ϕ ◦ ψ =
π ◦ ρ. By the universal property of fibre products, there exists a unique map

σ : Y ′ → ˜X ×X Y such that q ◦ σ = ρ and p ◦ σ = ψ.
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It remains to show that σ(Y ′) lies in ˜Y ⊂ ˜X ×X Y . Since ψ−1(S) is a Cartier
divisor in Y ′, its complement Y ′ \ ψ−1(S) is dense in Y ′. From

Y ′ \ ψ−1(S) = ψ−1(Y \ S) = (p ◦ σ)−1(Y \ S) = σ−1(p−1(Y \ S))
follows that σ(Y ′ \ ψ−1(S)) ⊂ p−1(Y \ S). But ˜Y is the closure of p−1(Y \ S) in
˜X ×X Y , so that σ(Y ′) ⊂ ˜Y as required. �

Corollary 5.2. (a) Let π : X ′ → X be the blowup of X along a subvariety Z,
and let Y be a closed subvariety ofX. Denote by Y ′ the Zariski closure of π−1(Y \Z)
inX ′, i.e., the strict transform of Y under π, cf. Def. 6.2. The restriction τ : Y ′ → Y
of π to Y ′ is the blowup of Y along Y ∩ Z. In particular, if Z ⊂ Y , then τ is the

blowup ˜Y of Y along Z.
(b) Let U ⊂ X be an open subvariety, and let Z ⊂ X be a closed subvariety,

so that U ∩ Z is closed in U . Let π : X ′ → X be the blowup of X along Z. The
blowup of U along U ∩ Z equals the restriction of π to U ′ = π−1(U).

(c) Let a ∈ X be a point. Write (X, a) for the germ of X at a, and ( ̂X, a) for
the formal neighbourhood. There are natural maps

(X, a) → X and ( ̂X, a) → X

corresponding to the localization and completion homomorphisms OX → OX,a →
̂OX,a. Take a point a

′ above a in the blowupX ′ ofX along a subvariety Z containing
a. This gives local blowups of germs and formal neighborhoods

πa′ : (X ′, a′) → (X, a), π̂a′ : ( ̂X ′, a′) → ( ̂X, a).

The blowup of a local ring is not local in general; to get a local blowup one needs
to localize also on X ′.

(d) If X1 → X is an isomorphism between varieties sending a subvariety Z1 to
Z, the blowup X ′

1 of X1 along Z1 is canonically isomorphic to the blowup X ′ of X
along Z. This also holds for local isomorphisms.

(e) If X = Z × Y is a cartesian product of two varieties, and a is a given point
of Y , the blowup π : X ′ → X of X along Z × {a} is isomorphic to the cartesian
product IdZ × τ : Z×Y ′ → Z×Y of the identity on Z with the blowup τ : Y ′ → Y
of Y in a.

Proposition 5.3. Let π : X ′ → X be the blowup of X along a regular subva-
riety Z with exceptional divisor E. Let Y be a subvariety of X, and Y ∗ = π−1(Y )
its preimage under π. Let Y ′ be the Zariski closure of π−1(Y \ Z) in X ′. If Y is
transversal to Z, i.e., Y ∪ Z has normal crossings at all points of the intersection
Y ∩ Z, also Y ∗ has normal crossings at all points of Y ∗ ∩ E. In particular, if Y is
regular and transversal to Z, also Y ′ is regular and transversal to E.

Proof. Having normal crossings is defined locally at each point through the
completions of local rings. The assertion is proven by a computation in local coor-
dinates for which the blowup is monomial, cf. Prop. 5.4 below. �

Proposition 5.4. Let W be a regular variety of dimension n with a regular
subvariety Z of codimension k. Let π : W ′ → W denote the blowup of W along Z,
with exceptional divisor E. Let V be a regular hypersurface in W containing Z,
let D be a (not necessarily reduced) normal crossings divisor in W having normal
crossings with V . Let a be a point of V ∩ Z and let a′ ∈ E be a point lying above
a. There exist local coordinates x1, . . . , xn of W at a such that
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(1) a has components a = (0, . . . , 0).
(2) V is defined in W by xn−k+1 = 0.
(3) Z is defined in W by xn−k+1 = . . . = xn = 0.
(4) D ∩ V is defined in V locally at a by a monomial xq1

1 · · ·xqn
n , for some

q = (q1, . . . , qn) ∈ Nn with qn−k+1 = 0.
(5) The point a′ lies in the xn-chart of W ′. The chart expression of π in the

xn-chart is of the form

xi �→ xi for i ≤ n− k and i = n,

xi �→ xixn for n− k + 1 ≤ i ≤ n− 1.

(6) In the induced coordinates of the xn-chart, the point a′ has components
a′ = (0, . . . , 0, a′n−k+2, . . . , a

′
n−k+d, 0, . . . , 0) with non-zero entries a′j ∈ K for n −

k + 2 ≤ j ≤ n − k + d, where d is the number of components of D whose strict
transforms do not pass through a′.

(7) The strict transform (Def. 6.2) V s of V in W ′ is given in the induced
coordinates locally at a′ by xn−k+1 = 0.

(8) The local coordinate change ϕ in W at a given by ϕ(xi) = xi+a′i ·xn makes
the local blowup π : (W ′, a′) → (W,a) monomial. It preserves the defining ideals
of Z and V in W .

(9) If condition (4) is not imposed, the coordinates x1, . . . , xn at a can be chosen
with (1) to (3) and so that a′ is the origin of the xn-chart.

Proof. [Hau10b]. �
Theorem 5.5. Any projective birational morphism π : X ′ → X is a blowup of

X in an ideal I.

Proof. [Har77], Chap. II, Thm. 7.17. �

Examples

Example 5.6. Let X be a regular subvariety of An and Z a regular closed
subvariety which is transversal to X. Show that the blowup X ′ of X along Z is
again a regular variety (this is a special case of Prop. 5.3).

Example 5.7.+ Prove that plain varieties remain plain under blowup in regular
centers [BHSV08] Thm. 4.3.

Example 5.8.+ Is any rational and regular variety plain?

Example 5.9. Consider the blowup π : W ′ → W of a regular varietyW along a
closed subvariety Z. Show that, for any chosen definition of blowup, the exceptional
divisor E = π−1(Z) is a hypersurface in W ′.

Example 5.10. The composition of two blowups W ′′ → W ′ and W ′ → W is a
blowup of W in a suitable center [Bod03].

Example 5.11. A fractional ideal I over an integral domain R is an R-sub-
module of Quot(R) such that rI ⊂ R for some non-zero element r ∈ R. Blowups can
be defined via Proj also for centers which are fractional ideals [Gro61]. Let I and
J be two (ordinary) non-zero ideals of R. The blowup of R along I is isomorphic
to the blowup of R along J if and only if there exist positive integers k,  and
fractional ideals K, L over R such that JK = Ik and IL = J� [Moo01] Cor. 2.
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Example 5.12. � Determine the equations in X ×P2 of the blowup of X = A3

along the image Z of the monomial curve (t3, t4, t5) of equations g1 = y2 − xz,
g2 = yz − x3, g3 = z2 − x2y.

Example 5.13. � The blowup of the cone X = V (x2 − yz) in A3 along the z-
axis Z = V (x, y) is an isomorphism locally at all points outside 0, but not globally
on X.

Example 5.14. � Blow up the non-reduced point X = V (x2) in A2 in the
(reduced) origin Z = 0.

Example 5.15. � Blow up the subscheme X = V (x2, xy) of A2 in the reduced
origin.

Example 5.16. Blow up the subvariety X = V (xz, yz) of A3 first in the origin,
then in the x-axis, and determine the points where the resulting morphisms are local
isomorphisms.

Example 5.17. � The blowups of A3 along the union of the x- with the y-axis,
respectively along the cusp, with ideals (xy, z) and (x3 − y2, z), are singular.

6. Lecture VI: Transforms of Ideals and Varieties under Blowup

Throughout this section, π : W ′ → W denotes the blowup of a variety W along a
closed subvariety Z, with exceptional divisor E = π−1(Z) defined by the principal
ideal IE of OW ′ . Let π∗ : OW → OW ′ be the dual homomorphism of π. Let X ⊂ W
be a closed subvariety, and let I be an ideal on W . Several of the subsequent defi-
nitions and results can be extended to the case of arbitrary birational morphisms,
taking for Z the complement of the open subset of W where the inverse map of π
is defined.

Definition 6.1. The inverse image X∗ = π−1(X) of X and the extension
I∗ = π∗(I) = I · OW ′ of I are called the total transform of X and I under π.
For f ∈ OW , denote by f∗ its image π∗(f) in OW ′ . The ideal I∗ is generated by
all transforms f∗ for f varying in I. If I is the ideal defining X in W , the ideal
I∗ defines X∗ in W ′. In particular, the total transform of the center Z equals
the exceptional divisor E, and W ∗ = W ′. In the category of schemes, the total
transform will in general be non-reduced when considered as a subscheme of W ′.

Definition 6.2. The Zariski closure of π−1(X \ Z) in W ′ is called the strict
transform of X under π and denoted by Xs, also known as the proper or birational
transform. The strict transform is a closed subvariety of the total transform X∗.
The difference X∗ \ Xs is contained in the exceptional locus E. If Z ⊂ X is

contained in X, the strict transform Xs of X in W ′ equals the blowup ˜X of X
along Z, cf. Prop. 5.1 and its corollary. If the center Z coincides with X, the strict
transform Xs is empty.

Let IU denote the restriction of an ideal I to the open set U = W \ Z. Set
U ′ = π−1(U) ⊂ W ′ and let τ : U ′ → U be the restriction of π to U ′. The strict
transform Is of the ideal I is defined as τ∗(IU ) ∩ OW ′ . If the ideal I defines X in
W , the ideal Is defines Xs in W ′. It equals the union of colon ideals

Is =
⋃

i≥0

(I∗ : IiE).
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Let h be an element of OW ′,a′ defining E locally in W ′ at a point a′. Then, locally
at a′,

Is = (fs, f ∈ I),

where the strict transform fs of f is defined at a′ and up to multiplication by
invertible elements in OW ′,a′ through f∗ = hk · fs with maximal exponent k. The
value of k is the order of f∗ along E, cf. Def. 8.4. By abuse of notation this is
written as fs = h−k · f∗ = h−ordZf · f∗.

Lemma 6.3. Let f : R → S be a ring homomorphism, I an ideal of R and s an
element of R, with induced ring homomorphism fs : Rs → Sf(s). Let I

e = f(I) · S
and (I · Rs)

e = fs(I · Rs) · Sf(s) denote the respective extensions of ideals. Then
⋃

i≥0(I
e : f(s)i) = (I ·Rs)

e ∩ S.

Proof. Let u ∈ S. Then u ∈
⋃

i≥0(I
e : f(s)i) if and only if uf(s)i ∈ Ie for

some i ≥ 0, say uf(s)i =
∑

j ajf(xj) for elements xj ∈ I and aj ∈ S. Rewrite this

as u =
∑

j ajf(
xj

si ). This just means that u ∈ (I ·Rs)
e. �

Remark 6.4. If I is generated locally by elements f1, . . . , fk of OW , then Is

contains the ideal generated by the strict transforms fs
1 , . . . , f

s
k of f1, . . . , fk, but

the inclusion can be strict, see the examples below.

Definition 6.5. Let K[x] = K[x1, . . . , xn] be the polynomial ring over K,
considered with the natural grading given by the degree. Denote by in(g) the
homogeneous form of lowest degree of a non-zero polynomial g of K[x], called the
initial form of g. Set in(0) = 0. For a non-zero ideal I, denote by in(I) the ideal
generated by all initial forms in(g) of elements g of I, called the initial ideal of I.
Elements g1, . . . , gk of an ideal I of K[x] are a Macaulay basis of I if their initial
forms in(g1), . . . , in(gk) generate in(I). In [Hir64] III.1, Def. 3, p. 208, such a basis
was called a standard basis, which is now used for a slightly more specific concept,
see Rem. 6.7 below. By noetherianity of K[x], any ideal possesses a Macaulay basis.

Proposition 6.6. (Hironaka) The strict transform of an ideal under blowup in
a regular center is generated by the strict transforms of the elements of a Macaulay
basis of the ideal.

Proof. ([Hir64], III.2, Lemma 6, p. 216, and III.6, Thm. 5, p. 238) If I ⊂ J are
two ideals of K[[x]] such that in(I) = in(J) then they are equal, I = J . This holds at
least for degree compatible monomial orders, due to the Grauert-Hironaka-Galligo
division theorem. Therefore it has to be shown that in(gs1), . . . , in(g

s
k) generate

in(Is). But in(Is) = (in(I))s, and the assertion follows. �

Remark 6.7. The strict transform of a Macaulay basis at a point a′ of W ′ need
no longer be a Macaulay basis. This is however the case if the Macaulay basis is
reduced and the sequence of its orders has remained constant at a′, cf. [Hir64] III.8,
Lemma 20, p. 254. More generally, taking on K[x] instead of the grading by degree
a grading so that all homogeneous pieces are one-dimensional and generated by
monomials (i.e., a grading induced by a monomial order on Nn), the initial form of
a polynomial and the initial ideal are both monomial. In this case Macaulay bases
are called standard bases. A standard basis g1, . . . , gk is reduced if no monomial of
the tails gi − in(gi) belongs to in(I). If the monomial order is degree compatible,
i.e., the induced grading a refinement of the natural grading of K[x] by degree,
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the strict transforms of the elements of a standard basis of I generate the strict
transform of the ideal.

Definition 6.8. Let I be an ideal on W and let c ≥ 0 be a natural number
less than or equal to the order d of I along the center Z, cf. Def. ref844. Then I∗

has order ≥ c along E. There exists a unique ideal I ! of OW ′ such that I∗ = IcE · I !,
called the controlled transform of I with respect to the control c. It is not defined
for values of c > d. In case that c = d attains the maximal value, I ! is denoted by
I� and called the weak transform of I. It is written as I� = I−d

E · I∗ = I−ordZI
E · I∗.

Remark 6.9. The inclusions I∗ ⊂ I� ⊂ I ! ⊂ Is are obvious. The components
of V (I�) which are not contained in V (Is) lie entirely in the exceptional divisor
E, but can be strictly contained. For principal ideals, I� and Is coincide. When
the transforms are defined scheme-theoretically, the reduction X∗

red of the total
transform X∗ of X consists of the union of E with the strict transform Xs.

Definition 6.10. A local flag F on W at a is a chain F0 = {a} ⊂ F1 ⊂ . . . ⊂
Fn = W of regular closed subvarieties, respectively subschemes, Fi of dimension i
of an open neighbourhood U of a in W . Local coordinates x1, . . . , xn on W at a
are called subordinate to the flag F if Fi = V (xi+1, . . . , xn) locally at a. The flag
F at a is transversal to a regular subvariety Z of W if each Fi is transversal to Z
at a [Hau04, Pan06].

Proposition 6.11. Let π : W ′ → W be the blowup of W along a center Z
transversal to a flag F at a ∈ Z. Let x1, . . . , xn be local coordinates on W at a
subordinate to F . At each point a′ of E above a there exists a unique local flag
F ′ such that the coordinates x′

1, . . . , x
′
n on W ′ at a′ induced by x1, . . . , xn as in

Def. 4.12 are subordinate to F ′ [Hau04] Thm. 1.

Definition 6.12. The flag F ′ is called the transform of F under π.

Proof. It suffices to define F ′
i at a′ by x′

i+1, . . . , x
′
n. For point blowups in W ,

the transform of F is defined as follows. The point a′ ∈ E is determined by a line
L in the tangent space TaW of W at a. Let k ≤ n be the minimal index for which
TaFk contains L. For i < k, choose a regular (i+ 1)-dimensional subvariety Hi of
W with tangent space L + TaFi at a. In particular, TaHk−1 = TaFk. Let Hs

i be
the strict transform of Hi in W ′. Then set

F ′
i = E ∩Hs

i for i < k,

F ′
i = F s

i for i ≥ k,

to get the required flag F ′ at a′ . �

Examples

Example 6.13. Blow up A2 in 0 and compute the inverse image of the zerosets
of x2 + y2 = 0, xy = 0 and x(x− y2) = 0, as well as their strict transforms.

Example 6.14.� Compute the strict transform ofX = V (x2−y3, xy−z3) ⊂ A3

under the blowup of the origin.

Example 6.15. Determine the total, weak and strict transform of X = V (x2−
y3, z3) ⊂ A3 under the blowup of the origin. Clarify the algebraic and geometric
differences between them.
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Example 6.16. Blow up A3 along the curve y2 − x3 + x = z = 0 and compute
the strict transform of the lines x = z = 0 and y = z = 0.

Example 6.17. Let I1 and I2 be ideals of K[x] of order c1 and c2 at 0. Take
the blowup of An at zero. Show that the weak transform of Ic21 + Ic12 is the sum of
the weak transforms of Ic21 and Ic12 .

Example 6.18.� For W = A3, a flag at a point a consists of a regular curve F1

through a and contained in a regular surface F2. Blow up the point a in W , so that
E � P2 is the projective plane. The induced flag at a point a′ above a depends on
the location of a on E: At the intersection point p1 of the strict transform C1 = F s

1

of F1 with E, the transformed flag F ′ is given by F s
1 ⊂ F s

2 . Along the intersection
C2 of F s

2 with E, the flag F ′ is given at each point p2 different from p1 by C2 ⊂ F s
2 .

At any point p3 not on C2 the flag F ′ is given by C3 ⊂ E, where C3 is the projective
line in E through p1 and p3.

Example 6.19. � Blowing up a regular curve Z in W = A3 transversal to F
there occur six possible configurations of Z with respect to F . Denoting by L the
plane in the tangent space TaW of W at a corresponding to the point a′ in E above
a, these are: (1) Z = F1 and L = TaF2, (2) Z = F1 and L �= TaF2, (3) Z �= F1,
Z ⊂ F2 and L = TaF2, (4) Z �= F1, Z ⊂ F2 and L �= TaF2, (5) Z �⊂ F2 and
TaF1 ⊂ L, (6) Z �⊂ F2 and TaF1 �⊂ L. Determine in each case the flag F ′.

Example 6.20. Let ˜An → An be the blowup of An in 0 and let a′ be the

origin of the xn-chart of ˜A
n. Compute the total and strict transforms g∗ and gs for

g = xd
1 + . . .+ xd

n−1 + xe
n for e = d, 2d− 1, 2d, 2d+ 1 and g =

∏

i�=j(xi − xj).

Example 6.21. Determine the total, weak and strict transform of X = V (x2−
y3, z3) ⊂ A3 under the blowup of A3 at the origin. Point out the geometric differ-
ences between the three types of transforms.

Example 6.22. � The inclusion I� ⊂ Is can be strict. Blow up A2 at 0, and

consider in the y-chart of ˜A2 the transforms of I = (x2, y3). Show that I� = (x2, y),
Is = (x2, 1) = K[x, y].

Example 6.23. � Let X = V (f) be a hypersurface in An and Z a regular
closed subvariety which is contained in the locus of points of X where f attains its

maximal order. Let π : ˜An → An be the blowup along Z and let X ′ = V (f ′) be
the strict transform of X. Show that for points a ∈ Z and a′ ∈ E with π(a′) = a
the inequality orda′f ′ ≤ ordaf holds.

7. Lecture VII: Resolution Statements

Definition 7.1. A non-embedded resolution of the singularities of a variety X

is a non-singular variety ˜X together with a proper birational morphism π : ˜X → X

which induces a biregular isomorphism π : ˜X \ E → X \ Sing(X) outside E =
π−1(Sing(X)).

Remark 7.2. Requiring properness excludes trivial cases as e.g. taking for
˜X the locus of regular points of X and for π the inclusion map. One may ask
for additional properties: (a) Any automorphism ϕ : X → X of X shall lift to an

automorphism ϕ̃ : ˜X → ˜X of ˜X which commutes with π, i.e., π◦ϕ̃ = ϕ◦π. (b) IfX is
defined over K and K ⊂ L is a field extension, any resolution of XL = X×KSpec(L)
shall induce a resolution of X = XK.
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Definition 7.3. A local non-embedded resolution of a variety X at a point

a is the germ ( ˜X, a′) of a non-singular variety ˜X together with a local morphism

π : ( ˜X, a′) → (X, a) inducing an isomorphism of the function fields of ˜X and X.

Definition 7.4. Let X be an affine irreducible variety with coordinate ring
R = K[X]. A (local, ring-theoretic) non-embedded resolution of X is a ring exten-

sion R ↪→ ˜R of R into a regular ring ˜R having the same quotient field as R.

Definition 7.5. Let X be a subvariety of a regular ambient variety W . An

embedded resolution of X consists of a proper birational morphism π : ˜W → W

from a regular variety ˜W onto W which is an isomorphism over W \ Sing(X) such
that the strict transform Xs of X is regular and the total transform X∗ = π−1(X)
of X has simple normal crossings.

Definition 7.6. A strong resolution of a variety X is, for each closed embed-

ding of X into a regular variety W , a birational proper morphism π : ˜W → W
satisfying the following five properties [EH02]:

Embeddedness. The variety ˜W and the strict transform Xs of X are regular,

and the total transform X∗ = π−1(X) of X in ˜W has simple normal crossings.

Equivariance. Let W ′ → W be a smooth morphism and let X ′ be the inverse

image of X in W ′. The morphism π′ : ˜W ′ → W ′ induced by π : ˜X → W by taking

fiber product of ˜X and W ′ over W is an embedded resolution of X ′.

Excision. The restriction τ : ˜X → X of π to X does not depend on the choice
of the embedding of X in W .

Explicitness. The morphism π is a composition of blowups along regular centers
which are transversal to the exceptional loci created by the earlier blowups.

Effectiveness. There exists, for all varieties X, a local upper semicontinuous
invariant inva(X) in a well-ordered set Γ, depending only and up to isomorphism
of the completed local rings of X at a, such that: (a) inva(X) attains its minimal
value if and only if X is regular at a (or has normal crossings at a); (b) the top
locus S of inva(X) is closed and regular in X; (c) blowing up X along S makes
inva(X) drop at all points a′ above the points a of S.

Remark 7.7. (a) Equivariance implies the economy of the resolution, i.e., that
π : Xs → X is an isomorphism outside Sing(X). It also implies that π commutes
with open immersions, localization, completion, automorphisms of W stabilizing X
and taking cartesian products with regular varieties.

(b) One may require in addition that the centers of a resolution are transversal
to the inverse images of a given normal crossings divisor D in W , the boundary.

Definition 7.8. Let I be an ideal on a regular ambient variety W . A log-

resolution of I is a proper birational morphism π : ˜W → W from a regular variety
˜W onto W which is an isomorphism over W \ Sing(I) such that I∗ = π−1(I) is a

locally monomial ideal on ˜W .
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Examples

Example 7.9. The blowup of the cusp X : x2 = y3 in A2 at 0 produces a
non-embedded resolution. Further blouwps give an embedded resolution.

Example 7.10. � Determine the geometry at 0 of the hypersurfaces in A4

defined by the following equations:
(a) x+ x7 − 3yw + y7z2 + 17yzw5 = 0,
(b) x+ x5y2 − 3yw + y7z2 + 17yzw5 = 0,
(c) x3y2 + x5y2 − 3yw + y7z2 + 17yzw5 = 0.

Example 7.11. Let X be the variety in A3
C
given by the equation (x2− y3)2 =

(z2 − y2)3. Show that the map α : A3 → A3 : (x, y, z) → (u2z3, uyz2, uz2), with
u(x, y) = x(y2 − 1) + y, resolves the singularities of X. What is the inverse image
α−1(Z)? Produce instructive pictures of X over R.

Example 7.12. Consider the inverse images of the cusp X = V (y2−x3) in A2

under the maps πx, πy : A2 → A2, πx(x, y) = (x, xy), πy(x, y) = (xy, y). Factor the
maximal power of x, respectively y, from the equation of the inverse image of X
and show that the resulting equation defines in both cases a regular variety. Apply
the same process to the variety E8 = V (x2 + y3 + z5) ⊂ A3 repeatedly until all
resulting equations define non-singular varieties.

Example 7.13. Let R be the coordinate ring of an irreducible plane algebraic

curve X. The integral closure ˜R of R in the field of fractions of R is a regular ring

and thus resolves R. The resulting curve ˜X is the normalization of X [Mum99]
III.8, [dJP00] 4.4.

Example 7.14. � Consider a cartesian product X = Y × Z with Z a regular
variety. Show that a resolution of X can be obtained from a resolution Y ′ of Y by
taking the cartesian product Y ′ × Z of Y ′ with Z.

Example 7.15. Let X and Y be two varieties (schemes, analytic spaces) with
singular loci Sing(X) and Sing(Y ) respectively. Suppose that X ′ and Y ′ are regular
varieties (schemes, analytic spaces, within the same category as X and Y ) together
with proper birational morphisms π : X ′ → X and τ : Y ′ → Y which define
resolutions of X and Y respectively, and which are isomorphisms outside Sing(X)
and Sing(Y ). There is a naturally defined proper birational morphism f : X ′×Y ′ →
X × Y giving rise to a resolution of X × Y .

8. Lecture VIII: Invariants of Singularities

Definition 8.1. A stratification of an algebraic variety X is a decomposition
of X into finitely many disjoint locally closed subvarieties Xi, called the strata,

X =
˙⋃

i
Xi,

such that the boundaries Xi \Xi of strata are unions of strata. This last property
is called the frontier condition. Two strata are called adjacent if one lies in the
closure of the other.

Definition 8.2. A local invariant on an algebraic variety X is a function
inv(X) : X → Γ from X to a well-ordered set (Γ,≤) which associates to each point
a ∈ X an element inva(X) depending only on the formal isomorphism class of X at
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a: If (X, a) and (X, b) are formally isomorphic, viz ̂OX,a � ̂OX,b, then inva(X) =
invb(X). Usually, the ordering on Γ will also be total: for any c, d ∈ Γ either c ≤ d
or d ≤ c holds. The invariant is upper semicontinuous along a subvariety S of X if
for all c ∈ Γ, the sets

topS(inv, c) = {a ∈ S, inva(X) ≥ c}
are closed in S. If S = X, the map inv(X) is called upper semicontinuous.

Remark 8.3. The upper semicontinuity signifies that the value of inva(X)
can only go up or remain the same when a approaches a limit point. In the case
of schemes, the value of inv(X) also has to be defined and taken into account at
non-closed points of X.

Definition 8.4. Let X be a subvariety of a not necessarily regular ambient
variety W defined by an ideal I, and let Z be an irreducible subvariety of W defined
by the prime ideal J . The order of X or I in W along Z or with respect to J is the
maximal integer k = ordZ(X) = ordZ(I) such that IZ ⊂ Jk

Z , where IZ = I · OW,Z

and JZ = J ·OW,Z denote the ideals generated by I and J in the localization OW,Z

of W along Z. If Z = {a} is a point of W , the order of X and I at a is denoted by
orda(X) = orda(I) or ordma

(X) = ordma
(I).

Definition 8.5. Let R be a local ring with maximal ideal m. Let k ∈ N be
an integer. The k-th symbolic power J (k) of a prime ideal J is defined as the ideal
generated by all elements x ∈ R for which there is an element y ∈ R \ J such that
y · xk ∈ Jk. Equivalently, J (k) = Jk ·RJ ∩R.

Remark 8.6. The symbolic power is the smallest J-primary ideal containing
Jk. If J is a complete intersection, the ordinary power Jk and the symbolic power
J (k) coincide [ZS75] IV, [Hoc73], §12, [Pel88].

Proposition 8.7. Let X be a subvariety of a not necessarily regular ambient
variety W defined by an ideal I, and let Z be an irreducible subvariety of W defined
by the prime ideal J . The order of X along Z is the maximal integer k such that
I ⊂ J (k).

Proof. This follows from the equality Jk ·RJ = (J ·RJ )
k. �

Proposition 8.8. Let R be a noetherian local ring with maximal ideal m, and

let ̂R denote its completion with maximal ideal m̂ = m · ̂R. Let I be an ideal of R,

with completion ̂I = I · ̂R. Then ordm(I) = ordm̂(̂I).

Proof. If I ⊂ mk, then also ̂I ⊂ m̂k, and hence ordm(I) ≤ ordm̂(̂I). Con-

versely, m = m̂ ∩R and
⋂

i≥0(I +mi) = ̂I ∩R by Lemma 2.26. Hence, if ̂I ⊂ m̂k,

then I ⊂ ̂I ∩R ⊂ m̂k ∩R = mk, so that ordm(I) ≥ ordm̂(̂I). �

Definition 8.9. Let X be a subvariety of a regular variety W , and let a be a
point of W . The local top locus topa(X) of X at a with respect to the order is the
stratum S of points of an open neighborhood U of a in W where the order of X
equals the order of X at a. The top locus top(X) of X with respect to the order
is the (global) stratum S of points of W where the order of X attains its maximal
value. For c ∈ N, define topa(X, c) and top(X, c) as the local and global stratum
of points of W where the order of X is at least c.
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Remark 8.10. The analogous definition holds for ideals on W and can be made
for other local invariants. By the upper semicontinuity of the order, the local top
locus of X at a is locally closed in W , and the top locus of X is closed in W .

Proposition 8.11. The order of a variety X or an ideal I in a regular variety
W at points of W defines an upper semicontinuous local invariant on W .

Proof. In characteristic zero, the assertion follows from the next proposition.
For the case of positive characteristic, see [Hir64] III.3, Cor. 1, p. 220. �

Proposition 8.12. Over fields of zero characteristic, the local top locus topa(I)
of an ideal I at a is defined by the vanishing of all partial derivatives of elements
of I up to order o− 1, where o is the order of I at a.

Proof. In zero characteristic, a polynomial has order o at a point a if and
only if all its partial derivatives up to order o− 1 vanish at a. �

Proposition 8.13. Let X be a subvariety of a regular ambient variety W . Let
Z be a non-singular subvariety of W and a a point on Z such that locally at a the
order of X is constant along Z, say equal to d = ordaX = ordZX. Consider the
blowup π : W ′ → W of W along Z with exceptional divisor E = π−1(Z). Let a′ be
a point on E mapping under π to a. Denote by X∗, X� and Xs the total, weak
and strict transform of X respectively (Def. 6.1 and 6.2). Then, locally at a′, the
order of X∗ along E is d, and

orda′Xs ≤ orda′X� ≤ d.

Proof. By Prop. 5.4 there exist local coordinates x1, . . . , xn of W at a such
that Z is defined locally at a by x1 = . . . = xk = 0 for some k ≤ n, and such that
a′ is the origin of the x1-chart of the blowup. Let I ⊂ OW,a be the local ideal of
X in W at a, and let f be an element of I. It has an expansion f =

∑

α∈Nn cαx
α

with respect to the coordinates x1, . . . , xn, with coefficients cα ∈ K.
Set α+ = (α1, . . . , αk). Since the order of X is constant along Z, the inequality

|α+| = α1 + . . . + αk ≥ d holds whenever cα �= 0. There is an element f with an
exponent α such that cα �= 0 and such that |α| = |α+| = d. The total transform
X∗ and the weak transform X� are given locally at a′ by the ideal generated by
all

f∗ =
∑

α∈Nn

cαx
|α+|
1 xα2

2 . . . xαn
n ,

respectively

f� =
∑

α∈Nn

cαx
|α+|−d
1 xα2

2 . . . xαn
n ,

for f varying in I. The exceptional divisor E is given locally at a′ by the equation
x1 = 0. This implies that, locally at a′, ordEf

∗ ≥ d for all f ∈ I and ordE f∗ = d
for the special f chosen above with |α| = |α+| = d. Therefore ordEX

∗ = d locally
at a′.

Since orda′ f� ≤ |α−| ≤ d for the chosen f , it follows that orda′X� ≤ d. The
ideal Is of the strict transform Xs contains the ideal I� of the weak transform X�,
thus also orda′Xs ≤ orda′X�. �

Corollary 8.14. If the order of X is globally constant along Z, the order of
X∗ along E is globally equal to d.
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Definition 8.15. Let X be a subvariety of a regular variety W , and let W ′ →
W be a blowup with center Z. Denote by X ′ the strict or weak transform in W ′.
A point a′ ∈ W ′ above a ∈ Z is called infinitesimally near to a or equiconstant if
orda′X ′ = ordaX.

Definition 8.16. Let X be a variety defined over a field K, and let a be a
point of W . The Hilbert-Samuel function HSa(X) : N → N of X at a is defined by

HSa(X)(k) = dimK(m
k
X,a/m

k+1
X,a ),

where mX,a denotes the maximal ideal of the local ring OX,a of X at a. If X is
a subvariety of a regular variety W defined by an ideal I, with local ring OX,a =
OW,a/I, one also writes HSa(I) for HSa(X).

Remark 8.17. The Hilbert-Samuel function does not depend on the embedding
of X in W . There exists a univariate polynomial P (t) ∈ Q[t], called the Hilbert-
Samuel polynomial of X at a, such that HSa(X)(k) = P (k) for all sufficiently
large k [Ser00]. The Hilbert-Samuel polynomial provides local information on the
singularity of X at a point as e.g. the multiplicity and the local dimension.

Theorem 8.18. The Hilbert-Samuel function of a subvariety X of a regular
variety W defines an upper semicontinuous local invariant on X with respect to the
lexicographic ordering of integer sequences.

Proof. [Ben70] Thm. 4, p. 82, cf. also [Hau04]. �

Theorem 8.19. Let π : W ′ −→ W be the blowup of W along a non-singular
center Z. Let I be an ideal of OW . Assume that the Hilbert-Samuel function of I
is constant along Z, and denote by Is the strict transform of I in W ′. Let a′ ∈ E
be a point in the exceptional divisor mapping under π to a. Then

HSa′(Is) ≤ HSa(I)

holds with respect to the lexicographic ordering of integer sequences.

Proof. [Ben70] Thm. 0, [Hau04]. �

Theorem 8.20. (Zariski-Nagata, [Hir64] III.3, Thm. 1, p. 218) Let S ⊂ T be
closed irreducible subvarieties of a closed subvariety X of a regular ambient variety
W . The order of X in W along T is less than or equal to the order of X in W
along S.

Remark 8.21. In the case of schemes, the assertion says that if X is embedded
in a regular ambient scheme W , and a, b are points of X such that a lies in in the
closure of b, then ordbX ≤ ordaX.

Proof. The proof goes in several steps and relies on the resolution of curves.
Let R be a regular local ring, m its maximal ideal, p a prime ideal in R and I �= 0 a
non-zero ideal in R. Denote by νp(I) the maximal integer ν ≥ 0 such that I ⊂ pν .
Recall that ordp(I) is the maximal integer n such that IRp ⊂ pnRp or, equivalently,

I ⊂ p(ν), where p(ν) = pνRp ∩ R denotes the ν-th symbolic power of p. Thus
νp(I) ≤ ordp(I) and the inequality can be strict if p is not a complete intersection,
in which case the usual and the symbolic powers of pmay differ. Write ν(I) = νm(I)
for the maximal ideal m so that νp(I) ≤ ν(I) and νp(I) ≤ ν(IRp) = ordp(I).
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The assertion of the theorem is equivalent to the inequality ν(IRp) ≤ ν(I),
taking for R the local ring OW,S of W along S, for I the ideal of R defining X in
W along S and for p the ideal defining T in W along S.

If R/p is regular, then νp(I) = ν(IRp) because pnRp ∩ R = pn: The inclusion
pn ⊆ pnRp ∩ R is clear, so suppose that x ∈ pnRp ∩ R. Choose y ∈ pn and s �∈ p
such that xs = y. Then n ≤ νp(y) = νp(xs) = νp(x) + νp(s) = νp(x), hence x ∈ pn.
It follows that ν(IRp) ≤ ν(I).

It remains to prove the inequality in the case that R/p is not regular. Since
R is regular, there is a chain of prime ideals p = p0 ⊂ . . . ⊂ pk = m in R with
dim(Rpi

/pi−1Rpi
) = 1 for 1 ≤ i ≤ n. By induction on the dimension of R/p, it

therefore suffices to prove the inequality in the case dim(R/p) = 1. Since the order
remains constant under completion of a local ring by Prop. 8.8, it can be assumed
that R is complete.

By the resolution of curve singularities there exists a sequence of complete
regular local rings R = R0 → R1 → . . . → Rk with prime ideals p0 = p and pi ⊂ Ri

with the following properties:

(1) Ri+1 is the blowup of Ri with center the maximal ideal mi of Ri.
(2) (Ri+1)pi+1

= (Ri)pi
.

(3) Rk/pk is regular.

Set I0 = I and let Ii+1 be the weak transform of Ii under Ri → Ri+1. Set R
′ = Rk,

I ′ = Ik and p′ = pk. The second condition on the blowups Ri of Ri−1 implies
ν(IRp) = ν(I ′R′

p′). By Prop. 8.13 one knows that ν(I ′) ≤ ν(I). Further, since R′/p′

is regular, ν(I ′R′
p′) ≤ ν(I ′). Combining these inequalities yields ν(IRp) ≤ ν(I). �

Proposition 8.22. An upper semicontinuous local invariant inv(X) : X → Γ
with values in a totally well ordered set Γ induces, up to refinement, a stratification
of X with strata Xc = {a ∈ X, inva(X) = c}, for c ∈ Γ.

Proof. For a given value c ∈ Γ, let S = {a ∈ X, inva(X) ≥ c} and T = {a ∈
X, inva(X) = c}. The set S is a closed subset of X. If c is a maximal value of
the invariant on X, the set T equals S and is thus a closed stratum. If c is not
maximal, let c′ > c be an element of Γ which is minimal with c′ > c. Such elements
exist since Γ is well-ordered. As Γ is totally ordered, c′ is unique. Therefore

S′ = {a ∈ X, inva(X) ≥ c′} = {a ∈ X, inva(X) > c} = S \ T
is closed in X. Therefore T is open in S and hence locally closed in X. As S
is closed in X and T ⊂ S, the closure T is contained in S. It follows that the
boundary T \ T is contained in S′ and closed in X. Refine the strata by replacing
S′ by T \ T and S′ \ T to get a stratification. �

Examples

Example 8.23. The singular locus S = Sing(X) of a variety is closed and
properly contained in X. Let X1 = Reg(X) be the set of regular points of X.
It is open and dense in X. Repeat the procedure with X \ X1 = Sing(X). By
noetherianity, the process eventually stops, yielding a stratification of X in regular
strata. The strata of locally minimal dimension are closed and non-singular. The
frontier condition holds, since the regular points of a variety are dense in the variety,
and hence X1 = X = X1 ∪̇Sing(X).
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Example 8.24. There exists a threefold X whose singular locus Sing(X) con-
sists of two components, a non-singular surface and a singular curve meeting the
surface at a singular point of the curve. The stratification by iterated singular loci
as in the preceding example satisfies the frontier condition.

Example 8.25. � Give an example of a variety whose stratification by the
iterated singular loci has four different types of strata.

Example 8.26. Find interesting stratifications for three three-folds.

Example 8.27. The stratification of an upper semicontinuous invariant need
not be finite. Take for Γ the set X underlying a variety X with the trivial (partial)
ordering a ≤ b if and only if a = b.

Example 8.28. Let X be the non-reduced scheme defined by xy2 = 0 in A2.
The order of X at points of the y-axis outside 0 is 1, at points of the x-axis outside
0 it is 2, and at the origin it is 3. The local embedding dimension equals 1 at points
of the y-axis outside 0, and 2 at all points of the x-axis.

Example 8.29. Determine the stratification given by the order for the fol-
lowing varieties. If the smallest stratum is regular, blow it up and determine the
stratification of the strict transform. Produce pictures and describe the geometric
changes.

(a) Cross: xyz = 0,
(b) Whitney umbrella: x2 − yz2 = 0,
(c) Kolibri: x3 + x2z2 − y2 = 0,
(d) Xano: x4 + z3 − yz2 = 0,
(e) Cusp & Plane: (y2 − x3)z = 0.

Example 8.30. � Consider the order ordZI of an ideal I in K[x1, . . . , xn]
along a closed subvariety Z of An, defined as the order of I in the localization
of K[x1, . . . , xn]J of K[x1, . . . , xn] at the ideal J defining Z in An. Express this in
terms of the symbolic powers J (k) = Jk ·K[x1, . . . , xn]J ∩K[x1, . . . , xn] of J . Give
an example to show that ordZI need not coincide with the maximal power k such
that I ⊂ Jk. If J defines a complete intersection, the ordinary powers Jk and the
symbolic powers J (k) coincide. This holds in particular when Z is a coordinate
subspace of An [ZS75] IV, §12, [Hoc73],[Pel88].

Example 8.31. � 2 The ideal I = (y2 − xz, yz − x3, z2 − x2y) of K[x, y, z] has
symbolic square I(2) which strictly contains I2.

Example 8.32. � The variety defined by I = (y2 − xz, yz− x3, z2 − x2y) in A3

has parametrization t �→ (t3, t4, t5). Let f = x5+xy3+z3−3x2yz. For all maximal
ideals m which contain I, f ∈ m2 and thus, ordmf ≥ 2. But f �∈ I2. Since xf ∈ I2

and x does not belong to I, it follows that f ∈ I2RI and thus ordIf ≥ 2, in fact,
ordIf = 2.

Example 8.33. The order of an ideal depends on the embedding of X in W .
If X is not minimally embedded locally at a, the order of X at a is 1 and not
significant for measuring the complexity of the singularity of X at a.

2 This example is due to Macaulay and was kindly communicated by M. Hochster.
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Example 8.34. Associate to a stratification of a variety the so called Hasse
diagram, i.e., the directed graph whose nodes and edges correspond to strata, re-
spectively to the adjacency of strata. Determine the Hasse diagram for the surface
X given in A4 as the cartesian product of the cusp C : x2 = y3 with the node D :
x2 = y2+y3. Then projectX to A3 by means of A4 → A3, (x, y, z, w) �→ (x, y+z, w)
and compute the Hasse diagram of the image Y of X under this projection.

Example 8.35. Show that the order of a hypersurface, the dimension and
the Hilbert-Samuel function of a variety, the embedding-dimension of a variety
and the local number of irreducible components are invariant under local formal
isomorphisms, and determine whether they are upper or lower semicontinuous. How
does each of these invariants behave under localization and completion?

Example 8.36. Take inva(X) = dima(X), the dimension of X at a. It is con-
stant on irreducible varieties, and upper semicontinuous on arbitrary ones, because
at an intersection point of several components, dima(X) is defined as the maximum
of the dimensions of the components.

Example 8.37. Take inva(X) = the number of irreducible components of X
passing through a. If the components carry multiplicities as e.g. a divisor, one may
alternatively take the sum of the multiplicities of the components passing through
a. Both options produce an upper semicontinuous local invariant.

Example 8.38. Take inva(X) = embdima(X) = dimTaX, the local embed-
ding dimension of X at a. It is upper semicontinuous. At regular points, it equals
the dimension of X at a, at singular points it exceeds this dimension.

Example 8.39. � Consider for a given coordinate system x, y1, . . . , yn on An+1

a polynomial of order c at 0 of the form

g(x, y1, . . . , yn) = xc +

c−1
∑

i=0

gi(y) · xi.

Express the order and the top locus of g nearby 0 in terms of the orders of the
coefficients gi.

Example 8.40. Take inva(X) = HSa(X), the Hilbert-Samuel function of X
at a. The lexicographic order on integer sequences defines a well-ordering on Γ =
{γ : N → N}. Find two varieties X and Y with points a and b where HSa(X) and
HSb(Y ) only differ from the fourth entry on.

Example 8.41. Take inva(X) = ν∗a(X) the increasingly ordered sequence of
the orders of a minimal Macaulay basis of the ideal I defining X in W at a [Hir64]
III.1, Def. 1 and Lemma 1, p. 205. It is upper semicontinuous but does not behave
well under specialization [Hir64] III.3, Thm. 2, p. 220 and the remark after Cor. 2,
p. 220, see also [Hau98], Ex. 12.

Example 8.42. Let a monomial order <ε on Nn be given, i.e., a total ordering
with minimal element 0 which is compatible with addition in Nn. The initial ideal
in(I) of an ideal I of K[[x1, . . . , xn]] with respect to <ε is the ideal generated by all
initial monomials of elements f of I, i.e., the monomials with minimal exponent
with respect to <ε in the series expansion of f . The initial monomial of 0 is 0.
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The initial ideal is a monomial ideal in K[[x1, . . . , xn]] and depends on the
choice of coordinates. If the monomial order <ε is compatible with degree, in(I)
determines the Hilbert-Samuel function HSa(I) of I [Hau04].

Order monomial ideals totally by comparing their increasingly ordered unique
minimal monomial generator system lexicographically, where any two monomial
generators are compared with respect to <ε. If two monomial ideals have generator
systems of different length, complete the sequences of their exponents by a symbol
∞ so as to be able to compare them. This defines a well-order on the set of
monomial ideals.

Take for inva(X) the minimum min(I) or the maximum max(I) of the initial
ideal of the ideal I of X at a, the minimum and maximum being taken over all
choices of local coordinates, say regular parameter systems of K[[x1, . . . , xn]]. Both
exist and define local invariants which are upper semicontinuous with respect to
localization [Hau04] Thms. 3 and 8.

(a) The minimal initial ideal min(I) = minx{in(I)} over all choices of regular
parameter systems of K[[x1, . . . , xn]] is achieved for almost all regular parameter
systems.

(b)+ Let I be an ideal in K[x1, . . . , xn]. For a point a = (a1, . . . , an) ∈ An

denote by Ia the induced ideal in K[[x1 − an, . . . , xn − an]]. The minimal initial
ideal min(Ia) is upper semicontinuous when the point a varies.

(c) Compare the induced stratification of An with the stratification by the
Hilbert-Samuel function of I.

(d) Let Z be a regular center inside a stratum of the stratification induced by

the initial ideal in(I), and consider the induced blowup ˜An → An along Z. Let
a ∈ Z and a′ ∈ W ′ be a point above a. Assume that the monomial order <ε is
compatible with degree. Show that mina(I) and maxa(I) do not increase when
passing to the strict transform of Ia at a′ [Hau04] Thm. 6.

Example 8.43. � Let (W ′, a′) → (W,a) be the composition of two monomial
point blowups of W = A2 with respect to coordinates y, z, defined as follows. The
first is the blowup of A2 with center 0 considered at the origin of the y-chart, the
second has as center the origin of the y-chart and is considered at the origin of the
z-chart. Show that the order of the strict transform g′(y, z) at a′ of any non zero
polynomial g(y, z) in W is at most the half of the order of g(y, z) at a.

Example 8.44. (B. Schober) Let K be a non perfect field of characteristic 3,
let t ∈ K \ K2 be an element which is not a square. Stratify the hypersurface
X : x2 + y(z2 + tw2) = 0 in A4 according to its singularities. Show that this
stratification does not provide suitable centers for a resolution.

Example 8.45. Let I = (x2 + y17) be the ideal defining an affine plane curve
singularity X with singular locus the origin of W = A2. The order of X at 0 is 2.
The blowup π : W ′ → W of W at the origin with exceptional divisor E is covered
by two affine charts, the x- and the y-chart. The total and strict transform of I in
the x-chart are as follows:

I∗ = (x2 + x17y17),

Is = (1 + x15y17).

At the origin of this chart, the order of Is has dropped to zero, so the strict
transform Xs of X does not contain this point. Therefore it suffices to consider
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the complement of this point in E, which lies entirely in the y-chart. There, one
obtains the following transforms:

I∗ = (x2y2 + y17),

Is = (x2 + y15).

The origin a′ of the y-chart is the only singular point of Xs. The order of Xs at a′

has remained constant equal to 2. Find a local invariant of X which has improved
at a′. Make sure that it does not depend on any choices.

Example 8.46. The ideal I = (x2+y16) has in the y-chart of the point blowup
of A2 at 0 the strict transform Is = (x2+y14). If the ground field has characteristic
2, the y-exponents 16 and 14 are irrelevant to measure an improvement of the
singularity because the coordinate change x �→ x+ y8 transforms I into (x2).

Example 8.47. The ideal I = (x2 + 2xy7 + y14 + y17) has in the y-chart the
strict transform Is = (x2 + 2xy6 + y12 + y15). Here the drop of the y-exponent of
the last monomial from 17 to 15 is significant, whereas the terms 2xy7 + y14 can
be eliminated in any characteristic by the coordinate change x �→ x+ y7.

Example 8.48. The ideal I = (x2+xy9) = (x)(x+y9) defines the union of two
non-singular curves in A2 which have a common tangent line at their intersection
point 0. The strict transform is Is = (x2 + xy8). The degree of tangency, viz the
intersection multiplicity, has decreased.

Example 8.49. Let X and Y be two non-singular curves in A2, meeting at one
point a. Show that there exists a sequence of point blowups which separates the
two curves, i.e., so that the strict transforms of X and Y do not intersect.

Example 8.50. Take I = (x2 + g(y)) where g is a polynomial in y with order
at least 3 at 0. The strict transform under point blowup in the y-chart is Is =
x2 + y−2g(y), with order at 0 equal to 2 again. This suggests to take the order
of g as a secondary invariant. In characteristic 2 it may depend on the choice of
coordinates.

Example 8.51. Take I = (x2 + xg(y) + h(y)) where g and h are polynomials
in y of order at least 1, respectively 2, at 0. The order of I at 0 is 2. The strict
transform equals Is = (x2 + xy−1g(y) + y−2h(y)) of order 2 at 0. Here it is less
clear how to detect a secondary invariant which represents an improvement.

Example 8.52. Take I = (x2 + y3z3) in A3, and apply the blowup of A3 in
the origin. The strict transform of I in the y-chart equals Is = (x2+ y4z3) and the
singularity seems to have gotten worse.

Example 8.53.� LetX be a surface in three-space, and S its top locus. Assume
that S is singular at a, and let X ′ be the blowup of X in a. Determine the top
locus of X ′.

9. Lecture IX: Hypersurfaces of Maximal Contact

Proposition 9.1. (Zariski) Let X be a subvariety of a regular variety W ,
defined over a field of arbitrary characteristic. Let W ′ → W be the blowup of W
along a regular center Z contained in the top locus of X, and let a be a point of
Z. There exists, in a neighbourhood U of a, a regular closed hypersurface V of U
whose strict transform V s in W ′ contains all points a′ of W ′ lying above a where
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the order of the strict transform Xs of X in W ′ has remained constant equal to
the order of X along Z.

Proof. Choose local coordinates x1, . . . , xn of W at a. The associated graded
ring of OW,a can be identified with K[x1, . . . , xn]. Let in(I) ⊂ K[x1, . . . , xn] denote
the ideal of initial forms of elements of I at a. Apply a linear coordinate change so
that generators of in(I) are expressed with the minimal number of variables, say
x1, . . . , xk, for some k ≤ n. Choose any 1 ≤ i ≤ k and define V in W at a by xi = 0.
It follows that the local top locus of X at a is contained in V . Hence Z ⊂ V , locally
at a. Let a′ be a point of W ′ above a where the order of X has remained constant.
By Prop. 5.4 the local blowup (W ′, a′) → (W,a) can be made monomial by a
suitable coordinate change. The assertion then follows by computation, cf. Ex. 9.8
and [Zar44]. �

Definition 9.2. Let X be a subvariety of a regular variety W , and let a be
a point of W . A hypersurface of maximal contact for X at a is a regular closed
hypersurface V of an open neighborhood U of a in W such that

(1) V contains the local top locus S of X at a, i.e., the points of U where the
order of X equals the order of X at a.

(2) The strict transform V s of V under any blowup of U along a regular center
Z contained in S contains all points a′ above a where the order of Xs has remained
constant equal to the order of X at a.

(3) Property (2) is preserved in any sequence of blowups with regular centers
contained in the successive top loci of the strict transforms of X along which the
order of X has remained constant.

a′ ∈ E ∩ V s ⊂ U ′ ⊂ W ′

↓ ↓ ↓ π

a ∈ Z ⊂ V ⊂ U ⊂ W

Definition 9.3. Assume that the characteristic of the ground field is zero.
Let X be a subvariety of a regular variety W defined locally at a point a of W by
the ideal I. Let o be the order of X at a. An osculating hypersurface for X at a
is a regular closed hypersurface V of a neighbourhood U of a in W defined by a
derivative of order o− 1 of an element f of order o of I [EH02].

Remark 9.4. The element f has necessarily order o at a, and its (o− 1)-st de-
rivative has order 1 at a, so that it defines a regular hypersurface at a. The concept
is due to Abhyankar and Zariski [AZ55]. Abhyankar called the local isomorphism
constructing an osculating hypersurface V from a given regular hypersurface H of
W Tschirnhaus transformation. If H is given by xn = 0 for some coordinates
x1, . . . , xn, this transformation eliminates from f all monomials whose xn-exponent
is o− 1. The existence of osculating hypersurfaces was exploited systematically by
Hironaka in his proof of characteristic zero resolution [Hir64].

For each point a in X, osculating hypersurfaces contain locally at a the local
top locus S = topa(X), and their strict transform contain the equiconstant points
above a.

Proposition 9.5. (Abhyankar, Hironaka) Let X be a subvariety of a regular
variety W , and let a be a point of W . For ground fields of characteristic zero there
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exist, locally at a in W , hypersurfaces of maximal contact for X. Any osculating
hypersurface V at a has maximal contact with X at a.

Proof. [EH02]. �

Remark 9.6. The assertion of the proposition does not hold over fields of
positive characteristic: R. Narasimhan, a student of Abhyankar, gave an example
of a hypersurface X in A4 over a field of characteristic 2 whose top locus is not
contained at 0 in any regular local hypersurface, and Kawanoue describes a whole
family of such varieties [Nar83, Kaw14], [Hau98], Ex. 8. See also Ex. 12.1 below. In
Narasimhan’s example, there is a sequence of point blowups for which there is no
regular local hypersurface V of A4 at 0 whose strict transforms contain all points
where the transforms of X have order 2 as at the beginning [Hau03] II.14, Ex. 2,
p. 388.

Remark 9.7. The existence of hypersurfaces of maximal contact in zero char-
acteristic suggests to associate to X locally at a point a a variety Y defined by an
ideal J in the hypersurface V and to observe the behaviour of X under blowup by
means of the behaviour of Y under the induced blowup: the transform of Y under
the blowup of V along a center Z of W locally contained in V should equal the
variety Y ′ which is associated in a similar manner as Y to X to the strict transform
Xs of X in V s at points a′ above a where the order of Xs has remained constant.
The variety Y or the ideal J and their transforms may then help to measure the
improvement of Xs at a′ by looking at their respective orders. This is precisely
the way how the proof of resolution in zero characteristic proceeds. The reason-
ing is also known as descent in dimension. The main problem in this approach is
to define properly the variety Y , respectively the ideal J , and to show that the
local construction is independent of the choice of V and patches to give a global
resolution algorithm.

a′ ∈ E ⊂ W ′ � V ′ ⊃ Y ′

↓ ↓ ↓ π ↓ ↓ π|Y ′

a ∈ Z ⊂ W � V ⊃ Y

Examples

Example 9.8. � Let π : (W ′, a′) → (W,a) be a local blowup and let x1, . . . , xn

be local coordinates on W at a such that π is monomial. Assume that x1 appears in
the initial form of an element f ∈ OW,a, and let V ⊂ W be the local hypersurface at
a defined by x1 = 0. If the order of the strict transform fs of f at a′ has remained
constant equal to the order of f at a, the point a′ belongs to the strict transform
V s of V .

Example 9.9. Let the characteristic of the ground field be different from 3.

Apply the second order differential operator ∂ = ∂2

∂x2 to f = x3 + x2yz + z5 so
that ∂f = 6x + 2yz. This defines a hypersurface of maximal contact for f at 0.
Replacing in f the variable x by x− 1

3yz gives

g = x3 − 1

3
xy2z2 +

2

27
y3z3 + z5.
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The term of degree 2 in x has been eliminated, and x = 0 defines an osculating
hypersurface for g at 0.

Example 9.10. � Assume that the characteristic is 0. Let X ⊂ An be a
hypersurface defined locally at the origin by a polynomial f = xd

n +
∑d−1

i=0 ai(y)x
i
n

where y = (x1, . . . , xn−1) and ord0ai(y) ≥ d − i. Make the change of coordinates
xn �→ xn − 1

dad−1(y). Show that after this change, the hypersurface defined by
xn = 0 has maximal contact with X at the origin. What prevents this technique
from working in positive characteristic?

Example 9.11. � Consider the hypersurface X ⊂ A3 given by the equation
x2y + xy2 − x2z + y2z − xz2 − yz2 = 0. Show that the hypersurface V given by
x = 0 does not have maximal contact with X at 0. In particular, consider the
blowup of A3 in the origin. Find a point a′ on the exceptional divisor that lies in
the x-chart of the blowup such that the strict transform of X has order 3 at a′.
Then show that the strict transform of V does not contain this point.

Example 9.12. Hypersurfaces of maximal contact are only defined locally.
They need not patch to give a globally defined hypersurface of maximal contact on
W . Find an example for this.

Example 9.13. Consider f = x4 + y4 + z6, g = x4 + y4 + z10 and h = xy+ z10

under point blowup. Determine, according to the characteristic of the ground field,
the points where the orders of f , g and h have remained constant.

Example 9.14. � Let f = xc + g(y1, . . . , ym) ∈ K[[x, y1, . . . , ym]] be a formal
power series with g a series of order ≥ c at 0. Show that there exists in any
characteristic a formal coordinate change maximizing the order of g.

Example 9.15. Let f = xc + g(y1, . . . , ym) ∈ K[x, y1, . . . , ym] be a polynomial
with g a polynomial of order ≥ c at 0. Does there exist a local coordinate change
in A1+m at 0 maximizing the order of g?

Example 9.16. Let f be a polynomial or power series in n variables x1, . . . , xn

of order c at 0. Assume that the ground field is infinite. There exists a linear
coordinate change after which f(0, . . . , 0, xn) has order c at 0. Such polynomials
and series, called xn-regular of order c at 0, appear in the Weierstrass preparation
theorem, which was frequently used by Abhyankar in resolution arguments.

Example 9.17. � Let (W ′, a′) → (W,a) be a composition of local blowups in
regular centers such that a′ lies in the intersection of n exceptional components
where n is the dimension of W at a. Let f ∈ OW,a and assume that the character-
istic is zero. Show that the order of f has dropped between a and a′.

Example 9.18.+ Show the same in positive characteristic.

10. Lecture X: Coefficient Ideals

Definition 10.1. Let I be an ideal in a regular variety W , let a be a point of
W with open neighbourhood U , and let V be a regular closed hypersurface of U
containing a. Let x1, . . . , xn be coordinates on U such that V is defined in U by
xn = 0. The restrictions of x1, . . . , xn−1 to V form coordinates on V and will be
abbreviated by x′. For f ∈ OU , denote by

∑

af,i(x
′) · xi

n the expansion of f with
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respect to xn, with coefficients af,i = af,i(x
′) ∈ OV . The coefficient ideal of I in V

at a is the ideal JV (I) on V defined by

JV (I) =
o−1
∑

i=0

(af,i, f ∈ I)
o!

o−i ,

where o denotes the order of I at a.

Remark 10.2. The coefficient ideal is defined on whole V . It depends on the
choice of the coordinates x1, . . . , xn on U , even so the notation only refers to V .
Actually, JV (I) depends on the choice of a section OV,a → OU,a of the map OU,a →
OV,a defined by restriction to V . The same definition applies to stalks of ideals in
W at points a, giving rise to an ideal, also denoted by JV (I), in the local ring OV,a.

The weights o!
o−i in the exponents are chosen so as to obtain a systematic behavior

of the coefficient ideal under blowup, cf. Prop. 10.6 below. The chosen algebraic
definition of the coefficient ideal is modelled so as to commute with blowups [EH02],
but is less conceptual than definitions through differential operators proposed and
used by Encinas-Villamayor, Bierstone-Milman, W�lodarczyk, Kawanoue-Matsuki
and Hironaka [EV00, EV98, BM97, W�lo05, KM10, Hir03].

Proposition 10.3. The passage to the coefficient ideal JV (I) of I in V com-
mutes with taking germs along the local top locus S = topa(I) ∩ V of points of
V where the order of I in W is equal to the order of I in W at a: Let x1, . . . xn

be coordinates of W at a, defined on an open neighborhood U of a, and let V be
closed and regular in U , defined by xn = 0. The stalks of JV (I) at points b of S
inside U coincide with the coefficient ideals of the stalks of I at b.

Proof. Clear from the definition of coefficient ideals. �

Corollary 10.4. In the above situation, for any fixed closed hypersurface V
in U ⊂ W open, the order of JV (I) at points of S ∩ V is upper semicontinuous
along S, locally at a.

Remark 10.5. In general, V need not contain, locally at a, the top locus of
I in W . This can, however, be achieved in zero characteristic by choosing for
V an osculating hypersurface, cf. Prop. 10.9 below. In this case, the order of
JV (I) at points of S = topa(I) does not depend on the choice of the hypersurface,
cf. Prop. 10.13. In arbitrary characteristic, a local hypersurface V will be chosen
separately at each point b ∈ S in order to maximize the order of JV (I) at b,
cf. Prop. 10.11. In this case, the order of JV (I) at b does not depend on the choice
of V , and its upper semicontinuity as b moves along S holds again, but is more
difficult to prove [Hau04].

Proposition 10.6. The passage to the coefficient ideal JV (I) of I at a com-
mutes with blowup: Let π : W ′ → W be the blowup of W along a regular center
Z contained locally at a in S = topa(I). Let V be a local regular hypersurface of
W at a containing Z and such that V s contains all points a′ above a where the
order of the weak transform I� has remained constant equal to the order of I at
a. For any such point a′, the coefficient ideal JV s(I�) of I� equals the controlled
transform JV (I)

! = I−c
E · JV (I)∗ of JV (I) with respect to the control c = o! with

o = orda(I).
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Proof. Write V ′ for V s, and let h = 0 be a local equation of E∩V ′ in V ′. The
weak transform I� of I is generated by the elements f� = h−o · f∗ for f varying in
I, where ∗ denotes the total transform. The coefficients af,i of the monomials xi

n

of the expansion of an element f of I of order o at a in the coordinates x1, . . . , xn

satisfy af�,i = hi−o · (af,i)∗. Then

JV ′(I�) = JV ′(
∑

i

af�,i · xi
n, f� ∈ I�)

= JV ′(
∑

i

ah−o·f∗,i · xi
n, f ∈ I)

= JV ′(
∑

i

h−o · (af,i · xi
n)

∗, f ∈ I)

=
∑

i<o

h−o! · (a∗f,i, f ∈ I)o!/(o−i)

= h−o! · (
∑

i<o

(af,i, f ∈ I)o!/(o−i))∗

= h−o! · (JV I)∗ = (JV I)
!.

This proves the claim. �

Remark 10.7. The definitions of the coefficient ideal used in [EV00, EV98,
BM97, W�lo05, KM10, Hir03] produce a weaker commutativity property with re-
spect to blowups, typically only for the radicals of the coefficient ideals.

Remark 10.8. The order of the coefficient ideal JV (I) of I is not directly
suited as a secondary invariant when the order of I remains constant since, by the
proposition, the coefficient ideal passes under blowup to its controlled transform,
and thus its order may increase. In order to get a practicable secondary invariant
it is appropriate to decompose JV (I) and (JV (I))

! into products of two ideals: the
first factor is a principal monomial ideal supported by the exceptional locus, the
second, possibly singular factor, is an ideal called the residual factor, and supposed
to pass under blowup in the factorization to its weak transform. Choosing suitably
the exceptional monomial factor it can be shown that such factorizations always
exist [EH02]. In this situation the order of the residual factor does not increase
under blowup by Prop. 8.13 and can thus serve as a secondary invariant whenever
the order of the ideal I remains constant under blowup.

Proposition 10.9. Assume that the characteristic of the ground field is zero.
Let I have order o at a point a ∈ W , and let V be a regular hypersurface for I at
a, with coefficient ideal J = JV (I). The locus topa(J, o!) of points of V where J
has order ≥ o! coincides with topa(I),

topa(J, o!) = topa(I).

Proof. Choose local coordinates x1, . . . , xn in W at a so that V is defined by
xn = 0. Expand the elements f of I with respect to xn with coefficients af,i ∈ OV,a,
and choose representatives of them on a suitable neighbourhood of a. Let b be a
point in a sufficiently small neighborhood of a. Then, by the upper semicontinuity
of the order, b belongs to topa(I) if and only if ordbI ≥ o, which is equivalent to
∑

i<o af,i · xi
n having order ≥ o at b for all f ∈ I. This, in turn, holds if and only if
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af,i has order ≥ o− i at b, say a
o!

o−i

f,i has order ≥ o! at b. Hence b ∈ topa(I) if and

only if b ∈ topa(JV (I), o!). �

Corollary 10.10. Assume that the characteristic of the ground field is zero.
Let a be a point in W and set S = topa(I). Let U be a neighbourhood of a on
which there exists a closed regular hypersurface V which is osculating for I at all
points of S ∩ U . Let JV (I) be the coefficient ideal of I in V .

(a) The top locus topa(JV (I)) of JV (I) on V is contained in topa(I).
(b) The blowup of U along a regular locally closed subvariety Z of topa(JV (I))

Z commutes with the passage to the coefficient ideals of I and I� in V and V s.

Proof. Assertion (a) is immediate from the proposition, and (b) follows from
Prop. 10.6. �

Proposition 10.11. (Encinas-Hauser) Assume that the characteristic of the
ground field is zero. The order of the coefficient ideal JV (I) of I at a with respect
to an osculating hypersurface V at a attains the maximal value of the orders of the
coefficient ideals over all local regular hypersurfaces. In particular, it is independent
of the choice of V .

Proof. Choose local coordinates x1, . . . , xn in W at a such that the appro-
priate derivative of the chosen element f ∈ I is given by xn. Let o be the order of
f at a. The choice of coordinates implies that the expansion of f with respect to
xn has a monomial xo

n with coefficient 1 and no monomial in xn of degree o − 1.
Any other local regular hypersurface U is obtained from V by a local isomorphism
ϕ of W at a. Assume that the order of JV (ϕ

∗(I)) is larger than the order of

JV (I). Let g = ϕ∗(f). This signifies that the order of all coefficients a
o!

o−i

g,i is larger

than the order of JV (I). Therefore ϕ∗ must eliminate from f the terms of af,i for

which a
o!

o−i

f,i has order equal to the order of JV (I). But then ϕ∗ produces from xo
n a

non-zero coefficient ag,o−1 such that ao!g,o−1 has order equal to the order of JV (I),
contradiction. �

Remark 10.12. This result suggests to consider in positive characteristic as a
substitute for hypersurfaces of maximal contact local regular hypersurfaces which
maximize the order of the associated coefficient ideal. Such hypersurfaces are used
in recent approaches to resolution of singularities in positive characteristic [Hir12,
Hau10a, HW14], relying on the work of Moh on the behaviour of the coefficient
ideal in this situation [Moh87].

Proposition 10.13. Let the characteristic of the ground field be arbitrary.
The supremum in N∪{∞} of the orders of the coefficient ideals JV (I) of I in local
regular hypersurfaces V in W at a is realized by a formal local regular hypersurface

V in W at a (i.e., V is defined by an element of the complete local ring ˜OW,a). If
the supremum is finite, it can be realized by a local regular hypersurface V in W
at a.

Proof. If the supremum is finite, the existence of some V realizing this value is

obvious. If the supremum is infinite, one uses the completeness of ̂OW,a to construct
V , see [EH02, Hau04]. �
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Definition 10.14. A formal local regular hypersurface V realizing the supre-
mum of the order of the coefficient ideal JV (I) of I at a is called a hypersurface of
weak maximal contact of I at a. If the supremum is finite, it will always be assumed
to be a local hypersurface.

Proposition 10.15. (Zariski) Let V be a formal local regular hypersurface in
W at a of weak maximal contact with I at a. Let π : W ′ → W be the blowup of W
along a closed regular center Z contained locally at a in S = topa(I). The points
a′ ∈ W ′ above a for which the order of the weak transform I� of I at a′ has not
decreased are contained in the strict transform V s of V .

Proof. By definition of weak maximal contact, the variable xn defining V in
W at a appears in the initial form of some element f of I of order o = topa(I)
at a, cf. Ex. 10.23 below. The argument then goes analogously to the proof of
Prop. 9.1. �

Remark 10.16. In characteristic zero and if V has been chosen osculating at
a, the hypersurface V ′ is again osculating at points a′ above a where orda′(I ′) =
orda(I), hence it has again weak maximal contact with I ′ at such points a′. In
positive characteristic this is no longer true, cf. Ex. 10.24.

Examples

Example 10.17. Determine in all characteristics the points of the blowup ˜A2

of A2 at 0 where the strict transform of g = x4+kx2y2+y4+3y7+5y8+7y9 under
the blowup of A2 at 0 has order 4, for any k ∈ N.

Example 10.18. Determine for all characteristics the maximal order of the
coefficient ideal of I = (x3 + 5y3 + 3(x2y2 + xy4) + y6 + 7y7 + y9 + y10) in regular
local hypersurfaces V at 0.

Example 10.19. Same as before for I = (xy + y4 + 3y7 + 5y8 + 7y9).

Example 10.20. � Compute the coefficient ideal of I = (x5 + x2y4 + yk) in
the hypersurfaces x = 0, respectively y = 0. According to the value of k and the
characteristic, which hypersurface is osculating or has weak maximal contact?

Example 10.21. � Consider f = x2 + y3z3 + y7 + z7. Show that V ⊂ A3

defined by x = 0 is a local hypersurface of weak maximal contact for f . Blow
up A3 at the origin. How does the order of the coefficient ideal of f in V behave
under these blowups at the points where the order of f has remained constant?
Factorize suitably the controlled transform of the coefficient ideal with respect to
the exceptional factor and observe the behaviour of the order of the residual factor.

Example 10.22. � Assume that, for a given coordinate system x1, . . . , xn in W
at a, the hypersurface V defined by xn = 0 is osculating for a polynomial f and
that the coefficient ideal of f in V is a principal monomial ideal. Show that there
is a sequence of blowups in coordinate subspaces of the induced affine charts which
eventually makes the order of f drop.

Example 10.23. The variable xn defining a hypersurface V in W at a of weak
maximal contact with an ideal I appears in the initial form of some element f of I
of order o = orda(I) at a.
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Example 10.24. In positive characteristic, a hypersurface of weak maximal
contact for an ideal I need not have again weak maximal contact after blowup with
the weak transform I� at points a′ where the order of I� has remained constant.

Example 10.25. Compute in the following situations the coefficient ideal of
I in W at a with respect to the given local coordinates x, y, z in A3 and the
hypersurface V . Determine in each case whether the order of the coefficient ideal
is maximal. If not, find a coordinate change which maximizes it.

(a) a = 0 ∈ A1, x, V : x = 0, I = (x) and I = (x+ x2).
(b) a = 0 ∈ A2, x, y, V : x = 0, I = (x), I = (x+ y2), I = (y + x2), I = (xy).
(c) a = (1, 0, 0) ∈ A3, x, y, z, V : y + z = 0, I = (x2), I = (xy), I = (x3 + z3).
(d) a = 0 ∈ A3, x, y, z, V : x = 0, I = (xyz), I = (x2 + y3 + z5).
(e) a = 0 ∈ A2, x, y, V : x = 0, I = (x2 + y4, y4 + x2).

Example 10.26. Blow up in each of the preceding examples the origin and
determine the points of the exceptional divisor E where the order of the weak
transform I� of I has remained constant. Check at these points whether commu-
tativity holds for the descent to the coefficient ideal and its controlled transform.

Example 10.27. � Show that the maximum of the order of the coefficient ideal
JV (I) of an ideal I over all regular parameter systems of ̂OAn,0 is attained (it might
be ∞).

Example 10.28. Show that the supremum of the order of the coefficient ideal
of an ideal I in W at a point a can be realized, if the supremum is finite, by a regular
system of parameters of the local ring OW,a without passing to the completion.

Example 10.29.+ Show that this maximum, when taken at any point of the
top locus S of An where I has maximal order o, defines an upper semicontinuous
function on S.

Example 10.30. � Let V be the hypersurface xn = 0 of An and let V ′ → V
be the blowup with regular center Z in V . Let I be an ideal of order o at a point
a of Z, with weak transform I�. Assume that orda′I� = ordaI at the origin a′ of
an xj-chart for a j < n. Compare the controlled transform of the coefficient ideal
JV (I) of I with respect to the control c = o! with the coefficient ideal JV ′(I�) of
I�.

Example 10.31. Show that, in characteristic zero, the top locus of an ideal I
of W , when taken locally at a point a, is contained in a local regular hypersurface V
through a. Does this hypersurface maximize the order of the associated coefficient
ideal?

Example 10.32. Consider f = x3 + y2z in A3 and the point blowup of A3 at
the origin. Find, according to the characteristic, at all points of the exceptional
divisor a hypersurface of weak maximal contact for the strict transform of f .

Example 10.33. Consider surfaces defined by polynomials f = xo+yazb·g(y, z)
where yazb is considered as an exceptional monomial factor of the coefficient ideal
in the hypersurface V defined by x = 0 (up to raising the coefficient ideal to the
power c = o!). Assume that a+b+ord0g ≥ o. Give three examples where the order
of g at 0 is not maximal over all choices of local hypersurfaces at 0, and indicate
the coordinate changes which make it maximal.
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Example 10.34. Consider surfaces defined by polynomials f = xo+yazb·g(y, z)
where yazb is considered again as an exceptional monomial factor of the coefficient
ideal in the hypersurface V defined by x = 0. Assume that a + b + ord0g ≥ o.
Compute the strict transform f ′ = xo + ya

′
zb

′ · g′(y, z) of f under point blowup at
points where the order of f has remained equal to o. Find three examples where
the order of g′ is not maximal over all local coordinate choices.

Example 10.35. For a flag of local regular subvarieties Vn−1 ⊃ . . . ⊃ V1 at
a in W = An one gets from an ideal I = In in W a chain of coefficient ideals
Jn−1, . . . , J1 in Vn−1, . . . , V1 respectively, defined recursively as follows. Assume
that Jn−1, . . . , Ji+1 have been constructed and that Ji+1 can be decomposed into
Ji+1 = Mi+1 · Ii+1 with prescribed monomial factor Mi+1 and some residual factor
Ii+1. Then set Ji = JVi

(Ii+1), the coefficient ideal of Ii+1 in Vi at a. Show that the
lexicographic maximum of the vector of orders of the ideals Ji at a over all choices
of flags at a admitting the above factorizations of the ideals Ji can be realized
stepwise, choosing first a local hypersurface Vn−1 in W at a maximizing the order
of Jn−1 at a, then a local hypersurface Vn−2 in Vn−1 at a maximizing the order of
Jn−2, and iterating this process.

11. Lecture XI: Resolution in Zero Characteristic

The inductive proof of resolution of singularities in characteristic zero requires a
more detailed statement about the nature of the resolution:

Theorem 11.1. Let W be a regular ambient variety and let E ⊂ W be a
(possibly empty) divisor with normal crossings. Assume that the characteristic of
the ground field is 0. Let J be an ideal on W , together with a decomposition
J = M · I into a principal monomial ideal M , the monomial factor of J , supported
on a normal crossings divisor D transversal to E, and an ideal I, the residual factor
of J . Let c+ ≥ 1 be a given number, the control of J .

There exists a sequence of blowups of W along regular centers Z transversal
to E and D and their total transforms, contained in the locus top(J, c+) of points
where J and its controlled transforms with respect to c+ have order ≥ c+, and
satisfying the requirements equivariance and excision of a strong resolution so that
the order of the controlled transform of J with respect to c+ drops eventually at
all points below c+.

Definition 11.2. In the situation of the theorem, with prescribed divisor D
and control c+, the ideal J is called resolved with respect to D and c+ if the order
of J at all points of W is < c+.

Remark 11.3. Once the order of the controlled transform of J has dropped
below c+, induction on the order can be applied to find an additional sequence of
blowups which makes the order of the controlled transform of J drop everywhere
to 0. At that stage, the controlled transform of J has become the whole coordinate
ring of W , and the total transform of J , which differs from the controlled transform
by a monomial exceptional factor, has become a monomial ideal supported on a
normal crossings divisor D transversal to E. This establishes the existence of a
strong embedded resolution of J , respectively of the singular variety X defined by
J in W .
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Proof. The technical details can be found in [EH02], and motivations are
given in [Hau03]. The main argument is the following.

The resolution process has two different stages: In the first, a sequence of
blowups is chosen through a local analysis of the singularities of J and by induction
on the ambient dimension. The order of the weak transforms of I will be forced
to drop eventually below the maximum of the order of I at the points a of W .
By induction on the order one can then apply additional blowups until the order
of the weak transform of I has become equal to 0. At that moment, the weak
transform of I equals the coordinate ring/structure sheaf of the ambient variety,
and the controlled transform of J has become a principal monomial ideal supported
on a suitable transform of D, which will again be a normal crossings divisor meeting
the respective transform of E transversally.

For simplicity, denote this controlled transform again by J . It is a principal
monomial ideal supported by exceptional components. The second stage of the
resolution process makes the order of J drop below c+. The sequence of blowups
is now chosen globally according to the multiplicities of the exceptional factors
appearing in J . This is a completely combinatorial and quite simple procedure
which can be found in many places in the literature [Hir64, EV00, EH02].

The first part of the resolution process is much more involved and will be
described now. The centers of blowup are defined locally at the points where the
order of I is maximal. Then it is shown that the definition does not depend on the
local choices and thus defines a global, regular and closed center in W . Blowing up
W along this center will improve the singularities of I, and finitely many further
blowups will make the order of the weak transform of I drop.

The local definition of the center goes as follows. Let S = top(I) be the stratum
of points in W where I has maximal order. Let a be a point of S and denote by
o the order of I at a. Choose an osculating hypersurface V for I at a in an open
neighbourhood U of a in W . This is a closed regular hypersurface of U given by
a suitable partial derivative of an element of I of order o− 1. The hypersurface V
maximizes the order of the coefficient ideal Jn−1 = JV (I) over all choices of local
regular hypersurfaces, cf. Prop. 10.11. Thus orda(Jn−1) does not depend on the
choice of V . There exists a closed stratum T in S at a of points b ∈ S where the
order of Jn−1 equals the order of Jn−1 at a.

The ideal Jn−1 on V together with the new control c = o! can now be resolved by
induction on the dimension of the ambient space, applying the respective statement
of the theorem. The new normal crossings divisor En−1 in V is defined as V ∩ E.
For this it is necessary that the hypersurface V can be chosen transversal to E. This
is indeed possible, but will not be shown here. Also, it is used that Jn−1 admits
again a decomposition Jn−1 = Mn−1 · In−1 with Mn−1 a principal monomial ideal
supported on some normal crossings divisor Dn−1 on V , and In−1 an ideal, the
residual factor of Jn−1.

There thus exists a sequence of blowups of V along regular centers transversal
to En−1 and Dn−1 and their total transforms, contained in the locus top(Jn−1, c)
of points where Jn−1 and its controlled transforms with respect to c have order ≥ c,
and satisfying the requirements of a strong resolution so that the order of the weak
transform of In−1 drops eventually at all points below the maximum of the order
of In−1 at points a of V .
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All this is well defined on the open neighbourhood U of a in W , but depends
a priori on the choice of the hypersurface V , since the centers are chosen locally
in each V . It is not clear that the local choices patch to give a globally defined
center. One can show that this is indeed the case, even though the local ideals Jn−1

do depend on V . The argument relies on the fact that the centers of blowup are
constructed as the maximum locus of an invariant associated to Jn−1. By induction
on the ambient dimension, such an invariant exists for each Jn−1: In dimension 1,
it is just the order. In higher dimension, it is a vector of orders of suitably defined
coefficient ideals. One then shows that the invariant of Jn−1 is independent of the
choice of V and defines an upper semicontinuous function on the stratum S. Its
maximum locus is therefore well defined and closed. Again by induction on the
ambient dimension, it can be assumed that it is also regular and transversal to the
divisors En−1 and Dn−1.

By the assertion of the theorem in dimension n − 1, the order of the weak
transform of Jn−1 can be made everywhere smaller than c = o! by a suitable
sequence of blowups. The sequence of blowups also transforms the original ideal
J = M · I, producing controlled transforms of J and weak transforms of I. The
order of I cannot increase in this sequence, if the centers are always chosen inside S.
To achieve this inclusion a technical adjustment of the definition of coefficient ideals
is required which will be omitted here. If the order of I drops, induction applies.
So one is left to consider points where possible the order of the weak transform
has remained constant. There, one will use the commutativity of blowups with the
passage to coefficient ideals, Prop. 10.6: The coefficient ideal of the final transform
of I will equal the controlled transform of the coefficient ideal Jn−1 of I. But the
order of this controlled transform has dropped below c, hence, by Prop. 10.9, also
the order of the weak transform of I must have dropped. This proves the existence
of a resolution. �

Examples

Example 11.4. In the situation of the theorem, take W = A2, E = ∅, and
J = (x2y3) = 1 · I with control c+ = 1. The ideal J is monomial, but not resolved
yet, since it is not supported on the exceptional divisor. It has order 5 at 0, order
3 along the x-axis, and order 2 along the y-axis. Blow up A2 in 0. The controlled
transform in the x-chart is J ! = (x4y3) with exceptional factor IE = (x4) and
residual factor I1 = (y3), the strict transform of J . The controlled transform in
the y-chart is J ! = (x2y4) with exceptional factor IE = (y4) and residual factor
I1 = (x2), the strict transform of J . One additional blowup resolves J .

Example 11.5. In the situation of the preceding example, replace E = ∅ by
E = V (x+ y), respectively E = V (x+ y2), and resolve the ideal J .

Example 11.6. Take W = A3, E = V (x + z2), and J = (x2y3) with control
c+ = 1. The variety X defined by J is the union of the xz- and the yz-plane. The
top locus of J is the z-axis, which is tangent to E. Therefore it is not allowed to
take it as the center of the first blowup. The only possible center is the origin.
Applying this blowup, the top locus of the controlled transform of J and the total
transform of E have normal crossings, so that the top locus can now be chosen as
the center of the next blowup. Resolve the singularities of X.
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Remark 11.7. The non-transversality of the candidate center of blowup with
already existing exceptional components is known as the transversality problem.
The preceding example gives a first instance of the problem, see [EH02, Hau03] for
more details.

Example 11.8. Take W = A3, E = D = ∅ and J = (x2+yz). In characteristic
different from 2, the origin of A3 is the unique isolated singular point of the cone
X defined by J . The ideal J has order 2 at 0. After blowing up the origin, the
singularity is resolved and the strict transform of J defines a regular surface. It is
transversal to the exceptional divisor.

Example 11.9. Take W = A3, E = D = ∅, J = (x2 + yazb) with a, b ∈ N.
According to the values of a and b, the top locus of J is either the origin, the y-
or z-axis, or the union of the y- and the z-axis. If a + b ≥ 2, the yz-plane is a
hypersurface of maximal contact for J at 0. The coefficient ideal is J1 = (yazb)
(up to raising it to the square). This is a monomial ideal, but not supported yet
on exceptional components. Resolve J .

Example 11.10. Take W = A4, E = D = V (yz), J = (x2 + y2z2(y + w)).
The order of J at 0 is 2. The yzw-hyperplane has maximal contact with J at
0, with coefficient ideal J1 = y2z2(y + w), in which the factor M1 = (y2z2) is
exceptional and I1 = (y + w) is residual. Resolve J . The top locus of I1 is the
plane V (y + w) ⊂ A3, hence not contained in the top locus of J . This technical
complication is handled by introducing an intermediate ideal, the companion ideal
[Vil07, EH02].

Example 11.11. Compute the first few steps of the resolution process for the
three surfaces defined in A3 by the polynomials x2 + y2z, x2 + y3 + z5 and x3 +
y4z5 + z11.

Example 11.12. Prove with all details the embedded resolution of plane curves
in characteristic zero according to the above description.

Example 11.13. Resolve the following items according to Thm. 11.1, taking
into account different characteristics of the ground field.

(a) W = A2, E = ∅, J = I = (x2y3), with control c+ = 1.
(b) W = A2, E = V (x), J = (x2y3), c+ = 1.
(c) W = A2, E = V (xy), J = (x2y3), c+ = 1.
(d) W = A3, E = V (x+ z2), J = (x2y3), c+ = 1.
(e) W = A3, E = V (y + z), J = (x3 + (y + z)z2), c+ = 3.
(f) W = A3, E = ∅, J = I = (x2 + yz), c+ = 2.
(g) W = A3, E = ∅, J = I = (x3 + y2z2), c+ = 3.
(h) W = A3, E = ∅, J = I = (x2 + xy2 + y5), c+ = 2.
(i) W = A3, E = ∅, J = I = (x2 + xy3 + y5), c+ = 2.
(j) W = A3, E = V (x+ y2), J = (x3 + (x+ y2)y4z5), c+ = 3.
(k) W = A3, E = ∅, J = I = (x2 + y2z2(y + z)), c+ = 12.
(l) W = A3, E = V (yz), J = (x2 + y2z2(y + z)), c+ = 2.
(m) W = A4, E = V (yz), J = (x2 + y2z2(y + w)), c+ = 2.

Example 11.14. Consider J = I = (x2 + y7 + yz4) in A3, with E = ∅ and
c+ = 2. Consider the sequence of three point blowups with the following centers.
First the origin of A3, then the origin of the y-chart, then the origin of the z-chart.
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On the last blowup, consider the midpoint between the origin of the y- and the
z-chart. Show that J is resolved at this point if the characteristic is zero or > 2.

Example 11.15.� What happens in the preceding example if the characteristic
is equal to 2? Describe in detail the behaviour of the first two components of the
resolution invariant under the three local blowups.

Example 11.16.� A combinatorial version of resolution is known as Hironaka’s
polyhedral game: Let N be an integral convex polyhedron in Rn

+, i.e., the positive
convex hull N = conv(S+Rn

+) of a finite set S of points in Nn. Player A chooses a
subset J of {1, . . . , n}, then player B chooses an element j ∈ J . After these moves,
S is replaced by the set S′ of points α defined by α′

i = αi if i �= j and α′
j =

∑

k∈J αk,

giving rise to a new polyhedron N ′. Player A has won if after finitely many rounds
the polyhedron has become an orthant α + Rn

+. Player B can never win, but only
prevent player A from winning. Show that player A has a winning strategy, first
with and then without using induction on n [Spi83, Zei06].

12. Lecture XII: Positive Characteristic Phenomena

The existence of the resolution of varieties of arbitrary dimension over a field of pos-
itive characteristic is still an open problem. For curves, there exist various proofs
[Kol07] Chap. 1. For surfaces, the first proof of non-embedded resolution was given
by Abhyankar in his thesis [Abh56]. Later, he proved embedded resolution for
surfaces, but the proof is scattered over several papers which sum up to over 500
pages [Abh59, Abh64, Abh66b, Abh66a, Abh67, Abh98]. Cutkosky was able to
shorten and simplify the argumens substantially [Cut11]. An invariant similar to
the one used by Abhyankar was developed independently by Zeillinger and Wagner
[Zei05, Wag09, HW14]. Lipman gave an elegent proof of non-embedded resolution
for arbitrary two-dimensional schemes [Lip78, Art86]. Hironaka proposed an invari-
ant based on the Newton polyhedron which allows to prove embedded resolution of
surfaces which are hypersurfaces [Hir84, Cos81, Hau00]. Hironaka’s invariant seems
to be restricted to work only for surfaces. The case of higher codimensional surfaces
was settled by Cossart-Jannsen-Saito, extending Hironaka’s invariant [CJS09]. Dif-
ferent proofs were recently proposed by Benito-Villamayor and Kawanoue-Matsuki
[BV12, KM12].

For three-folds, Abhyankar and Cossart gave partial results. Quite recently,
Cossart-Piltant proved non-embedded resolution of three-folds by a long case-by-
case study [CP08, CP09, CP12, CP13]. See also [Cut09].

Programs and techniques for resolution in arbitrary dimension and charac-
teristic have been developed quite recently, among others, by Hironaka, Teissier,
Kuhlmann, Kawanoue-Matsuki, Benito-Bravo-Villamayor, Hauser-Schicho, Cossart
[Hir12, Tei03, Kuh00, Kaw14, KM10, BV12, BV14, BV10, BV11, Hau10b, HS12,
Cos11].

Remark 12.1. Let K be an algebraically closed field of prime characteristic p >
0, and let X be an affine variety defined in An. The main problems already appear
in the hypersurface case. Let f = 0 be an equation for X in An. Various properties
of singularities used in the characteristic zero proof fail in positive characteristic:

(a) The top locus of f of points of maximal order need not be contained locally
in a regular hypersurface. Take the variety in A4 defined by f = x2+yz3+zw3+y7w
over a field of characteristic 2 [Nar83, Mul83, Kaw14, Hau98].
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(b) There exist sequences of blowups for which the sequence of points above a
given point a where the order of the strict transforms of f has remained constant are
eventually not contained in the strict transforms of any regular local hypersurface
passing through a.

(c) Derivatives cannot be used to construct hypersurfaces of maximal contact.
(d) The characteristic zero invariant is no longer upper semicontinuous when

translated to positive characteristic.

Example 12.2. A typical situation where the characteristic zero resolution
invariant does not work in positive characteristic is as follows. Take the polynomial
f = x2+y7+yz4 over a field of characteristic 2. There exists a sequence of blowups
along which the order of the strict transforms of f remains constant equal to 2 but
where eventually the order of the residual factor of the coefficient ideal of f with
respect to a hypersurface of weak maximal contact increases.

The hypersurface V of W = A3 defined by x = 0 produces – up to raising the
ideal to the square – as coefficient ideal of f the ideal on A2 generated by y7 + yz4.
Its order at the origin is 5.

Blow up A3 at the origin. In the y-chart W ′ of the blowup, the total transform
of f is given by

f∗ = y2(x2 + y5 + y3z4),

with f ′ = x2 + y3(y2 + z4) the strict transform of f . It has order 2 at the origin
of W ′. The generator of the coefficient ideal of f ′ in V ′ : x = 0 decomposes into a
monomial factor y3 and a residual factor y2 + z4. The order of the residual factor
at the origin of W ′ is 2. Blow up W ′ along the z-axis, and consider the y-chart
W ′′, with strict transform

f ′′ = x2 + y(y2 + z4),

of f . The residual factor of the coefficient ideal in V ′′ : x = 0 equals again y2 + z4.
Blow up W ′′ at the origin and consider the z-chart W ′′′, with strict transform

f ′′′ = x2 + yz(y2 + z2).

The origin of W ′′′ is the intersection point of the two exceptional components y = 0
and z = 0. The residual factor of the coefficient ideal in V ′′′ : x = 0 equals y2 + z2,
of order 2 at the origin of W ′′′.

Blow up the origin of W ′′′ and consider the affine chart W (iv) given by the
coordinate transformation

x �→ xz, y �→ yz + z, and z �→ z.

The origin of this chart is the midpoint of the new exceptional component. The
strict transform of f ′′′ equals

f (iv) = x2 + (y + 1)z2y2,

which, after the coordinate change x �→ x+ yz, becomes

f (iv) = x2 + y3z2 + y2z2.

The order of the strict transforms of f has remained constant equal to 2 along the
sequence of local blowups. The order of the residual factor of the associated coef-
ficient ideal has decreased from 5 to 2 in the first blowup, then remained constant
until the last blowup, where it increased from 2 to 3.
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Remark 12.3. The preceding example shows that the order of the residual fac-
tor of the coefficient ideal of the defining ideal of a singularity with respect to a local
hypersurface of weak maximal contact is not directly suited for an induction argu-
ment as in the case of zero characteristic. For surfaces, practicable modifications
of this invariant are studied in [HW14].

Definition 12.4. A hypersurface singularity X at a point a of affine space
W = An

K
over a field K of characteristic p is called purely inseparable of order pe

at a if there exist local coordinates x1, . . . , xn on W at a such that a = 0 and such
that the local equation f of X at a is of the form

f = xpe

n + F (x1, . . . , xn−1)

for some e ≥ 1 and a polynomial F ∈ K[x1, . . . , xn−1] of order ≥ pe at a.

Proposition 12.5. For a purely inseparable hypersurface singularity X at a,
the polynomial F is unique up to multiplication by units in the local ring OW,a and
the addition of pe-th powers in K[x1, . . . , xn−1].

Proof. Multiplication by units does not change the local geometry of X at
a. A coordinate change in xn of the form xn �→ xn + a(x1, . . . , xn−1) with a ∈
K[x1, . . . , xn−1] transforms f into f = xpe

n + a(x1, . . . , xn−1)
pe

+ F (x1, . . . , xn−1).
This implies the assertion. �

Definition 12.6. Let affine space W = An be equipped with an exceptional
normal crossings divisor E produced by earlier blowups with multiplicities r1, . . . , rn.
Let x1, . . . , xn be local coordinates at a point a of W such that E is defined at a
by xr1

1 · · ·xrn
n = 0. Let f = xpe

n + F (x1, . . . , xn−1) define a purely inseparable
singularity X of order pe at the origin a = 0 of An such that F factorizes into

F (x1, . . . , xn−1) = xr1
1 · · ·xrn−1

n−1 ·G(x1, . . . , xn−1).

The residual order of X at a with respect to E is the maximum of the orders of the
polynomials G at a over all choices of local coordinates such that f has the above
form [Hir12, Hau10b].

Remark 12.7. The residual order can be defined for arbitrary singularities
[Hau10b]. In characteristic zero, the definition coincides with the second component
of the local resolution invariant, defined by the choice of an osculating hypersurface
or, more generally, of a hypersurface of weak maximal contact and the factorization
of the associated coefficient ideal.

Remark 12.8. In view of the preceding example, one is led to investigate the
behaviour of the residual order under blowup at points where the order of the singu-
larity remains constant. Moh showed that it can increase at most by pe−1 [Moh87].
Abhyankar seems to have observed already this bound in the case of surfaces. He
defines a correction term ε taking values equal to 0 or pe−1 which is added to the
residual order according to the situation in order to make up for the occasional
increases of the residual order [Abh67, Cut11]. A similar construction has been
proposed by Zeillinger and Hauser-Wagner [Zei05, Wag09, HW14]. This allows, at
least for surfaces, to define a secondary invariant after the order of the singularity,
the modified residual order of the coefficient ideal, which does not increase under
blowup. The problem then is to handle the case where the order of the singularity
and the modified residual order remain constant. It is not clear how to define a
third invariant which manifests the improvement of the singularity.
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Remark 12.9. Following ideas of Giraud, Cossart has studied the behaviour
of the order of the Jacobian ideal of f , defined by certain partial derivatives of f .
Again, it seems that hypersurfaces of maximal contact do not exist for this invariant
[Gir75, Cos11]. There appeared promising recent approaches by Hironaka, using
the machinery of differential operators in positive characteristic, by Villamayor and
collaborators using instead of the restriction to hypersurfaces of maximal contact
projections to regular hypersurfaces via elimination algebras, and by Kawanoue-
Matsuki using their theory of idealistic filtrations and differential closures. None
of these proposals has been able to produce an invariant or a resolution strategy
which works in positive characteristic for all dimensions.

Remark 12.10. Another approach consists in analyzing the singularities and
blowups for which the residual order increases under blowup. This leads to the
notion of kangaroo singularities:

Definition 12.11. A hypersurface singularity X defined at a point a of affine
space W = An

K
over a field K of characteristic p by a polynomial equation f = 0

is called a kangaroo singularity if there exists a local blowup π : (˜W,a′) → (W,a)
of W along a regular center Z contained in the top locus of X and transversal to
an already existing exceptional normal crossings divisor E such that the order of
the strict transform of X remains constant at a′ but the residual order of the strict
transform of f increases at a′. The point a′ is then called kangaroo point of X
above a.

Remark 12.12. Kangaroo singularities can be defined for arbitrary singulari-
ties. They have been characterized in all dimensions by Hauser [Hau10a, Hau10b].
However, the knowledge of the algebraic structure of these singularities did not yet
give any hint how to overcome the obstruction caused by the increase of the residual
order.

Proposition 12.13. If a polynomial f = xpe

n + F (x1, . . . , xn−1) = xpe

n +
xr1
1 · · ·xrn−1

n−1 · G(x1, . . . , xn−1) defines a kangaroo singularity of order pe at 0 the
following conditions must hold: (a) the sum of the ri and of the order of G at 0
is divisible by pe; (b) the sum of the residues of the exceptional multiplicities ri
modulo pe is bounded by (m− 1) · pe with m the number of exceptional multiplic-
ities not divisible by pe; (c) the initial form of F equals a specific homogeneous
polynomial which can be explicitly described. Any kangaroo point a′ of X above a
lies outside the strict transform of the components of the exceptional divisor at a
whose multiplicities are not a multiple of pe.

Remark 12.14. A more detailed description of kangaroo singularities and a
further discussion of typical characteristic p phenomena can be found in [Hau10a,
Hau10b].

Examples

Example 12.15. Prove the resolution of plane curves in arbitary characteristic
by using the order and the residual order as the resolution invariants.

Example 12.16. Let K be an algebraically closed field of characteristic p >
0. Develop a significant notion of resolution for elements of the quotient of rings
K[x, y]/K[xp, yp]. Then prove that such a resolution always exists.
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Example 12.17. � Consider the polynomial f = x2 + yz3 + zw3 + y7w on A4

over a ground field of characteristic 2. Its maximal order is 2, and the respective
top locus is the image of the monomial curve (t32, t7, t19, t15), t ∈ K. The image
curve has embedding dimension 4 at 0 and cannot be embedded locally at 0 into
a regular hypersurface of A4. Hence there is no hypersurface of maximal contact
with f locally at the origin.

Example 12.18. � Find a surface X in positive characteristic and a sequence
of point blowups starting at a ∈ X so that some of the points above a where the
order of the weak transforms of X remains constant eventually leave the transforms
of any local regular hypersurface passing through a.

Example 12.19. � Show that f = x2 + yz3 + zw3 + y7w has in characteristic
2 top locus top(f) equal to the parametrized curve (t32, t7, t19, t15) in A4 [Nar83,
Mul83, Kaw14].

Example 12.20. � Show that f is not contained in the square of the ideal
defining the parametrized curve (t32, t7, t19, t15).

Example 12.21. � Find the defining ideal for the image of the monomial curve
(t32, t7, t19, t15) in A4. What is the local embedding dimension at 0?

Example 12.22. � Show that f = x2 + yz3 + zw3 + y7w admits in character-
istic 2 at the point 0 no local regular hypersurface of permanent maximal contact
(i.e., whose successive strict transforms contain all points where the order of f has
remained constant in any sequence of blowups with regular centers inside the top
locus).

Example 12.23. Consider f = x2 + y7 + yz4 in characteristic 2. Show that
there exists a sequence of point blowups for which f admits at the point 0 no
local regular hypersurface whose transforms have weak maximal contact with the
transforms of f as long as the order of f remains equal to 2.

Example 12.24.� Define the p-th order derivative of polynomials inK[x1, . . . , xn]
for K a field of characteristic p.

Example 12.25. � Construct a surface of order p5 in A3 over a field of charac-
teristic p for which the residual order increases under blowup.

Example 12.26. � Show that for the polynomial f = xp + ypz over a field of
characteristic p and taking E = ∅ the residual order of f along the (closed) points
of the z-axis is not equal to its value at the generic point.

Example 12.27. � Let y1, . . . , ym be fixed coordinates, and consider a homo-
geneous polynomial G(y) = yr · g(y) with r ∈ Nm and g(y) homogeneous of degree
k. Let G+(y) be the polynomial obtained from G by the linear coordinate change
yi → yi + ym for i = 1, . . . ,m− 1. Show that the order of G+ along the ym-axis is
at most k.

Example 12.28. Express the assertion of the preceding example through the
invertibility of a matrix of multinomial coefficients.

Example 12.29. � Consider G(y, z) = yrzs
∑k

i=0

(

k+r
i+r

)

yi(tz− y)k−i. Compute

for t ∈ K∗ the polynomial G+(y, z) = G(y + tz, z) and its order with respect to y
modulo p-th power polynomials.



BLOWUPS AND RESOLUTION 61

Example 12.30.� Determine all homogeneous polynomialsG(y, z) = yrzsg(y, z)
so that G+(y, z) has order k+1 with respect to y modulo p-th power polynomials.

Example 12.31. + Find a new systematic proof for the embedded resolution
of surfaces in three-space in arbitrary characteristic.

Example 12.32. Let G(x) be a polynomial in one variable over a field K

of characteristic p, of degree d and order k at 0. Let t ∈ K, and consider the
equivalence class G of G(x+ t) in K[x]/K[xp] (i.e., consider K(x+ t) modulo p-th
power polynomials). What is the maximal order of G at 0? Describe all examples
where this maximum is achieved.

13. Discussion of selected examples

The comments and hints below were compiled by Stefan Perlega and Valerie
Roitner.

Ex. 1.1. LetX be defined by 27x2y3z2+(x2+y3−z2)3 = 0 and let Y = C×C be
the cartesian product of the cusp C defined by x3 − y2 = 0 with itself. The surface
Y can be parametrized by (s, t) → (s3, s2, t3, t2). Composing this map with the
projection (x, y, z, w) �→ (x,−y+w, z) from A4 to A3 gives (s, t) �→ (s3, t2 − s2, t3).
Substitution into the equation of X gives 0,

27s6t6(t2 − s2)3 + (s6 + (t2 − s2)3 − t6)3 =

= 27(s6t12 − 3s8t10 + 3s10t8 − s12t6) + 27(s12t6 − 3s10t8 + 3s8t10 − s6t12) = 0.

Therefore the image of Y under the projection lies inside X. It remains to show
that every point in X is obtained in this way. The restriction Y → X of the projec-
tion A4 → A3 is a finite map (as can e.g. be checked by using a computer algebra
program), hence the image of Y is closed in X. As it has dimension two and X is
an irreducible surface, the image of Y is whole X.

Ex. 1.2. Asides from the symmetries in the text, replacing x with ±
√
−1 · x

and z with ±
√
−1 · z gives a new symmetry.

In characteristic 2 the defining polynomial of X equals f = x2y3z3+(x2+y3+
z3)3 and there appears an additional symmetry which is given by interchanging x
with z.

Ex. 1.3. Replacing z by
√
−1 ·z gives the equation g = −27x2y3z2+(x2+y3+

z2)3 = 0, cf. Figure 3. Symmetries of this surface are e.g. given by replacing x by
−x or z by −z or by interchanging x with z. Also sending (x, y, z) to (t3x, t2y, t3z)
with t ∈ K gives a symmetry.
The partial derivatives of g give the equations for Sing(X),

x · (−9y3z2 + (x2 + y3 + z2)3) = 0,

y2 · (−9x2z2 + (x2 + y3 + z2)3) = 0,

z · (−9y3x2 + (x2 + y3 + z2)3) = 0.

Therefore the singular locus of X has six components, given by the equations

x = y = z = 0,

x = y3 + z2 = 0,
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z = x2 + y3 = 0,

y = x2 + z2 = 0,

z − x = y3 − z2 = 0,

z + x = y3 − z2 = 0.

Figure 3: The surface of equation 27x2y3z2 = (x2 + y3 + z2)3.

Ex. 1.4. The point a = (0, 1, 1) lies in the component S of Sing(X) defined by
g = x− y3 + z2 = 0. Since (∂xg(a), ∂yg(a), ∂zg(a)) = (1, 3, 2), the component S is
regular at a. The curve given by the parametrization (0, t2, t3) lies in S and passes
through a for t = 1. Its tangent vector at t = 1 is (0, 2, 3), which is a normal vector
to the plane P . Therefore P intersects S transversally at a.

The intersection X ∩ P is given by the equations y = 1
2 (5− 3z) and h(x, z) =

f(x, 12 (5−3z), z) = 27x2z2 1
8 (5−3z)3+(x2+ 1

8 (5−3z)3−z2)3 = 0. Computing the
points where ∂xh = 0 and ∂zh = 0 gives (among others) the solution x = 0, z = 1,
whence y = 1. Therefore X ∩P has a singularity at (0, 1, 1). The Taylor expansion
of h at (x, z) = (0, 1) is given by

(

−2197

8
w3 +O(w4)

)

+

(

27− 135w

2
+ 93w2 + O(w3)

)

x2 +O(x4),

where w = z − 1.

Ex. 1.6. The blowup ˜X of X in the origin of A3 is defined in X × P2 by the
equations

xu2 − yu1 = xu3 − zu1 = yu3 − zu2 = 0,

where (u1 : u2 : u3) are projective coordinates on P2. The blowup map π : ˜X → X

is the restriction to ˜X of the projection X × P2 → X.
The equation of the x-chart of the blowup of X is obtained by replacing (x, y, z)

with (x, xy, xz) in the equation defining X and by factoring the appropriate power
of the polynomial x defining the exceptional divisor. This gives the equation

Cx : 27x7y3z2 + (x2 + x3y3 − x2z2) = x6 · (27xy3z2 + (1 + xy3 − z2)3) = 0,

so that the patch of ˜X in the x-chart is defined by 27xy3z2 + (1 + xy3 − z2)3 = 0
in A3. See Figure 4. Similarly, the y- and the z-chart are obtained by replacing
(x, y, z) with (xy, y, yz) and (xz, yz, z) respectively and give the equations

Cy : y6 · (27x2yz2 + (x2 + y − z2)3) = 0

and

Cz : z6 · (27x2y3z + (x2 + y3z − 1)3) = 0.
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The blowup ˜Y of Y = C × C in the origin of A4 is defined in Y × P3 by

xu2 − yu1 = xu3 − zu1 = xu4 − wu1 = yu3 − zu2 = yu4 − wu2 = zu4 − wu3 = 0.

The x-chart of ˜Y is obtained by replacing (x, y, z, w) with (x, xy, xz, xw) in the
equations defining Y and by then factoring the appropriate powers of x. It is
hence given in A4 by the equations 1 − xy3 = z2 − xw3 = 0. The other charts
are obtained similarly: in the y-chart, x2 − y = z2 − yw3 = 0; in the z-chart,
x2 − y3z = 1− zw3 = 0; in the w-chart, x2 − y3w = z2 − w = 0.

Figure 4: Chart expressions of the blowup of the surface Camelia.

Ex. 2.34. Since OX,a ⊆ ̂OX,a and m̂X,a = mX,a · ̂OX,a every regular system of

parameters x1, . . . , xn of OX,a is also a generator system of m̂X,a in ̂OX,a. But there
exists a subset S of {x1, . . . , xn} such that S is a regular system of parameters of
̂OX,a. The converse does not hold, since in general a regular system of parameters

of ̂OX,a need not belong to OX,a.

Ex. 2.38. The image of f : (x, y) �→ (xy, y) is f(A2) = (A2\(A1×{0}))∪{(0, 0)}.
This is a constructible and dense subset of A2. The inverse f−1 : (x, y) �→ (xy , y) of

f is defined on the complement of the x-axis. It cannot be extended to the origin
0 of A2, since f contracts the x-axis of A2 onto 0.

Ex. 2.40. It is easily checked that the inverse of ϕij is ϕji:

[ϕji ◦ ϕij(x1, . . . , xn)]k =

⎧

⎪

⎨

⎪

⎩

xk

xj
· xj = xk, k �= i, j,

1
xj

· xixj = xi, k = i,
1

1/xj
= xj , k = j,
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where [−]k denotes the k-th component. Therefore ϕji ◦ ϕij is the identity. The
domain Uij of ϕij is An \ V (xj), a dense open subset of An. The image ϕij(Uij)
equals An \V (xi). It is open, too. Since all components of ϕij are rational and the
denominators do not vanish on Uij , the maps ϕij induce biregular maps Uij → Uji.

Ex. 2.41. Elliptic curves admit an additive group structure. It therefore suffices
to restrict to the origin a = 0 ∈ A2 and to show that the curve is formally isomorphic

at 0 to (̂A1, 0). But K[[x, y]]/(y2 − x3 + x) � K[[y]] since, by the implicit function
theorem for formal power series, the residue class of x in K[[x, y]]/(y2−x3+x) can
be expressed as a series in y. To show that X is nowhere locally biregular to the
affine line is much harder.

Ex. 2.42. A morphism f : X → Y of algebraic varieties is proper if it is sepa-
rated and universally closed, i.e., if for any variety Z and any morphism h : Z → Y
the induced morphism g : X ×Y Z → Y, g(x, z) = f(x) = h(z) is closed. In the
example, already the image π(X) = A1 \ {0} of X is not closed.

Ex. 2.43. A formal isomorphism between ( ̂X, 0) and (̂Y , 0) would send the the
jacobian ideals generated by the partial derivatives of x3 − y2 and x5 − y2 to each
other. This is impossible. On the other hand, the formal isomorphism defined by

(x, y) �→ (x 3
√
1 + x2, y) sends ( ̂X, 0) onto ( ̂Z, 0). It is an isomorphism by the inverse

function theorem for formal power series.

Ex. 3.27. The maximal ideal of K[[x]] is generated by x. Since
√
1 + x is a

unit in K[[x]] (its inverse is (1 + x)−1/2 =
∑

k≥0

(−1/2
k

)

(−1)kxk), also x ·
√
1 + x

generates this ideal. Therefore x·
√
1 + x is a regular system of parameters in K[[x]].

It does not stem from a regular parameter system in K[x](x) since
√
1 + x cannot

be written as a quotient of polynomials.

Ex. 3.28. The maximal ideal of the local ring OA2,0 = K[x, y](x,y) is generated

by x and y. As x2 +1 is invertible in K[x, y](x,y), also y2 − x3 − x = y2 − x(x2 +1)
and y generate this ideal. They hence form a regular system of parameters of OA2,0.
For the remaining assertions, see ex. 2.41.

Ex. 3.31. Computing the derivatives of x2 − y2z with respect to x, y and
z and setting them zero shows that the singular locus of X is the z-axis. Let

a = (0, 0, t) with t �= 0 be a point of the z-axis outside the origin. Then ̂OX,a =
C[[x, y, z]]/(x2 − y2(z− t)). Since

√
z − t is for t �= 0 a formal power series in z the

quotient can be rewritten as C[[x, y, z]]/(x − y
√
z − t)(x+ y

√
z − t). The product

(x−y
√
z − t)(x+y

√
z − t) = 0 defines two smooth formal surfaces intersecting each

other transversally. They are formally isomorphic to the union of the two planes
defined by (x− y

√
−t)(x+ y

√
−t) = 0. Hence a is a normal crossings point of X.

But it is not a simple normal crossings point since, globally, X consists of only one
component which is moreover singular at a.

The formal neighborhood of 0 is ̂OX,0 = K[[x, y, z]]/(x2−y2z). Since x2−y2z is
irreducible in K[[x, y, z]] and X is singular at 0 the origin is not a normal crossings
point of X.
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Ex. 3.34. Over C or any finite field Fq with q congruent to 1 modulo 4 there

exists a square root of −1, hence the variety defined by x2 + y2 = (x+
√
−1y)(x−√

−1y) = 0 has normal crossings at the origin. Since both components are regular
at 0 it also has simple normal crossings.

The surface defined by x2 + y2 + z2 = 0 does not have normal crossings
over R or C, but it has normal crossings over a field of characteristic 2, since
x2 + y2 + z2 = (x+ y+ z)2 in characteristic 2 so that the variety is a double plane.
The same holds for the variety defined by x2 + y2 + z2 + w2 = 0. The variety
xy(x − y) = 0 has three components passing through 0, but as A2 has only two
coordinate subspaces the variety does not have normal crossings at 0. The same
argument works for xy(x2 − y) = 0. The variety defined by (x− y)z(z−x) = 0 has
both normal and simple normal crossings at the origin over any field.

Ex. 3.35. The visualization of the surface looks as follows, cf. figure 5.

Figure 5: The zeroset of (x− y2)(x− z)z = 0 in A3.

Ex. 3.38. A point a is a regular point of a variety if the local ring is regular, i.e.,
if its maximal ideal can be generated by as many elements as the Krull dimension
indicates. For a cartesian product X × Y , the local ring at a point (a, b) is the
tensor product of the local rings of the two factors,

OX×Y,(a,b) = K[X × Y ]m(a,b)
� K[X]ma

⊗K[Y ]mb
= OX,a ⊗OY,b

and the same holds for the respective maximal ideals,

m(a,b)/m
2
(a,b) � ma/m

2
a ⊗mb/m

2
b .

Therefore (a, b) ∈ X × Y is regular if and only if a is regular in X and b is regular
in Y . Consequently, Sing(X × Y ) = (Sing(X)× Y ) ∪ (X × Sing(Y )).

Ex. 3.39. A rather simple example for such a variety is the surface Tülle
defined by xz(x + z − y2) = 0 in A3. The pairwise intersections of its three com-
ponents are the y-axis, respectively the two parabolas defined by x = z − y2 = 0
and z = x − y2 = 0, and are therefore regular. The parabolas are tangent to the
y-axis at 0. Said differently, the intersection of all three components, which is set-
theoretically just the origin 0 ∈ A3, is scheme-theoretically singular (i.e., the sum
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of the three ideals (x), (z) and (x + z − y2) is not the ideal (x, y, z) defining the
origin in A3). Because of this, the surface is not mikado at 0.

Ex. 4.25. For X = V (xy, x2) and a the origin, the local ring is OX,a =
K[x, y]/(xy, x2)(x,y) � K[x, y](x,y)/(xy, x

2). As a scheme, X equals the y-axis to-

gether with an embedded point at 0, since (xy, x2) has the primary decomposition
(xy, x2) = (x) ∩ (x2, y). As Z = {0} cannot be defined in X by a single equation,
it is not a Cartier divisor.

Ex. 4.26. The local ring OX,a of X = A1 at the origin is OX,a = K[x](x). The

monomial x2 is not a zero-divisor in OX,a, hence Z = V (x2) is a Cartier divisor
in A1. Similarly, x2y is not a zero divisor in OA2,a = K[x, y](x−a1,y−a2) for any

a = (a1, a2) ∈ A2 and Z = V (x2y) is a Cartier divisor in A2.

Ex. 4.27. As Z = V (x2, y) is defined in X = V (x2, xy) by y = 0 where the
residue class y of y in OX,0 = K[x, y](x,y)/(x

2, xy) is a zero divisor, it follows that
Z is not a Cartier divisor in X.

Ex. 4.38. The Rees algebra of the ideal I = (x, 2y) in Z20[x, y] is given by

˜R =
⊕

k≥0

Iktk =
⊕

k≥0

(xt, 2yt)k = Z20[x, y, xt, 2yt]

with deg t = 1. It is isomorphic to Z20[u, v, w, z]/(uz−2vw) with deg u = deg v = 0
and degw = deg z = 1.

Ex. 4.46. The blowup of A2 in Z = {(0, 1)} is given by the closure Γ of the
graph of γ : A2 \ {(0, 1)} → P1, (a, b) �→ (a : b − 1) in A2 × P1 together with the
projection π : Γ → X, (a, b, (c : d)) �→ (a, b). More explicitly,

Γ = {(a, b, (a : b− 1)), (a, b) ∈ A2} ∪ {(0, 1)} × P1.

The line L in A2 defined by x + y = 0 does not contain the point (0, 1), therefore
its preimage in Γ is π−1(L) = {((a,−a), (a : −a− 1)), a ∈ A1}.

The line L′ in A2 defined by x + y = 1 contains the point (0, 1), therefore its
preimage in Γ is π−1(L′) = {(a, 1− a, (a : −a)), a ∈ A1 \ {0}} ∪ {(0, 1)} × P1.

Ex. 4.47. The chart expressions of the blowup map of A3 along the z-axis
are given by π1(x, y, z) = (x, xy, z) and π2(x, y, z) = (xy, y, z). Their inverses are
π−1
1 (x, y, z) = (x, y

x , z) and π−1
2 (x, y, z) = (xy , y, z). The chart transition maps are

given by the compositions

π−1
1 ◦ π2(x, y, z) =

(

xy,
1

x
, z

)

and

π−1
2 ◦ π1(x, y, z) =

(

1

y
, xy, z

)

.

Ex. 4.48. Let the chosen line Z in the cone X be defined by x = y − z = 0.
It requires two equations, therefore it is not a Cartier divisor. The polynomials x
and y − z form a regular sequence in K[X] = K[x, y, z]/(x2 + y2 − z2). Therefore
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the blowup ˜X of X along Z is given in X × P1 by the equation xv − (y − z)u =
where (u : v) are projective coordinates in P1.

An alternate way to compute the blowup is by applying first the linear coor-
dinate change u = x,w = y + z and t = y − z. The equation x2 + y2 = z2 of X
transforms into Y : u2 + 2wt = 0 and x = y − z = 0 becomes u = t = 0. The
latter equations define the w-axis, which is now the center of blowup. The result-
ing chart expressions of the blowup map are given by π1(u,w, t) = (ut, w, t) and
π2(u,w, t) = (u,w,wt). This gives the chart descriptions of the total transform Y ∗

of Y via

Y ∗
1 = V (u2t2 + 2wt) = V (t) ∪ V (u2t+ 2w),

Y ∗
2 = V (u2 + 2uwt) = V (u) ∪ V (u+ 2wt),

respectively. Substituting backwards gives

X∗
1 = V (y − z) ∪ V (x2(y − z) + 2(y + z)),

X∗
2 = V (x) ∪ V (x+ 2(y2 − z2)),

where the second components denote the chart expressions of the strict transform

Xs of X in the blowup ˜A3 of A3 along Z, i.e., of the blowup ˜X of X along Z,
cf. Def. 6.2 as well as Prop. 5.1 together with its corollary.

Ex. 4.49. The polynomials z and x2+(y+2)2−1 defining the circle in A3 form
a regular sequence. Hence, if (u : v) denote projective coordinates in P1, the blowup
˜X ofX along the circle is given inX×P1 by the equation uz−v(x2+(y+2)2−1) = 0

together with the projection π : ˜X → X on the first factor.
The polynomials z and y2 − x3 − x defining the elliptic curve in A3 form a regular

sequence, too. The blowup ˜X of X along this curve is given in X × P1 by the

equation uz − v(y2 − x3 − x) = 0 together with the projection π : ˜X → X on the
first factor.

Ex. 4.52. The ideals I = (x1, . . . , xn) and J = (x1, . . . , xn)
m = Im induce

isomorphic Rees algebras ˜R = ⊕k≥0 I
k and ˜S = ⊕k≥0 J

k = ⊕k≥0 I
mk, hence define

the same blowups of An. See [Moo01] for more details on the characterization of
ideals producing the same blowup.

Ex. 4.57. Since the centers of the blowups are given by coordinate subspaces,
the definition of blowup via affine charts can be used. For the blowup in the
origin the three chart expressions of the blowup map are given by πx(x, y, z) =
(x, xy, xz), πy(x, y, z) = (xy, y, yz) and πz(x, y, z) = (xz, yz, z). This gives for the
total transforms of X the expressions

X∗
x = V (x2 − x3y2z) = V (x2) ∪ V (1− xy2z),

X∗
y = V (x2y2 − y3z) = V (y2) ∪ V (x2 − yz),

X∗
z = V (x2y2 − y2z3) = V (z2) ∪ V (1− xy2z).

The blowup ˜X of X is given by gluing the three charts V (1 − xy2z), V (x2 − yz),
and V (1 − xy2z) of the strict transform Xs of X according to Def. 4.12. Observe
that the origin of the y-chart V (x2 − yz) has the same singularity as X at 0.

The blowup of X along the x-axis yields for the blowup map the chart ex-
pressions πy(x, y, z) = (x, y, yz) and πz(x, y, z) = (x, yz, z). As the x-axis is not
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contained in X, the total transform X∗ and the strict transform Xs = ˜X of X

coincide, cf. Def. 6.2. This gives for ˜X the chart expressions

˜Xy = V (x2 − y3z),

˜Xz = V (x2 − y2z3).

For the blowup of X along the y-axis, the total transform has chart expressions

X∗
x = V (x) ∪ V (x− y2z),

X∗
z = V (z) ∪ V (x2z − y2),

where the secondly listed components are the charts of the strict transform. Again,
the chart V (x2z− y2) has, up to permutation of the variables, the same singularity
as X at 0. The blowup of X along the z-axis gives accordingly

X∗
x = V (x2) ∪ V (1− y2z),

X∗
y = V (y2) ∪ V (x2 − z).

Ex. 4.64. The blowup of X = Spec(Z[x]) along I = (x, p) is covered by two
charts with coordinate rings Z[x, x/p] � Z[x, u]/(x − pu) � Z[u] and Z[x, p/x] �
Z[x, u]/(p − xu), respectively. Observe that the second chart is not equal to the
affine line A1

Z
over Z, see also [EH00].

For the blowup of X along I = (px, pq) one cannot use the equations of
Def. 4.10 since px and pq do not form a regular sequence in Z[x]. Similarly as
before, the affine charts have coordinate rings Z[x, x/q] � Z[x, u]/(x − qu) � Z[u]
and Z[x, q/x] � Z[x, u]/(q − xu), respectively.

Ex. 5.12. The equations g1 = y2 − xz, g2 = yz − x3 and g3 = z2 − x2y
do not form a regular sequence, since they admit the non-trivial linear relations
z · g1 − y · g2 + x · g3 = 0 and x2 · g1 − z · g2 + y · g3 = 0. Therefore one cannot use
the equations of Def. 4.10 to describe the blowup of A3 along the curve Z defined
by g1 = g2 = g3 = 0.

Ex. 5.13. Consider the map γ : X \ Z → P1, (x, y, z) �→ (x : y). For x = y = 0
and z �= 0 there lies only one point in the closure Γ of the graph of γ in X × P1,
while for z = 0 the set of limit points forms a projective line P1. The blowup is a
local isomorphism outside 0 since Z is locally a Cartier divisor in X at these points
(being locally a regular curve in a regular surface). Above 0 ∈ X the blowup map

π : ˜X → X is not a local isomorphism, since π contracts all limit points to 0, or,

alternatively, because the blowup ˜X is regular, while X is singular at 0.

Ex. 5.14. The blowup map π : ˜A2 → A2 with center the origin has the chart ex-
pressions (x, y) �→ (x, xy) and (x, y) �→ (xy, y). The total transform X∗ = π−1(X)

of X = V (x2) in ˜A2 has therefore charts defined in A2 by x2 = 0, respectively
x2y2 = 0, with exceptional divisors given by x = 0 and y = 0. Hence the strict

transform Xs = ˜X of X lies only in the y-chart and is defined there by x2 = 0.

Ex. 5.15. The same computation as in the preceding example applies and shows

that ˜X lies entirely in the y chart. It is defined there by the ideal (x2, x) = (x),
equals hence the y-axis of this chart.
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Ex. 5.17. The blowup of A3 along the union of two coordinate axes is discussed
in Ex. 4.36 and 4.66.

The blowup ˜A3 of A3 along the cusp (x3 − y2, z) is defined in A3 × P1 by
uz − v(x3 − y2) = 0, since x3 − y2 and z form a regular sequence. It follows that
˜A3 is singular at 0.

Ex. 6.14. By Prop. 6.6, the defining ideal of the strict transform of X is
generated by the strict transforms of the elements of a Macaulay basis of the ideal
(x2 − y3, xy − z3). Notice that the given generators are not a Macaulay basis
since their initial forms are x2 and xy, which do not generate the initial form of
y(x2 − y3) − x(xy − z3) = xz3 − y4. By adding this element, the Macaulay basis
x2 − y3, xy − z3, xz3 − y4 is obtained.

The chart expressions of the strict transform of X can now be computed from
this Macaulay basis,

Xs
x = V (1− xy3, y − xz3, z3 − y4),

Xs
y = V (x2 − y, x− yz3, xz3 − 1),

Xs
z = V (x2 − y3z, xy − z, x− y4).

Ex. 6.18 and 6.19. The transformation of flags under blowups is explicitly
described in [Hau04] p. 5–8.

Ex. 6.22. In the y-chart, the total transform of I = (x2, y3) is given by the
ideal I∗ = (x2y2, y3). Factoring out the maximal power of the monomial defining
the exceptional divisor, I∗ = (y2)(x2, y) is obtained. Thus, the weak transform of
I is given by the ideal I� = (x2, y). On the other hand, it is easy to see that x2, y3

is a Macaulay basis for I. Thus, by Prop. 6.6, the strict transform of I is generated
by the strict transforms of these generators. Therefore, Is = (x2, 1) = K[x, y].

Ex. 6.23. This result is proved in [Hau03], p. 345.

Ex. 7.10. For the first two equations, the implicit function theorem shows
that the zerosets are regular at 0. This gives a parametrization by formal power
series. The zeroset of the third equation is singular at 0 and one cannot use the
implicit function theorem to describe it at 0. To give a parametrization requires to
construct first a resolution, which, in the present case, is very tedious.

Ex. 7.14. Consider the case that the resolution of Y is achieved by a sequence
of blowups:

Y ′ = Yn
πn−1−→ Yn−1

πn−2−→ · · · π0−→ Y0 = Y.

Denote by Zi ⊆ Yi the center of the blowup πi : Yi+1 → Yi. Since Z is regular, the
singular locus of Y × Z is Sing(Y )× Z. By the base change property for blowups,
Prop. 5.1, the blowup of Yi×Z along the center Zi×Z equals Yi+1×Z. This gives
a new sequence

Y ′ × Z = Yn × Z
π̃n−1−→ Yn−1 × Z

π̃n−2−→ · · · π̃0−→ Y0 × Z = Y × Z
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where π̃i : Yi+1 × Z → Yi × Z is the blowup along the center Zi × Z ⊆ Yi × Z. It
is checked that the morphism Y ′ × Z → Y × Z is a resolution of the singularities
of Y × Z.

Ex. 8.25. Consider the variety X = V ((x2 − y3)(z2 − w3)) ⊆ A4 over a field
of characteristic zero. The stratification of X by the iterated singular loci is as
follows.

Sing(X) = V (x, y) ∪ V (z, w) ∪ V (x2 − y3, z2 − w3),

Sing2(X) = V (x, y, z2 − w3) ∪ V (z, w, x2 − y3),

Sing3(X) = V (x, y, z, w).

Ex. 8.30–8.32. Let J ⊆ R be an ideal and I ⊆ R a prime ideal. The order of
J along I is defined as

ordIJ = max{k ∈ N, JRI ⊆ IkRI}

where RI is the localization of R in I. If I(k) = IkRI ∩R denotes the k-th symbolic
power of I, the order can also be expressed as

ordIJ = max{k ∈ N, J ⊆ I(k)}

without making explicit use of the localization [ZS75].
Now consider the example R = K[x, y, z], I = (y2 − xz, yz − x3, z2 − x2y). It

can be checked that I is a prime ideal of R but not a complete intersection (i.e.,
not generated by a regular sequence, cf. Ex. 5.12). Also consider the principal ideal
J in R that is generated by f = x5 + xy3 + z3 − 3x2yz. The order of J along I can
be determined as follows. First notice that f /∈ I2 since f has order 3 at the origin,
but all elements in I2 have at least order 4 at the origin. On the other hand,

xf = x6 + x2y3 + xz3 − 3x3yz = (x3 − yz)2 − (y2 − xz)(z2 − x2y) ∈ I2.

Since x /∈ I, this implies that J · RI ⊆ I2RI , and in particular, ordIJ ≥ 2. Thus,
f is an example for an element in R that is contained in the symbolic power I(2),
but not in I2. It remains to show that ordIJ = 2. By Thm. 8.20 it suffices to
find a point a that lies on the curve V (I) for which ordaf = 2. Such a point is for
instance a = (1, 1, 1) ∈ V (I).

Ex. 8.39. Consider the polynomial g = xc +
∑c−1

i=0 gi(y) · xi at the origin
a = 0 of A1+n. The order of g at a equals the minimum of c and all values
ordagi + i, for 0 ≤ i < c. Assume that ord0g = c and also that gc−1 = 0. If
the characteristic of the ground field is zero, this can be achieved by a change of
coordinates x �→ x+ 1

c · gc−1(y), compare with rem. 9.4 and Ex. 9.10. The defining

ideal I of the top locus of V (g) is generated by the derivatives ∂i+|α|

∂xi∂yα g where i ∈ N,

α ∈ Nn and i + |α| < c. In particular, if the characteristic of the ground field is

zero, ∂c−1

∂xc−1 g = c! · x ∈ I and thus x ∈ I. This allows to express I in the form:

I =

(

x,
∂|α|

∂yα
gi(y), for α ∈ Nn, i < c, |α| < c− i

)

.

Ex. 8.43. Assume that ord g = d and g =
∑

i,j cijy
izj . The order will always

be taken at the origin of the respective charts. Let g′ be the strict transform of g
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under the first blowup. Then

g′ =
∑

i,j

cijy
i+j−dzj .

Set d′ = ord g′ and notice that d′ = min{i + 2j − d, cij �= 0}. Let g′′ be the strict
transform of g′ under the second blowup. Then

g′′ =
∑

i,j

cijy
i+j−dzi+2j−d−d′

.

Set d′′ = ord g′′ and notice that d′′ = min{2i + 3j − 2d − d′, cij �= 0}. It is clear

that d′′ ≤ d′ ≤ d. If d′ ≤ d
2 , then d′′ ≤ d

2 follows. So assume that d′ > d
2 . By

assumption, there exists a pair (i, j) ∈ N2 such that i+ j = d and cij �= 0. Thus,

d′′ ≤ 2i+ 3j
︸ ︷︷ ︸

=2d+j

−2d −d′
︸︷︷︸

<− d
2

< j
︸︷︷︸

≤d

−d

2
≤ d

2
.

Ex. 8.53. The situation is described in detail in [Hau00], Prop. 4.5, p. 354,
and [Zar44], Thm. 1 and Lemma 3.2, p. 479. If the center is a smooth curve, see
[Hau00], Prop. 4.6, p. 354, and [Zar44], Thm. 2, p. 484 and its corollary, p. 485.

Ex. 9.8. Let a = 0 and pass to the completion ̂OW,a � K[[x1, . . . , xn]]. Assume
that ordaf = c and that f has the expansion f =

∑

α∈Nn cαx
α. The initial form of

f is
∑

|α|=c cαx
α. It is assumed that the blowup is monomial; thus, a′ is the origin

of the xi-chart for some i ≤ n. If i > 1, then a′ is contained in the strict transform
of V s. It remains to show that, if a′ is the origin of the x1-chart, the order of the
strict transform of f is smaller than c .

For this, notice that the strict transform of f at the origin of the x1-chart is

given by f ′ =
∑

α∈Nn cαx
|α|−c−α1

1 xα where α1 is the first component of α. The
monomials of this expansion are distinct, so there can be no cancellation between
them. By assumption, x1 appears in the initial form of f ; thus, there is an exponent
α′ ∈ Nn such that |α′| = c, α′

1 > 0 and cα′ �= 0. This implies that the expansion of

f ′ contains the non-zero monomial cα′x
−α′

1
1 xα. Therefore orda′f ′ < c = ordaf .

Ex. 9.10. Assume that the characteristic of the ground field is zero. The
coordinate change xn �→ xn − 1

d · ad−1(y) transforms f into

f �→
(

xn − 1

d
· ad−1(y)

)d

+
d−1
∑

i=0

ai(y)

(

xn − 1

d
· ad−1(y)

)i

.

Notice that the coefficient of xd
n in this new expansion is 1 and the coefficient of

xd−1
n is −

(

d
1

)

1
dad−1(y) + ad−1(y) = 0. Thus, there are polynomials ãi(y) such that,

in the new coordinates,

f = xd
n +

d−2
∑

i=0

ãi(y)x
i
n.
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Consequently, ∂d−1

∂xd−1
n

(f) = d! · xn. Thus, the variety defined by xn = 0 defines an

osculating hypersurface for X at the origin. By Prop. 9.5, every osculating hyper-
surface has maximal contact.

Ex. 9.11. The defining equation for the strict transform of X in the x-chart is
given by

f ′ = y + y2 − z + y2z − z2 − yz2 = ((y + 1)− (z + 1))(y + 1)(z + 1).

The order of f ′ at the point a′ = (0,−1,−1) is 3. Since the exceptional divisor is
given by the equation x = 0 in the x-chart, a′ lies on it. The strict transform V s

of V coincides with the complement of the x-chart, so a′ cannot lie on V s.

Ex. 9.14. The relevant case appears when c = p > 0 where p is the characteris-
tic of the ground field. Let g(y) =

∑

α∈Nm gαy
α be the expansion of g with respect

to the coordinates y1, . . . , ym. It decomposes into

g(y) =
∑

α∈p·Nm

gαy
α

︸ ︷︷ ︸

g1(y)

+
∑

α∈Nm\p·Nm

gαy
α

︸ ︷︷ ︸

g2(y)

.

If the ground field is assumed to be perfect, g1(y) is a p-th power. Thus, there is
a formal power series g̃(y) with ord g̃ ≥ 1 such that g̃p = g1. Apply the change of
coordinates x �→ x− g̃. This transforms f into

f = (x− g̃)p + g1 + g2 = xp − g̃p + g1 + g2 = xp + g2.

Notice that ord g2 ≥ ord g. To show that this order is maximal, it suffices to
consider an arbitrary change of coordinates z �→ z+ h(y) where h ∈ K[[y1, . . . , ym]]
is any power series with ordh ≥ 1. This transforms the equation into

f = xp + hp + g2.

Notice that there can be no cancellation between the terms in the expansions of hp

and g2. Thus, ord(h
p + g2) ≤ ord g2.

Ex. 9.17. Denote the sequence of local blowups by

(W ′, a′) = (Wm, am)
πm−1−→ · · · π0−→ (W0, a0) = (W,a).

Set f (0) = f and let f (i) be the strict transform of f after i blowups. Assume that
the center of each local blowup πi : (Wi+1, ai+1) → (Wi, ai) is contained in the top
locus of f (i) and has normal crossings with the exceptional divisors produced by
previous blowups. Let Z be a local hypersurface of maximal contact for f at a.
Assume that ordai

f (i) = ordaf for i = 1, . . . ,m. Then, by definition of maximal
contact, ai ∈ Zi for i = 0, . . . ,m, where Zi denotes the strict transform of Z after
i blowups. Since all centers are contained in the top locus of f (i), they are also
contained in Zi. By repeatedly applying Prop. 5.3, the union of all exceptional
divisors produced by the blowups πm−1, . . . , π0 with Z ′ = Zm is a normal crossings
divisor. Thus, a′ is contained in n+ 1 hypersurfaces that form a normal crossings
divisor. But this is impossible in an ambient space of dimension n.

Ex. 10.20. Set f = x5 + x2y4 + yk. Denote by Vx and Vy the regular local
hypersurfaces defined by x = 0, respectively y = 0. If k ≥ 5, then the order of f at
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the origin is 5 and the derivative ∂4
xf = 5! · x defines the hypersurface Vx. Thus,

Vx is osculating. If k = 4, then the order of f at the origin is 4. The derivative
∂3
yf = 4! · y(1 + x2) defines a regular parameter. Since 1 + x2 is a unit in the local

ring OA2,0, the hypersurface Vy is osculating. If k < 4, taking the differential with
respect to y shows again that Vy is an osculating hypersurface.

If k ≥ 5, then JVx
(I) = (y160, y24k) and JVy

(I) = (x240, x120) = (x120).
Thus, both Vx and Vy have weak maximal contact if k = 5, while only Vx has

weak maximal contact if k > 5. If 2 ≤ k ≤ 4, then JVx
(I) = (y4

k!
k−2 , yk!) and

JVy
(I) = (x5(k−1)!). Since k! < 5(k− 1)!, only Vy has weak maximal contact in this

case.

Ex. 10.21. Assume that the characteristic of the ground field is not equal to
2. Then ∂xf = 2x and the hypersurface V has weak maximal contact with f by
Prop. 10.11. The coefficient ideal JV (f) of f with respect to V is generated by
y3z3 + y7 + z7 and has order 6 (up to raising the generator to the required power).

Restrict to the case of the blowup of A2 at the origin and the study of f
at the origin of the y-chart. The strict transform of f is given there by f ′ =
x2 + y4(z3 + y+ yz7). The points where the order of f ′ has remained constant are
exactly the points of the z-axis. Let V ′ denote the strict transform of V . Then
JV ′(f ′) is generated by y4(z3 + y + yz7) where y4 is the exceptional factor (again,
up to taking powers). The order of the residual factor has dropped to 1 at the
origin and to 0 at all other points of the z-axis.

Ex. 10.22. Assume that a = 0, ordaf = c and that JV (f) = (yα) where
y = (x1, . . . , xn−1) and α ∈ Nn−1. Now let L ⊆ {1, . . . , n − 1} be a subset such
that

∑

i∈L αi ≥ c! but
∑

i∈L\{j} αi < c! for all j ∈ L. This is possible since

ordaJV (f) = |α| ≥ c! by the definition of coefficient ideals.
Blow up An in the center given by xn = 0 and xi = 0 for all i ∈ L. Let a′ be a

point over a at which the order of the strict transform of f has remained constant.
Since V is osculating, a′ is not contained in the xn-chart. So let j ∈ L be such that
a′ is contained in the xj-chart. The transform of the coefficient ideal in this chart
is

JV ′(f ′) = JV (f)
! = (x

∑
i∈L\{j} αi−c!

j yα).

But since
∑

i∈L\{j} αi − c! < 0 by assumption, it follows that orda′JV ′(f ′) <

ordaJV (f). But the order of the coefficient ideal is at least c! as long as the order
of the strict transform of f remains equal to c. Thus, by iterating this procedure,
after finitely many steps the order of the strict transform of f has to drop.

Ex. 10.27. Assume that ord I = c. Let x1, . . . , xn be a regular system of

parameters for ̂OAn,0 = K[[x1, . . . , xn]]. Define a map π : Nn → N ∪ {∞} in the
following way:

π(α1, . . . , αn) =

{

c!
c−αn

∑n−1
i=1 αi if αn < c,

∞ if αn ≥ c.

Let V be the regular local hypersurface defined by xn = 0. Elements f ∈ I have
expansions f =

∑

α∈Nn cf,αx
α. Then, by the definition of coefficient ideals,

ord(JV (I)) = min{π(α), α ∈ Nn : there is an f ∈ I such that cf,α �= 0}.
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Now define a monomial order <ε on K[x1, . . . , xn] in the following way: Set xα <ε

xβ if and only if π(α) < π(β) or π(α) = π(β) and α <lex β where <lex denotes the
lexicographic order on Nn.

By [Hau04], Thm. 3, p. 10, there exists a regular system of parameters x1, . . . , xn

for ̂OAn,0 such that the initial ideal of I with respect to <ε is maximal (again, with

respect to <ε) over all choices of regular systems of parameters for ̂OAn,0. In par-
ticular, let y1, . . . , yn be another regular system of parameters and let each f ∈ I
have the expansion f =

∑

α∈Nn c′f,αy
α with respect to these parameters. Then

there exist elements g ∈ I and α̃ ∈ Nn such that c′g,α̃ �= 0 and

π(α̃) ≤ min{π(α), α ∈ Nn, there is an f ∈ I such that cf,α �= 0}.
Let V ′ be the regular local hypersurface defined by yn = 0. Then the last statement
implies that ord(JV ′(I)) ≤ ord(JV (I)). Thus, the regular system of parameters
x1, . . . , xn maximizes the order of the coefficient ideal.

Ex. 10.30. Let I be an ideal with ordaI = orda′I� where a′ is the origin of the
xj-chart for some j < n and I� denotes the weak transform of I. Elements f ∈ I
have expansions f =

∑

i≥0 fi(y)x
i
n where y = (x1, . . . , xn−1). Then

JV (I) = (f
o!

o−i

i , i < o, f ∈ I).

The weak transform of I is given by I� = (f�, f ∈ I) where

f� = x−o
j f∗ = x−o

j

∑

i≥0

f∗
i x

i
nx

i
j =

∑

i≥0

(f∗
i x

i−o
j )

︸ ︷︷ ︸

=:f ′
i

xi
n.

Here, f∗ and f∗
i denote the total transforms. Thus, the coefficient ideal of I� with

respect to the strict transform V ′ of V is

JV ′(I�) = (f
′ o!
o−i

i : i < o, f ∈ I) = (f∗
i

o!
o−i x

(i−o) o!
o−i

j : i < o, f ∈ I)

x−o!
j (f∗

i

o!
o−i : i < o, f ∈ I) = x−o!

j (JV (I))
∗ = JV (I)

!

where JV (I)
! denotes the controlled transform with control o!.

Ex. 11.14 and 11.15. These examples are discussed in detail in Lecture XII.

Ex. 12.17–12.22. Let K be a field of characteristic 2. Consider the ring ho-
momorphism φ : K[x, y, z, w] → K[t] given by φ(x) = t32, φ(y) = t7, φ(z) = t19,
φ(w) = t15. Let I ⊆ K[x, y, z, w] be its kernel. Its zeroset is an irreducible curve C
in A4.

Now let f be the polynomial f = x2+yz3+zw3+y7w. The partial derivatives
of f have the form:

∂

∂x
f = 0,

∂

∂y
f = z3 + y6w,

∂

∂z
f = yz2 + w3,

∂

∂w
f = zw2 + y7.
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It is easy to check that f and all of its first derivatives are contained in I. Thus,
by the Jacobian criterion, ordIf ≥ 2. Since the order of f in the origin is 2, it is
possible to conclude that ordIf = 2. In other words, the top locus of f contains
the curve C that is parametrized by t �→ (t32, t7, t19, t15). It can be checked, e.g. via
any computer algebra system, that the top locus of f is itself an irreducible curve.
Thus, it coincides with the curve C.

Now suppose that there is a regular local hypersurface at the origin that con-
tains the top locus of f and hence the curve C. This hypersurface has an equation
h = 0 in which at least one variable must appear linearly. But since h ∈ I, this
is only possible if one of the numbers 32, 7, 19, 15 can be written as an N-linear
combination of the others. This is not the case so that there is no regular local
hypersurface containing the top locus of f .

Let V be any regular local hypersurface at the origin. Since it does not contain
the curve C, there is a sequence of point blowups that separates the strict trans-
forms of V and C. Since the variety X defined by f = 0 has order 2 along the curve
C and the point blowups are isomorphisms over all but one point of C, the order
of the strict transform of X under these blowups will again be 2 along the strict
transform of C. So there eventually is a point a′ at which the strict transform of
X has order 2, but which is not contained in the strict transform of V . Thus, V
does not have maximal contact with X. Since V was chosen arbitrarily, there can
be no hypersurface that has maximal contact with X.

Ex. 12.24. Let α ∈ Nn. Define the differential operator ∂xα on K[x1, . . . , xn]

as the linear extension of ∂xαxβ =
(

β
α

)

xβ−α.
In particular, consider the differential operator ∂xp

i
for i ∈ {1, . . . , n}. If n ∈ N

has the p-adic expansion n =
∑

i≥0 nip
i with 0 ≤ ni < p, then ∂xp

i
xn
i =

(

n
p

)

xn−p
i =

n1x
n−p
i . Similarly, ∂

xpk

i

xn
i = nkx

n−pk

i for any k ∈ N.

Notice that ∂xp
i
is not a derivation since it does not fulfill the Leibniz rule:

∂xp
i
(xp

i ) = 1, but

xi ∂xp
i
xp−1
i

︸ ︷︷ ︸

0

+xp−1
i ∂xp

i
xi

︸ ︷︷ ︸

0

= 0.

For more details on differential operators in positive characteristic, see [Kaw07]
Chap. 1, pp. 838–851.

Ex. 12.25. Consider f = z3
5

+ x4·34y3
4

(x34 + y3
4

+ x300) as a polynomial over
a field of characteristic 3. Assume that the exceptional locus is given locally by
V (xy). Then its residual order with respect to the local hypersurface defined by
z = 0 is 34. Now consider the blowup of A2 at the origin and let a′ be the point
(0, 1, 0) in the x-chart. The strict transform of f has the equation

f ′ = z3
5

+ x35(y3
4

+ 1)(y3
4 − 1 + x219) = z3

5

+ x35(y2·3
4 − 1 + x219(1 + y3

4

)).

By making the change of coordinates z �→ z + x, this transforms into

f ′ = z3
5

+ x35(y2·3
4

+ x219(1 + y3
4

)).

The exceptional divisor is given locally by V (x). Thus, the residual order of f ′ with
respect to the hypersurface defined by z = 0 is 2 · 34 > 34.
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Ex. 12.26. The equation of f in local coordinates x, y, z at a point (0, 0, t)
on the z-axis is obtained by making a translation z �→ z + t. Thus, the equation
xp+ yp(z+ t) = xp+ ypz+ ypt is obtained. Assume that the ground field is perfect
and let λ be the p-th root of t. Then one can write xp+ypz+ypt = (x+λy)p+ypz.
Thus, the residual order of f at every point of the z-axis is p+ 1.

Now consider the generic point P = (x, y) of the z-axis. The order of the coef-
ficient ideal along P is p.

Ex. 12.27. Observe that

G+(y) =
m−1
∏

i=1

(yi + ym)riyrmm g+(y).

Let I denote the ideal (y1, . . . , ym−1). Notice that I defines a complete intersection.
By [Hoc73] 2.1, p. 57, [Pel88], Prop. 1.8, p. 359, the order of a polynomial f along
I can be expressed as the largest power of I that contains f . In particular, it fulfills
that ordI(f · g) = ordIf + ordIg for polynomials f, g. Now compution yields

ordIG
+(y) =

m−1
∑

i=1

ri · ordI(yi + ym)
︸ ︷︷ ︸

0

+rm · ordIym
︸ ︷︷ ︸

0

+ordIg
+(y)

≤ ord g+(y) = ord g(y) = k.

Ex. 12.29 and 12.30. This is explained in detail in [Hau10a].
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Introduction

The objective of these notes is to discuss some techniques of commutative
algebra, and to show how they apply to the problem of resolution of singularities.
This will lead us to study, as starting point, finite extension of rings and integral
closure of ideals.

Among the algebraic techniques that will show up in our discussion is the theory
of elimination. The ring of functions of an algebraic variety can be expressed, at
least locally, as a finite extension of a regular ring. In this setting the discriminant of
a monic polynomial with coefficients in a regular ring is one example of elimination.
In fact, if the variety is a hypersurface given by such a monic polynomial, then the
discriminant, which provides information on the singularities, can be expressed as
a function on the coefficients of the polynomial, and hence it does not involve the
variable. This form of elimination will be the stating point to address resolution of
singularities by induction on the number of variables involved.

A first step in the study of the resolution of singularities of algebraic varieties
could be to consider the case of curves. The resolution of singularities of a curve
is given by a unique curve. In fact, it is obtained from the normalization of the
ring of functions. This uniqueness fails in higher dimensions, and there are many
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ways in which one can resolve the singularities of an algebraic variety of dimension
greater than one.

There is, however, a common strategy in the so called algorithmic, or construc-
tive, resolutions. In this approach the aim is to construct a resolution of singularities
by blowing up successively along closed and regular centers.

Roughly speaking, an algorithm for resolution of singularities is a procedure
which stratifies any variety into regular and locally closed sets, and provides, in
addition, a closed stratum which is the natural center to be blown up. The blow
up of the variety at such center is a variety, and the algorithm defines again a
stratification into regular locally closed sets, among which, one is the center to be
blown up in the next step. Moreover, it is required that after blowing up finitely
many times at the centers given by the algorithm one comes to a regular variety.
In this sense, an algorithm of resolution will enable us to construct a resolution.

Let us remark here that algorithms which lead to constructive resolution of
singularities are known to exist, but only for the class of varieties over fields of
characteristic zero. In addition, even within the class of varieties of characteristic
zero, one can establish different algorithms of resolution of singularities. In other
words, and this is important to keep in mind, there are different ways to obtain
stratifications of algebraic varieties which will lead to resolution of singularities.
Moreover, there is no finite list of properties, to be required on a resolution of
singularities, which characterizes or privileges a unique algorithm.

This lack of uniqueness reflects the complexity of birational theory in dimension
bigger than 2, yet it is not to be taken as a weakness. By fixing an algorithm of
resolution we are giving a precise procedure to stratify varieties, and to construct,
for each variety, a particular resolution of singularities.

Once we have fixed an algorithm, then we can ask if it fulfills some natural
properties. As it resolves the singularities of any variety X, it resolves, in particular,
the singularities of an open set inX. It is natural to require that the latter resolution
be the restriction of the former.

Another natural property of constructive resolution is the compatibility with
isomorphisms. For example, suppose given two varieties, each one of them defined
over some field of characteristic zero. Both are, in particular, abstract schemes,
and suppose we are given an isomorphism between both underlying schemes. The
property of compatibility with isomorphisms states that any such isomorphism maps
each stratum of one scheme isomorphically into a stratum of the other. Namely, if
X and Y are varieties, and if Θ : X → Y is any isomorphism between the underlying
schemes, we require on the stratification that any such isomorphism should map
each stratum on X to a stratum on Y . Since we are to blow up at a smooth closed
center given by a closed stratum, this will ensure that the isomorphism can be
lifted to an isomorphism of the two varieties obtained by blowing up. Moreover, a
property of any constructive resolution is that any such isomorphism can be lifted
all the way to the resolution of singularities of both varieties.

This latter property is also significant when considering isomorphisms of a vari-
ety into itself. In fact, a consequence of this is that if a group is acting algebraically
on a variety, then the group action can be lifted to the resolution of singularities.
This property is expressed by saying that any constructive resolution (i.e., any reso-
lution constructed by an algorithm) is equivariant. This concept will be considered
along these notes (see also [Vi2]).
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So, despite the fact that there is no uniqueness in algorithmic resolution, every
time one fixes an algorithm there are many natural properties which are fulfilled.
This flexibility can be used to produce an algorithm of resolution which is well
suited to a particular setting. This occurs, for example, when we want to study
the behavior of the resolution of singularities for the members of a given family of
singular schemes. In fact, every time we fix an algorithm one can naturally stratify
any family of schemes, as for example a Hilbert Scheme, into locally closed subsets
corresponding to equi-resolvable members of the family.

How do algorithms of resolution arise? So far we have mentioned some
natural properties expected from an algorithm, but we have given no indication
about how algorithms of resolution of singularities arise. Recall that we conceive
an algorithm as a procedure to stratify varieties, with some prescribed properties.
One way in which a stratification can be achieved is by fixing a totally ordered set,
say (Δ,≥), and assigning to any variety X an upper-semi-continuous function, say
fX : X → Δ. The level sets of this function will stratify X into locally closed sets.

Take for example Δ = NN with the lexicographic order. Consider, at each
closed point ξ ∈ X, the graph of the Hilbert-Samuel function at the local ring
OX,ξ. This is a function from N to N, so the graph is an element of Δ = NN. One
can extend this function to non-closed points, say HSX : X → Δ, in such a way
that it is upper-semi-continuos.

The stratification on X defined by this function is called the Hilbert-Samuel
stratification (each stratum is called a Hilbert-Samuel stratum). Let Θ : X → X ′

be an isomorphism of abstract schemes between two varieties. This defines an
isomorphism of local rings between OX,ξ and OX′,ξ for ξ′ = Θ(ξ). In particular
HSX(ξ) = HSX′(ξ′), or say, the two functions are compatible with the isomorphism,
so Θ maps the level sets on X isomorphically into the level sets in X ′.

In these notes we shall also draw attention to a different stratification, in which
Δ = N is ordered in the usual way, and for any ξ ∈ X we set MX(ξ) to be the
multiplicity at the local ring OX,ξ. We shall study the function MX : X → N which
is also upper-semi-continuous. Of course each stratum is given by the points of X
with the same multiplicity.

The same argument used before shows that this function is also compatible
with isomorphisms: for any isomorphism Θ : X → X ′, MX(ξ) = MX′(ξ′) for any
ξ ∈ X, so isomorphisms map the level sets on X isomorphically into those of X ′.

Recall that an algorithm of resolution is a procedure to stratify varieties into
regular locally closed varieties. The Hilbert-Samuel strata are not regular in general.
However, one way in which algorithms of resolution appear is by taking a suitable
refinement of the previous functions HSX : X → Δ. Namely, a refinement of the
Hilbert-Samuel stratification.

We produce a refinement by giving a new totally ordered set, say (Δ′,≥), and by
assigning to a variety X an upper-semi-continuous function, say fX : X → Δ×Δ′,
where Δ × Δ′ is ordered lexicographically, and the first coordinate of the value
fX(ξ) is HS(ξ) for any ξ ∈ X. One readily checks that the level sets of fX are
included in the level sets of HSX for any X.

This is the achievement of constructive resolution. It shows that such refine-
ment can be done in a way that it still preserves very natural properties, such as
the compatibility with isomorphisms, and moreover, in such a way that it leads
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to a resolution of singularities for any variety of characteristic zero by blowing up
successively at the closed stratum.

The precise definition of a totally ordered set Δ′, and the definition of the
functions fX : X → Δ × Δ′ may vary, giving rise to different algorithms. We
refer here to [Cu1], [EV1], or to [Vi1], for a detailed discussion of this refinement,
and for the natural properties such as the compatibility of the functions fX with
isomorphisms.

In this presentation we show how to obtain resolutions of singularities by taking
a refinement of the multiplicity function MX : X → Δ = N ([Vi7]), where each
stratum is given by the points with the same multiplicity.

We shall also stress here on an interesting feature of constructive resolution.
Namely that the refinement of the stratification defined by the multiplicity, which
leads to constructive resolutions, and the refinement of the Hilbert-Samuel functions
mentioned above, are in fact very similar. For example both refinements make use
of the same totally ordered set Δ′.

Hilbert-Samuel vs. Multiplicity. Recall that in the Hilbert-Samuel strati-
fication we fix the totally ordered set Δ = NN, and then a function HSX : X → NN

is assigned to each variety X. Let max HSX denote the biggest value achieved, and
let Max HSX be the maximum stratum.

There is a fundamental result used in those algorithms of resolution which arise
as a refinement of the Hilbert-Samuel stratification. It is called Bennett’s Theorem
and asserts that whenever X ← X1 is the blow up at a smooth center Y included
in a Hilbert-Samuel stratum, then max HSX ≥ max HSX1

(see [Be]).
A second theorem, due to Hironaka, states that if one can construct, for any

variety X, a sequence of blow ups as above, say:

(0.1) X ← X1 ← · · · ← Xr,

in such a way that max HSX > max HSXr
, then one can resolve the singularities

of any variety by iterating this procedure finitely many times.
In these notes both results will be adapted to the case in which the totally

ordered set is N, and the function assigned to X is MX : X → N. The analog
of the first result, namely of Bennett’s Theorem, says that whenever X ← X1 is
the blow up at a center Y included in a stratum defined by the multiplicity, say
Max MX , then max MX ≥ max MX1

. This is a Theorem of Dade ([D]), but we
include some indications on this line. As for the second result, it is unnecessary
in our setting: If one can construct a sequence X ← X1 ← · · · ← Xr, in such a
way that max MX > max MXr

, then at some point one comes to the case in which
max MXr

= 1, which already ensures regularity.
Given a variety X, neither of the functions HSX or MX have the desired prop-

erty of stratifying into locally closed sets which are regular, a necessary condition
required on an algorithm of resolution of singularities. So in both cases we will have
to present, what we have called, a refinement of these functions. As was already
mentioned, the refinement of the functions HSX , and that of the function MX ,
undergo a very similar construction. We will indicate the basic reasons that justify
this analogy in the following paragraphs.

Reformulation Theorem. The refinement of the Hilbert-Samuel stratifica-
tion can be achieved via the following theorem of Hironaka:
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Theorem 0.1. [Hi5] Reformulation Theorem. Suppose given an embedding
of varieties X ⊂ W , where W is smooth over a perfect field. Then the problem of
constructing a sequence of blow ups over X as stated in ( 0.1), so that max HSX >
max HSXr

, is equivalent to the problem of reduction of the order of an ideal in the
smooth variety W by a sequence of blow ups.

The precise meaning of this reformulation requires some clarifications. Let us
simply indicate that Hironaka attaches to X ⊂ W an ideal J in the smooth scheme
W , together with a non-negative integer b. He shows that if one can produce a
sequence of blow ups at regular centers, together with weak transforms1 of J :

(0.2)
W0 = W ← W1 ← . . . ← Wr

J0 = J J1 . . . Jr

such that if Jr has order less than b at any point of Wr then:
A) The sequence (0.2) induces a sequence of blow ups over X at regular centers

(0.3)
W0 = W ← W1 ← . . . ← Wr

∪ ∪ . . .
X ← X1 ← . . . ← Xr;

B) This latter sequence fulfills the requirement of (0.1), namely that

max HSX > max HSXr
.

In other words,

The problem of lowering the maximum value of HSX is equivalent
to that of lowering the maximum order of a weak transform of J
below b.

This result has a similar formulation for the case in which one considers the
functions MX , instead of the functions HSX .

Reformulation Theorem and the obstruction in positive character-
istic. Bennett’s Theorem holds in a very ample context, with no assumption on
the characteristic. And so does Hironaka’s reformulation theorem. However the
construction of a sequence as that in (0.2) is only known in characteristic zero. A
similar obstruction occurs when considering the multiplicity.

Reformulation Theorem, local presentations and refinements of strat-
ifications. With the same notation as above, we attach a local presentation, i.e.,
a pair (J, b) in a smooth W , to a neighborhood of each point in either Max HSX
or Max MX . Then the object of interest is the (closed) set of points in W where
the order of J is greater or equal to b. This closed set is referred to as the singular
locus of the pair and denoted by Sing (J, b).

Now the next step is to construct a sequence like (0.2). To this end, new
upper semi-continuous functions are defined now on Sing (J, b). These upper-semi
continuous functions can be shown to stratify Sing (J, b) in smooth strata. And
these stratifications, in turn, are shown to induce smooth stratifications of both,
Max HSX via the local embedding of X, or in Max MX .

1If Wi ← Wi+1 is the blow up at a smooth Y with ordY Ji ≥ b with exceptional divisor

Hi+1, then the weak transform of Ji, Ji+1, is defined as JiOWi+1
I(Hi+1)

−b.
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The upper-semi continuous functions are defined at each step of sequence (0.2),
and their maximum strata determines the center to blow up. The most important
ingredient to define such functions is the so called Hironaka’s order function:

(0.4)
ord(J,b) : Sing (J, b) −→ Q

ξ �−→ νξ(J)
b ,

where νξ(J) denotes the order of J at the regular local ring OW,ξ. All the other
functions involved in the resolution process derive from this particular function.

In these notes, we will be using Rees algebras instead of of pairs as local pre-
sentations, since we find them more convenient to handle in some contexts. For
instance, the Canonicity Theorem, which we will refer to in the next lines, has a
more natural formulation using the language of Rees algebras.

The Reformulation Theorem and the local-global problem in resolu-
tion. The Reformulation Theorem 0.1 is of local nature. Namely, given X ⊂ W ,
the assignment of the ideal J together with the number b is made locally, in a
neighborhood U ⊂ W of each point in the maximum stratum of the Hilbert-Samuel
function. Similarly when considering local presentations for the Multiplicity. This
means that:

(1) A smooth stratification of Sing (J, b) induces a smooth stratification only
in a neighborhood U ∩X ⊂ U of a point in Max HSX or Max MX ;

(2) A sequence (0.2), induces a sequence (0.3) only locally in a neighborhood
U ∩X ⊂ U of each point of X in the maximum stratum.

But to resolve the singularities of X we need to obtain a (globally defined) smooth
centers to blow up, and reach ultimately a resolution of singularities of X. As we
will see, the Canonicity Theorem for Rees algebras settles this question in a simple
manner.

Also, one would like to know that both, the stratification and the resolution,
do not depend on the particular choice of the embedding X ⊂ W . This issue will
be addressed in Part III of these notes.

Reformulation Theorem and natural properties. Once we have indi-
cated that the lowering of both, max HSX and max MX is addressed via local
presentations, it remains to check that the process of reduction (0.2) and (0.3) is
compatible with isomorphisms ϕ : X → Y . As it has been indicated above, for
all ξ ∈ X, HSX(ξ) = HSX(ϕ(ξ)) and MX(ξ) = MX(ϕ(ξ)). On the other hand,
notice that local presentations for any of the functions on X induce, via ϕ, local
presentations for the corresponding function on Y . Thus, the refinement of the
stratifications, and the lowering of either max HSX or max MX , induced by local
presentations on X lead, via ϕ, to a refinement and lowering of the corresponding
functions on Y .

On the organization of these notes. The notes are organized in four parts.
Part I is divided in two blocks. In the first one we discuss the main properties of
the multiplicity, in connexion with the notion of integral closure of ideals. This is
done in Sections 1-5. In the second block, entitled “Multiplicity and local presenta-
tions via elimination”, we address the Reformulation Theorem in the context of the
multiplicity. Here the reformulation on a smooth scheme W is called a local pre-
sentation. This part will require some elementary results of algebraic elimination
(see Sections 6-8).
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Rees algebras are well known in Commutative Algebra (see [V]). Here they
appear as well suited tools to describe the local presentations. This will be discussed
in Part II where we state the Theorem of Resolution of Rees algebras. Moreover,
the Reformulation Theorem, and more precisely, the pair (J, b) and the construction
of the sequence (0.2), will be expressed in terms of a Rees algebra.

Part II is divided in four blocks. The first one corresponds to Sections 9-11,
where Rees algebras are presented from scratch, and we establish the so called
Canonicity Theorem mentioned before. The second block is devoted to presenting
the main invariants behind constructive resolution of Rees algebras (see Sections
12-14).

In the third block, we discuss a form of elimination in the class of Rees algebras
over smooth schemes. This will be essential for inductive arguments. In fact, this
form of elimination enables us to extend the previous invariants by induction on
the dimension (Sections 15-17).

The fourth block, consists of three sections. Section 18 contains the Theorem of
Resolution of Rees algebras in characteristic zero (Theorem 18.9), and an example
is discussed in Section 19. Finally, in Section 20, some applications of Theorem
18.9 are given.

In Part III we address a question that rises from the Reformulation Theorem.
Recall that Hironaka attaches to a scheme X, and to an immersion in a smooth
scheme, say X ⊂ W , an ideal J over W and a pair (J, b). In Part II we have
replaced (J, b) by an algebra on W . If X ⊂ W ′ is another inclusion in a smooth
scheme W ′, we would get a new algebra now over W ′. This already motivates two
results:

a) A notion of identification between two Rees algebras, defined maybe over
different smooth schemes.

b) If two Rees algebras are identified, as above, we want them to undergo
equivalent resolutions.

This result (b) should say, for example, that the sequence of blow-ups over X
that appear in the lower row of (0.3) should be independent of the embedding of
X in the smooth scheme W .

The notion of identification in (a) will be addressed in Section 21. The problem
in (b) is treated in the rest of Part III, where the main result is Theorem 26.5.

Finally in Part IV we present the proof of constructive resolution over fields of
characteristic zero (see Theorem 30.7). The approach to this proof, which differs
from that in previous presentations, follows from the previous discussions, particu-
larly from those in Part III.

Appendix A (Sections 31-36) includes some results concerning the notion of
transversal morphisms X → W . These are needed in Part I.

We have mentioned, but only in passing, some of the natural properties that
hold in constructive resolution of singularities. We refer here to [BrEV] for an
expository presentation of these and other properties of algorithms of resolution.
Among them there is the so called compatibility with étale topology, so Appendix A
includes an introduction to étale morphisms and a discussion of their role both in
the study of the multiplicity and of the Hilbert-Samuel function at a local ring.

Appendix B (Section 37) is devoted to treat some technical aspects concerning
the construction of the resolutions functions fB from Theorem 18.9, and to show
how they evolve from the statement in Proposition 18.2.
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Final comments. In these notes, the notation that we use for the invariants is
consistent with that used in Hironaka’s work, in [Cu1], and in previous publications
of our research team. Rees algebras, as they appear in our discussions, have also
been treated and thoroughly studied by other authors (see [K], [KM], [W]). This
volume includes contributions of H. Kawanoue and J. Schicho which are also related
to this subject.

Acknowledgments. We would like to acknowledge the constructive criticism
received from the referees. In addition, our thanks to A. Nobile, whose suggestions
have been useful for the development of Part III, and to C. Abad who helped
us simplify some arguments. We also thank A. Benito, S. Encinas, M.L. Garćıa-
Escamilla, and T. Preu, among others.

Part I: Multiplicity

Along these notes an affine algebraic variety V , over a field k, will be an object
attached to a reduced and equidimensional k-algebra D. To be precise, the points
of V are the maximal ideals in D, and if a point ξ is in correspondence with the
maximal ideal mξ, then the ring of local functions, say OV,ξ, is the localization
Dmξ

.
In this first part we present and discuss the notion of multiplicity of a variety

V at a point ξ. When k is the field of complex numbers, V can be endowed with
the usual topology, and we begin by motivating the concept of multiplicity, within
this context, in terms of finite coverings in the topological sense.

The discussion will lead us to consider a class of rings which is more ample
than that of k-algebras of finite type. For example, given D and mξ as above, the
completion of Dmξ

is no longer the localization of a k-algebra of finite type. And
complete rings will arise naturally in the coming discussions.

The more general notion of affine scheme is better suited for this purpose than
affine varieties. However we will have to impose conditions on the rings involved.
We begin by expressing the multiplicity at a point by using ramified covers, and
then we reformulate this notion in terms of a finite extension of a regular ring. Given
a finite extension of rings, say S ⊂ B, where S is a regular ring, then a theorem of
Zariski, formulated in 3.1, enables us to the study of the multiplicity at the prime
ideals of B. The extension defines Spec(B) → Spec(S), is a finite morphism on a
regular scheme, and the goal of this first part is to present techniques of elimination
to reformulate the study of the multiplicity on Spec(B) by equations on the regular
space Spec(S). When B is the ring of functions of an affine chart of a variety over
a field, this technique will lead to resolution of singularities, at least for fields of
characteristic zero.

1. Preliminaries

An algebraic variety, say X, is usually considered, at least locally, together
with an immersion in a regular space V . If X is an affine variety over a field
k, then there is a local immersion, say X ⊂ An

k , in an affine n-dimensional space.
It is through this local immersion that X is expressed as the common zeros of a
finite set of polynomials.
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There is yet another way to present a variety X in which it is mapped onto
a regular space V . In algebraic geometry a branched covering is a morphism
between algebraic varieties X → V both being of the same dimension, and the
typical fiber being of dimension zero. This latter approach is useful in the study
of local properties of X, in which we fix a point ξ ∈ X, and construct a branched
cover, X → V from a neighborhood of ξ onto a regular space V .

In the case of complex analytic varieties, given ξ ∈ X, one can construct an

analytic branched cover (X, ξ)
δ→ (Cd, 0). There is a hypersurface D ⊂ Cd, defined

locally at the origin, called the ramification locus, so that over the open set Cd \D
the morphism is a covering space. Namely, it resembles the topological notion of
a covering space, or say, it satisfies the local triviality condition: for y ∈ Cd \ D,
there is a neighborhood U so that δ−1(U) is a union of sections, and each section
is homeomorphic over U , in the topological setting, and isomorphic over U as
analytic varieties (see [He]). Locally at a point ξ ∈ X, one can define different
coverings as above. The number of sections (the number of points in the general
fiber) is not intrinsic to (X, ξ), and depends on the covering. Consider for instance
C2 ⊃ X = {X2 + Y 3 = 0} → C1 by projecting on the first coordinate. In this
case D = 0 ∈ C1, and the general fiber has 3 points, whereas by projecting on the
second coordinate the general fiber has 2 points.

Given X of dimension d, the multiplicity of X at point ξ ∈ X is defined as the
smallest number of points in the general fiber, for the different local morphisms
(X, ξ) → (Cd, 0).

Question 1.1. Let X be an algebraic variety over a field k. Can one construct
finite coverings as above in a neighborhood of a point in an algebraic variety over
k?

Question 1.2. If so, what do we mean by a general fiber?

1.3. The formal setting and the generic fiber. Let X be a d-dimensional
variety defined over a field k, and let ξ ∈ X be a point. Consider the d-dimensional
local ring (OX,ξ,mξ, k(ξ)).

Observe that if {x1, . . . , xd} ⊂ OX,ξ is a system of parameters, the quotient
OX,ξ/〈x1, . . . , xd〉 is a finite dimensional vector space over over the residue field
k(ξ). A particular feature of complete local rings is that there is an inclusion

(1.1) S = k(ξ)[[x1, . . . , xd]] ⊂ ÔX,ξ

which is a finite extension of rings ([ZS, Corollary 2, pg. 259]).
Conversely, if {x1, . . . , xd} ⊂ OX,ξ is a set of non-invertible elements and

S = k(ξ)[[x1, . . . , xd]] ⊂ ÔX,ξ

is finite, then it can be checked that {x1, . . . , xd} ⊂ OX,ξ is a system of parameters
(i.e., the quotient OX,ξ/〈x1, . . . , xd〉 is a finite dimensional k(ξ)-vector space). See
[Ma2, §14].

So there are many ways to express the complete ring ÔX,ξ as a finite extension
of a regular ring.

A remarkable fact for the case of complex analytic varieties is that there no
need to consider the completion to achieve this result: If {x1, . . . , xd} is a system

of parameters in the local ring of the analytic variety associated to X at ξ, O(h)
X,ξ,
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then

(1.2) S = C〈〈x1, . . . , xd〉〉 ⊂ O(h)
X,ξ

is already a finite extension of rings. Here S denotes the local ring of analytic
functions at (Cd, 0). This extension defines, locally, a finite morphism of analytic
varieties (X, ξ) → (Cd, 0), which depends on the choice of the system of parameters.

Observe that in both cases, (1.1) and (1.2), S is a domain. Let K be the

quotient field of S. Then, setting B = ÔX,ξ as in (1.1), or B = OX,ξ as in (1.2),
and localizing the inclusion S ⊂ B one obtains that

(1.3) K ⊂ B ⊗S K

which is a finite extension of the field K.
It turns out that in the complex analytic case, the number of points in the

general fiber of (X, ξ) → (Cd, 0) is given by the dimension of this vector space
over K, say dimK(K ⊗S B). We shall take this fact as guide for our forthcoming
discussion.

In fact, in the algebraic case, the finite extension in (1.1) induces

(1.4) Spec(B) → Spec(k(ξ)[[x1, . . . , xd]]).

and we claim that the integer dimK(K ⊗S B) is again the number of points in a
general fiber.

We sketch a proof of this claim, at least for the case in which k is a field of
characteristic zero: recall that B = ÔX,ξ, is the completion of the local reduced
and equidimensional ring OX,ξ. This latter local ring is excellent, and hence the
completion, namely B, is also reduced and equidimensional ([Gr, 7.8.9, (vii) and
(x)]). Let {p1, . . . , ps} denote the minimal primes of B. Since B is reduced, the
map B → B/p1 ⊕ . . . B/ps is injective. By assumption

d = dimKrull B = dimKrull(B/pi), for i = 1, . . . , s.

In particular, the induced finite homomorphism S = k(ξ)[[x1, . . . , xd]] → B/pi must
be an inclusion.

A localization of a reduced ring is reduced, and B/pi ⊗S K = Li is a field.
Thus,

B ⊗S K = L1 ⊕ · · · ⊕ Ls

is a direct sum of fields. Let K be an algebraic closure of K. Then

dimK(K ⊗S B) = dimK(K ⊗S B).

Finally, if k is a field of characteristic zero, each Li is a finite separable extension of
K, and hence K ⊗S Li is a direct sum of r copies of K, where r = dimK(K⊗S Li).
This leads to the fact that dimK(K ⊗S B) is the number of points in the scheme
Spec(B ⊗S K). Spec(B ⊗S K) is called the fiber over the generic point of (1.4),
whereas Spec(B ⊗S K) is known as the geometric fiber over the generic point. So
the integer dimK(K ⊗S B) is the number of points in the geometric fiber over the
generic point.
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1.4. A preliminary geometric approach to the notion of multiplicity.
LetX be an algebraic variety of dimension d, defined over a field k, and let ξ ∈ X be
a point with residue field k(ξ). Given a system of parameters P = {x1, . . . , xd} ⊂
OX,ξ, consider the finite extension S = k(ξ)[[x1, . . . , xd]] ⊂ ÔX,ξ, and define

nP := dimK(K ⊗S ÔX,ξ).

Definition 1.5. The multiplicity of X at ξ, or the multiplicity of the local ring
OX,ξ, is the smallest integer of the form nP when P runs through all systems of
parameters in OX,ξ.

Recall that a system of parameters in OX,ξ is also a system of parameters in

its completion ÔX,ξ. So we are looking at all finite morphisms

Spec(ÔX,ξ) → Spec(k(ξ)[[x1, . . . , xd]])

when {x1, . . . , xd} ⊂ OX,ξ runs through all systems of parameters in OX,ξ. Each

choice enables us to represents Spec(ÔX,ξ) as a ramified cover of a regular ring of
the form Spec(k(ξ)[[x1, . . . , xd]].

The multiplicity of the local ring OX,ξ, with completion ÔX,ξ, is an inte-
ger. Moreover, and following the discussion in the last paragraph, over fields of
characteristic zero the multiplicity is defined as the smallest number of points
in the geometric fiber over the generic point, for all finite covers Spec(ÔX,ξ) →
Spec(k(ξ)[[x1, . . . , xd]]).

Question 1.6. How do we decide whether, given a system of parameters P =
{x1, . . . , xd} ⊂ OX,ξ, the number nP = dimK(K⊗S ÔX,ξ) is the multiplicity of the
local ring?

Question 1.7. Is it possible to define the multiplicity of OX,ξ without passing
to the completion?

Question 1.8. If the answer to Question 1.7 is yes, can we find finite covers,
as in the previous discussion, in the category of k-algebras of finite type?

A positive answer to this last question would allow us to construct finite covers
in a neighborhood of a point of an algebraic variety. See Appendix A for an
approach on how to construct such finite covers in the context of k-algebras of
finite type.

2. The algebraic definition of multiplicity

We have defined the multiplicity at a point in a variety, say ξ ∈ X, as a positive
integer assigned to the local ring OX,ξ. We now present an alternative definition of
multiplicity, which applies to a wider class of local rings. In fact the multiplicity is
an invariant assigned to any local noetherian ring. This alternative approach will
allow us to answer the questions 1.6 and 1.7.

2.1. On local rings of dimension zero. Fix a local neotherian (A,m) and
a module M . An increasing chain of submodules of M , say

M0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ Mr

is said to be a chain of length r if Mi/Mi−1 �= 0, 1 ≤ i ≤ r.
Recall that a local ring (A,m) is zero dimensional if and only if there is a

positive integer n so that mn = 0. If in addition we assume that mn−1 �= 0 it
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follows that there is a principal ideal in A, say I1, included in mn−1, which is
isomorphic, as A module, to the field A/m. As a quotient of a zero dimensional
ring is zero dimensional, it follows that the neotherian ring A admits an increasing
sequence of ideals, which must be finite, say

l0 = 0 ⊂ I1 ⊂ I2 ⊂ · · · ⊂ Is = A,

where li/Ii−1 = A/m, 1 ≤ i ≤ s. The Jordan-Holder Theorem says that any two
chains of ideals with this property must have the same length s, called the length
of the local ring. More generally, given a finitely generated A-module M , there is
a chain of submodules

M0 = 0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ ML = M,

where Mi/Mi−1 = A/m, for 1 ≤ i ≤ L, and two chains with this property have the
same length, say

L = λ(M),

which we refer to as the length of M . When A is a field L = λ(M) is the dimension
of the vector space.

If we now fix a local ring (A,m) of dimension zero and consider the class of
finitely generated A modules, then the previous theorem ensures that given a short
exact sequence of finitely generated A-modules,

0 → M1 → M2 → M3 → 0,

one has that:

(2.1) λ(M2) = λ(M1) + λ(M3).

So the length is a function defined on the class of finitely generated modules over
A, and takes values in the integers. In addition in satisfies the additive property
(2.1) for modules in a short exact sequence.

We take this as a starting point to introduce the notion of multiplicity for local
rings of any dimension, and also for any finitely generated modules over a local
ring.

Once we fix a local ring, the multiplicity will be a function from the class of
finitely generated modules over the ring, with values in the integers, and with an
additive behavior to be discussed.

The multiplicity of a local ring (A,m) of dimension zero will be the length
λ(A), and the same will hold for finitely generated modules.

2.2. The Hilbert-Samuel Function and multiplicity. Let (R,m, k) be a
noetherian local ring of dimension d, and let J be an m-primary ideal. For each
positive integer r the ideal Jr is m-primary. Therefore R/J , and R/Jr are zero
dimensional for each positive integer r. The Hilbert-Samuel function of J in R is

HSR,J : N �� N

n � �� λ(R/Jn).

It can be shown that there is a polynomial of degree d, and rational coefficients,
say PR,J(x), so that HSR,J (n) = PR,J (n) for n large enough. This is referred to
as the Hilbert polynomial (see [AtM]). Moreover, the leading coefficient of PR,J(x)
multiplied by d! is a positive integer, called the multiplicity of R at J . So

PR,J (x) =
eR(J)

d!
xd + ad−1x

d−1 + . . .+ a0 ∈ Q[x].
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Of particular interest is the case J = m. The multiplicity of the local ring
(R,m, k) is denoted by eR(m). However a good comprehension of the properties
of the multiplicity requires a understanding of this notion for arbitrary m-primary
ideal. In particular, for the primary ideals spanned by a system of parameters.

Definition 2.3. Let B be a noetherian ring. A prime ideal q ⊂ B is said to
be an n-fold point of Spec(B), or an n-fold prime, when eBq

(qBq) = n.

2.4. Multiplicity: some facts and some examples. Given a local ring
(R,m, k) and an element f ∈ R, define

νR(f) = r ∈ Z

if f ∈ mr \mr+1. If (R,m, k) is a regular local ring we refer to νR(f) as the order
of f at the local ring.

Some important properties of the multiplicity are the following:

• The multiplicity of a local regular ring is one.
• If (R,m, k) is a local regular ring, and if f ∈ m has order νR(f) = n ≥ 1,
then the local ring (R/fR,m/fR, k) has multiplicity n. For instance,
consider the ideal m = 〈x1, x2〉 in k[x1, x2]. The local ring k[x1, x2]m is
regular, so it has multiplicity 1, and the local ring k[x1, x2]m/〈x3

1 + x7
2〉

has multiplicity 3.
• The multiplicity of a local ring (R,m, k) is the same as the multiplicity

of its completion (R̂, m̂, k). In fact, R/mn = R̂/m̂n for any n, and hence
both have the same Hilbert-Samuel function.

• Similarly, note that if J is primary for the maximal ideal of (R,m, k), then

JR̂ is primary for the maximal ideal of (R̂, m̂) and

eR(J) = eR̂(JR̂).

2.5. Relating the two definitions of multiplicity. Given a point in a va-
riety, say ξ ∈ X, we have introduced the notion of multiplicity in 1.4. There, the
multiplicity was expressed in terms of a finite extension of rings, involving the com-
pletion of OX,ξ and a ring of formal power series. On the other hand in 2.2 the
multiplicity for an arbitrary local noetherian ring, say (A,m), was defined and it

coincides with that of the completion (Â, m̂). In this part we will simply formulate
two claims, which ensure that that the two definitions agree for a local ring OX,ξ.
Although the proofs of the claims will be postponed, they will enable us extract a
first significant consequence for the study of singularities on a variety: X is regular
at a point ξ, or say OX,ξ is regular, if and only if it has multiplicity one.

This fundamental result applies also for a wide class of reduced and equidi-
mensional schemes of finite type over a field, the multiplicity at a point is one if
and only if the point is regular (2.10). Firstly we shall discuss the additivity of the
multiplicity in 2.8, which will indicate way we restrict our study of the multiplicity
at points on an equidimensional schemes.

Let (R,m, k) be a local noetherian ring of dimension d. If J ⊂ R is an
m-primary ideal, then λ(R/mr) ≤ λ(R/Jr), for any positive integer r, or say
HSR,m(n) ≤ HSR,J (n) for all n. On the other hand both polynomials PR,m(n)
and PR,J (n) have the same degree, and hence

(2.2) eR(m) ≤ eR(J).
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Claim 2.6. Let (R̂, m̂, k) be the completion of (R,m, k), and assume that the

residue field k is included in R̂. Let {x1, . . . , xd} ⊂ R be a system of parameters
and let J = 〈x1, . . . , xd〉. Then

(2.3) eR(J) = [R̂ ⊗S K : K],

where S = k[[x1, . . . , xd]], K denotes the quotient field of S and [R̂ ⊗S K : K] is

the dimension of the K vector space R̂ ⊗S K.

The proof of Claim 2.6 will be addressed in 3.2. Together with (2.2) it says that

eR(m) ≤ eR(J) = [R̂⊗S K : K],

for all ideals J generated by a system of parameters. We now formulate a Second
Claim (see 4.6):

Claim 2.7. One can find a system of parameters, say {x1, . . . , xd}, so that

(2.4) eR(m) = eR(〈x1, . . . , xd〉).

Note that both claims together would show that the integer introduced in the
Definition 1.5 is eR(m). In fact, they say that:

(2.5) eR(m) = min{eR(J) : J is spanned by a system of parameters in R}.

2.8. Multiplicity for finitely generated modules. Let A be a ring. Recall
that an A-module M is an abelian group, together with a homomorphism φ : A →
EndZ(M), mapping a ∈ A to ha : M → M , ha(m) = a.m for m ∈ M . The
kernel of φ is usually denoted by Ann(M). Since φ factors though A/Ann(M), one
can naturally view M as a module over A/Ann(M). The closed set V (Ann(M)), of
primes in A containing this ideal, is also called the support of M . It is characterized
as the collection of primes p in A for which Mp is non-zero.

Now let (R,m, k) be a noetherian local ring of dimension d, and let J be an
m-primary ideal. Given a finitely generated R-module N , the length l(N/JnN) is
also given by a polynomial say PN,J (x), for x = n sufficiently big. The degree of
PN,J (x), say d′, is the dimension of the support of N . So d′ ≤ d.

The leading coefficient of PN,J (x) can be expressed as eN (J)
d′! , for a positive

integer eN (J) which is called the multiplicity of N relative to the open ideal J .

We shall define the d-dimensional multiplicity of a module e
(d)
N (J) to be zero if

d′ < d = dimR, and to be eN (J) when d′ = d.

2.9. The multiplicity is additive. An important property of the d-dimensional
multiplicity is its additive behavior. With the same notation as before, and given
a short exact sequence of finitely generated R-modules, say

0 → N1 → N2 → N3 → 0,

the following property holds:

(2.6) e
(d)
N2

(J) = e
(d)
N1

(J) + e
(d)
N3

(J).

In other words, the coefficient in degree d of the polynomial corresponding to N2

is the sum of those of N1 and N3 (see [Ma1, Proposition 12 D, pg. 74]).
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2.10. Equidimensional rings: from multiplicity one to regularity. Let
D denote the ring of functions of an affine variety X, (i.e., a finitely generated k-
algebra which is reduced and equidimensional). Fix a maximal idealmξ ⊂ D in cor-
respondence with a point ξ ∈ X (so thatOX,ξ = R = Dmξ

), and let k′ be the residue
field. Let {x1, . . . , xd} ⊂ OX,ξ be a system of parameters so that the conditions in

(2.4) hold for J = 〈x1, . . . , xd〉 in B = ÔX,ξ, and let S = k′[[x1, . . . , xd]] ⊂ B. Then

(2.7) eR(m) = eR(J) = [B ⊗S K : K]

where K denotes the quotient field of S.
Recall that if a local excellent ring is reduced and equidimensional, the same

holds for the completion ([Gr, 7.8.3, (vii) and (x)] or [Ma1, §34]). This applies,

in particular, for the local ring B = ÔX,ξ. Therefore, if {p1, . . . , ps} denote the
minimal ideals, then:

• B → B/p1 ⊕ · · · ⊕B/ps is injective, and
• each homomorphism B/pi ⊂ B/pi ⊗S K is injective, for 1 ≤ i ≤ s.

The second statement follows from the assumption that each domain B/pi is d-
dimensional, and finite over S. It says that all minimal primes in B dominate S at
the prime zero. So one concludes, in addition, that

B ⊗S K = (B/p1 ⊕ · · · ⊕B/ps)⊗S K

and hence, that B → B ⊗S K is injective.
Assume finally that the multiplicity of the local ring OV,x is one. In this case

B ⊗S K = K in (2.7). Now K is the quotient field of S, and B is finite over S. As

regular rings are normal, we conclude that B = S, and hence ÔX,ξ, and also OX,ξ,
are regular.

Equidimensionality is a necessary condition. The hypothesis of equidi-
mensionality was used in the previous characterization of regular local rings in a
variety. The following example of sub-schemes in A3 illustrates the necessity of the
hypothesis for more general schemes over k. Consider the inclusion X〈Y, Z〉 ⊂ 〈X〉
in k[X,Y, Z], which defines a surjection of the quotient rings, say B1 → B2, where
both are reduced k-algebras of finite type, but B1 is not equidimensional. Consider
the exact sequence

0 → J → B1 → B2 → 0

localized at the origin. Observe that B1 and B2 are two dimensional, and that J is
supported in a closed set of smaller dimension. Using the additive property (2.6)
one checks that B1 has multiplicity one at the origin, but it is not regular at this
point.

2.11. Multiplicity and stratification. Given an algebraic varietyX, a func-
tion multX : X → N is defined by setting multX(ξ) the multiplicity of OX,ξ. The
discussion in these notes will show that it is upper semi-continuous, and the image
is a finite set {n1 < n2 < · · · < nr} (see [A] and [Vi7, Theorem 6.12]). Let (X)ni

denotes each stratum (each level set). These level sets may not be regular, and the
problem is to define new invariants, in some natural way, which enable us to refine
this stratification into regular strata. Moreover, we want to define such stratifica-
tion so that the multiplicity drops after blowing up successively along the closed
regular stratum.
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Some examples of stratifications defined by the multiplicity.

Example 2.12. Let X = {Z3 + (T 2 + Y 3)4 = 0} ⊂ C3.

• (X)3 = {Z = 0, T 2+Y 3 = 0}: stratum corresponding to the set of points
where the multiplicity is three.

• (X)1 = X \ (X)3: stratum corresponding to the set of points where the
multiplicity is one.

Example 2.13. Let X = {Z3 + (T 2 + Y 3)2} ⊂ C3.

• (X)3 = (0, 0, 0): stratum corresponding to the set of points where the
multiplicity is three.

• (X)2 = {Z = 0, T 2 + Y 3 = 0} \ {(0, 0, 0)}: stratum corresponding to the
set of points where the multiplicity is two.

• (X)1 = X \ ((X)3 ∪ (X)2): stratum corresponding to the set of points
where the multiplicity is one.

Observe that in both examples one obtains a stratification into locally closed
sets. This is a general property of the multiplicity for general algebraic varieties,
not only in case of a hypersurface.

Goal: Find local presentations for the stratum of maximum multiplicity of an
arbitrary algebraic variety X. Recall here the role of local presentations in the
Reformulation Theorem discussed in the Introduction.

3. Zariski’s multiplicity formula for finite extensions

The purpose of this section is to present Zariski’s Multiplicity formula for finite
morphisms, and to discuss some of its consequences.

Theorem 3.1. [ZS, Theorem 24, pg. 297] Let (R,m, k) be a local noetherian
domain, and let B be a finite extension of R. Let K denote the quotient field of R,
and L = K ⊗R B. Let Q1, . . . , Qr denote the maximal ideals of the semi-local ring
B, and assume that dimBQi

= dimR, for i = 1, . . . , r. Then

(3.1) eR(m)[L : K] =
∑

1≤i≤r

eBQi
(mBQi

)[ki : k],

where for i = 1, . . . , r, ki denotes the residue field of BQi
, [ki : k] = dimk ki, and

[L : K] = dimK L.

Sketch of the proof. Let d denote the dimension of the local ring (R,m).

Recall the definition of the integer e
(d)
M (m) attached to a finitely generated R-module

M . We prove the theorem by showing that both sides in the equality (3.1) coincide

with e
(d)
B (m). In fact, here B is a finite module over R, so there is a Hilbert-Samuel

function attached to B, defined by the length λR/mr(B/mrB) for all r ∈ Z ≥ 0.

Note that there is an inclusion of a free R-module R[L:K] in B, so that

(3.2) 0 → R[L:K] → B → N → 0,

is an exact sequence of R-modules with N ⊗R K = 0. Since N is supported in
smaller dimension, the additive formula in (2.6) shows that the left hand side of

the equality in (3.1) is e
(d)
B (m).
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As for the term in the right, consider the length of B/mnB, for all positive
integers n, as a module over R/mn. Note here that B/mnB is an artinian semi-
local ring, and that

B/mnB = BQ1
/mnBQ1

⊕ · · · ⊕BQr
/mnBQ1

.

Each local ring BQ1
/mnBQ1

is artinian, and it is also finite over R/mn. One readily
checks that the length of the artinian ring BQ1

/mnBQ1
relates to the length of the

R/mn-module BQ1
/mnBQ1

by the formula:

λR/mn(BQ1
/mnBQ1

) = λBQ1
/mnBQ1

(BQ1
/mnBQ1

) · [k1 : k].

The proof finally follows by looking at the leading coefficients of the corresponding
Hilbert-Samuel polynomials. �

3.2. Zariski’s formula and a proof of Claim 2.6. Let (R,m, k) be a local
ring containing its residue field k. Let {y1, . . . , yd} be a regular system of parame-
ters, and let J = 〈y1, . . . , yd〉. Consider the finite extension

S = k[[y1, . . . , yd]] ⊂ R̂.

As J is m̂-primary in R̂, we observe that m̂ is the only prime ideal dominating
〈y1, . . . , yd〉 ⊂ S. The multiplicity of the local regular ring S is one, in addition,

since the local rings R̂ and S have the same residue fields, Theorem 3.1 asserts that

[R̂⊗S K,K] = eJ (R̂).

Finally, the claim in 2.6 follows from the fact that eJ (R) = eJ (R̂). �

4. Multiplicity and integral closure of ideals

Hilbert-Samuel polynomials where defined for m-primary ideals in a local noether-
ian ring. Let (R,m, k) be a noetherian local ring of dimension d. If I ⊂ J are two
primary ideals

(4.1) eR(I) ≥ eR(J).

Question 4.1. When does the equality hold?

The question is particularly relevant when we want to find a system of param-
eters {x1, . . . , xd} as in (2.4). Namely, so that

(4.2) eR(〈x1, . . . , xd〉) = eR(m).

The following theorem of Rees (see Theorem 4.2 below) will be a useful tool to
address these questions. First we recall the notion of integral closure of ideals.

On integral closure of ideals, and the Claim 2.7. Let A be a ring, and
let I ⊂ A be an ideal. An element f ∈ A is said to be integral over I if satisfies an
equation of the form

(f)n + a1(f)
n−1 + · · ·+ an = 0

for some n ∈ Z≥1, and some aj ∈ Ij , for j = 1, . . . , n. The set of all elements in A
that are integral over I form an ideal called the integral closure of I in A, which is
usually denoted by I. Obviously I ⊂ I. If J ⊂ A is an ideal and I ⊂ J ⊂ I, then
J is said to be an integral extension of I. We also say that I is a reduction of J .

Theorem 4.2. [Re, D. Rees] Let (R,m, k) be an excellent equidimensional ring,
and let I ⊂ J be primary ideals for the maximal ideal m. Then eR(I) = eR(J) if
and only if I and J have the same integral closure in R.
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Thus Theorem 4.2 says that a system of parameters {x1, . . . , xd} is so that

eR(〈x1, . . . , xd〉) = eR(m),

if and only if 〈x1, . . . , xd〉 is a reduction of the maximal ideal. This relates to the
Claim 2.7 and a simple criterion to establish this condition will be discussed below.

Some examples.

Example 4.3. Let (R,m, k) = (k[[x, y]]/〈y3+x4y+x7〉, 〈x, y〉, k). Observe that
R is equidimensional and that the ideal J = 〈x〉 is a reduction of m. Therefore,
by Theorem 4.2, eR(m) = eR(J). Now, to compute eR(J), we use the statement
in Claim 2.6. Observe that the extension k[[x]] ⊂ k[[x, y]]/〈y3 + x4y + x7〉 is finite,
and that the rank at the generic point of Spec(k[[x]]) is three. So, eR(J) = 3, and
therefore the multiplicity of R is 3 as well.

Example 4.4. Let (R,m, k) = (k[[x, y]]/〈x2 − y3〉, 〈x, y〉, k) and compare the
finite extensions:

(1) k[[x]] ⊂ k[[x, y]]/〈x2 − y3〉;
(2) k[[y]] ⊂ k[[x, y]]/〈x2 − y3〉.

It can be checked that the rank at the generic point of Spec(k[[x]]) is 3, while the
rank at the generic point of Spec(k[[y]]) is 2. Observe that 〈y〉 is a reduction of m,
while 〈x〉 is not.

4.5. System of parameters and reductions of the maximal ideal. Given
a local noetherian ring (R,m, k) of dimension d, there is a lot of information en-
coded in the graded ring Grm(R). To begin with, Grm(R) is also a d-dimensional
ring. The homogeneous term in degree one, namely m/m2, is a finite dimensional
vector space over the residue field k, so the ring is a finitely generated k-algebra
with a graded structure. Recall that dimK(m/m2) ≥ d and that equality holds
when R is regular. Note that an element x ∈ m/m2 can be lifted (non-uniquely)
to an element x in m.

Claim 4.6. With the same assumptions as above, a generic choice of d elements
in m/m2, {x1, . . . , xd} ⊂ m/m2, lifts to a set {x1, . . . , xd} in m with two properties:

(1) {x1, . . . , xd} is a system of parameters in (R,m, k).
(2) 〈x1, . . . , xd〉 ⊂ m is an integral extension.

The reader can find in the Theorem 34.2 a precise formulation of this statement,
particularly to clarify what we understand by a generic choice of elements in m/m2.
The previous examples in 4.4 already illustrate the geometric meaning of the claim.

5. Multiplicity and finite morphisms on a regular scheme

Given a noetherian ring B one would like to extract conclusions on the behavior
of the multiplicity along all prime ideals in B. Namely, at the localization of B
at the prime ideals. So for instance, if l denotes the highest multiplicity arising
in this way, one would like to study the subset of points in Spec(B) which have
multiplicity l.

We will give here a first step in this direction, but under some particular addi-
tional assumptions. In fact we will fix a subring S ⊂ B , where S will be a regular
domain with quotient field K, and such that S ⊂ B is a finite extension of rings. In
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this case B⊗S K will be a finite extension of K. Let n = dimK(B⊗S K). Our dis-
cussion will show, for example, that n will be an upper bound for the multiplicity,
namely that eBP

(PBP ) ≤ n for any prime P in B.
The strategy is to extract information from the finite morphism Spec(B) →

Spec(S). As in our discussion we will make use of Zariski’s Multiplicity formula and
also of the Theorem of Rees, some further condition will be imposed on B as these
theorems require that the localizations of B at prime ideals be equidimensional.

Our ultimate goal is to study the behavior of the multiplicity along points of a
variety, and a variety can be treated as a reduced and equidimensional scheme of
finite type over a field. The rest of this Part I will be devoted to the applications of
the results of this section in this latter context. Namely for a variety together with
a finite dominant morphism on a regular variety. In this context it will be shown
there is a closed set of points of highest multiplicity.

5.1. Further applications of Zariski’s multiplicity formula. Fix a finite
extension S ⊂ B as above, where S is a regular domain, and B is an excellent
equidimensional ring.

Claim. The conditions in Theorem 3.1 will be fulfilled for Sm ⊂ B⊗S Sm, for
any prime ideal m in S.

In fact, let {q1, . . . , qs} denote the minimal prime ideals in the equidimensional
ring B, and note that S ⊂ B/qi for 1 ≤ i ≤ s. Fix a prime Q in B/qi, and set
m = Q ∩ S. Since S is normal, the local rings (B/qi)Q and Sm have the same
dimension. This ensures that the localization of the semi-local ring B ⊗S Sm at
any maximal ideal has the same dimension as Sm, which enables us to use Zariski’s
Formula.

Let Q1, . . . , Qr denote the maximal ideals in B ⊗S Sm. As the multiplicity of
Sm is one,

[B ⊗S K : K] =
∑

1≤i≤r

eBQi
(mBQi

)[ki : k],

Fix an index i0, 1 ≤ i0 ≤ r. Note that eBQi0
(mBQi0

) ≥ eBQi0
(Qi0BQi0

), so

[B ⊗S K : K] ≥ eBQi0
(Qi0BQi0

).

Moreover, if [B ⊗S K : K] = eBQi0
(Qi0BQi0

), then:

(1) eBQi0
(mBQi0

) = eBQi0
(Qi0BQi0

).

(2) [ki0 : k] = 1.
(3) r = 1, so there is a unique prime dominating S at m.

As we assume that B is equidimensional and excellent, the theorem of Rees applies,
and the condition in (1) can be reformulated by saying that mBQi0

is a reduction
of Qi0BQi0

. Further information can be extracted when B is reduced, namely when

B → B/q1 ⊕ · · · ⊕B/qs

is injective. This last condition ensures that

B → L = B ⊗S K,

is an inclusion, a condition which was used in our characterization of regular points
in terms of the multiplicity (2.10).
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We will be concerned here with the problem of resolution of singularities for
varieties. In particular, with a k-algebra B which is reduced and equidimensional.
These are also excellent schemes so all the previous conditions hold.

Definition 5.2. Fix a finite extension S ⊂ B, where S is a regular domain
and B is an excellent equidimensional ring. We shall say that the finite morphism

Spec(B) → Spec(S)

is finite transversal at a point Q in Spec(B), if

eBQ
(QBQ) = [B ⊗S K : K],

where K denotes the quotient field of S.

A characterization of finite transversal morphisms. Some direct conse-
quences can be extracted from the previous discussion.

Corollary 5.3. Fix S ⊂ B as above. Let L = B ⊗S K, and let P be a prime
ideal in B. Then eBP

(PBP ) ≤ dimK L = n, and the following conditions ( 1) and
( 2) are equivalent:

(1) eBP
(PBP ) = dimK L = n.

(2) Let p = S ∩ P .
(a) P is the only prime in B dominating p (i.e., BP = B ⊗S Sp).
(b) Sp/pSp = BP /PBP .
(c) PBP is the integral closure of pBP in BP .

Remark 5.4. With the same hypotheses and notation as above, observe that
the three conditions 2a, 2b, and 2c, can be replaced by:

(a’) Sp/pSp = BP /PBP .
(b’) The prime PBp is the integral closure of pBp in Bp.

In fact, this last condition implies that Bp = BP .

Corollary 5.5. With the same assumptions and notation as in Corollary 5.3,
let n = dimK B ⊗S K, and let

δ : Spec(B) → Spec(S)

be the finite morphism given by S ⊂ B. Denote by F be the set of n-fold points of
Spec(B). Then:

(1) If P ∈ F and δ(P ) = p, the dimensions and residue fields of the local
rings BP and Sp are the same. In addition pBP is a reduction of PBP .

(2) δ defines a set theoretical bijection between points of F and points of the
image, say δ(F ) in Spec(S). So given P ∈ F , P is the only prime ideal
in B dominating S at δ(P ) = p.

Proof. The statements in (1) and (2) follow easily from Theorem 3.1. �

This last Corollary says, in particular, that the finite morphism δ : Spec(B) →
Spec(S) establishes a set-theoretical bijection between F (the set of n-fold points)
and δ(F ). As finite morphisms are proper morphism this shows that F will be
closed in Spec(B) if and only if δ(F ) is closed in Spec(B). Moreover, in such case
F and δ(F ) will be homeomorphic.

In the rest of Part 1 we study the set δ(F ) in Spec(S), when δ : Spec(B) →
Spec(S) arises from a morphism of algebraic varieties over a field. In this context we
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will show that δ(F ) is closed in Spec(S), and we shall provide a suitable description
of this closed set.

Multiplicity and local presentations via elimination

In this part the objective is to study the stratification defined on a variety X
when considering the subsets of equimultiple points. This will be done under an
extra assumption, namely that there be a finite morphism X → V , from X to
some regular variety V . Later we will show how such finite morphisms can be
constructed, at least locally, in étale topology. This last assertion will be discussed
starting in 31.

6. A first approach to the case of hypersurfaces

Assume that X is a hypersurface embedded in some smooth d-dimensional scheme
W of finite type over a perfect field k. Let n denote the highest multiplicity at
points of X. Fix a point ξ ∈ W , where the ideal I(X) has order n (thus the
multiplicity of X at ξ is n).

Claim 6.1. (Simplified form) Assume that at a suitable (étale) neighborhood of
ξ there is a smooth morphism to some (d−1)-dimensional smooth scheme W → V ,
so that:

(1) W is locally of the form V × A1
k, and W → V is the natural projection;

(2) Let A1 = Spec(k[Z]). Then I(X) is spanned by a monic polynomial of
the form

f(Z) = Zn + a1Z
n−1 + . . .+ a1Z + a0 ∈ OV [Z].

The Claim 6.1 is a simplified form of what we need. The precise formulation and the
proof will be addressed in 36.1. At any rate, this justifies the interest in studying
the points of multiplicity n of a hypersurface defined by a monic polynomial of
degree n (same integer n). Thus, in this section we take as starting point a finitely
generated smooth k-algebra, S, and a monic polynomial f(Z) ∈ S[Z]. We will
focus on the closed set, say Fn, of n-fold points of the hypersurface {f(Z) = 0} in
Spec(S[Z]).

Let B = S[Z]/〈f(Z)〉, consider the natural morphism

β : Spec(S[Z]) → Spec(S),

and let
δ : Spec(B) → Spec(S)

be the restriction of the former. So here X = Spec(B) is a hypersurface in the
smooth scheme Spec(S[Z]) and one readily checks that the maximal multiplicity is
at most n. So in the conditions of 6.1 we observe that Fn(X) is a closed subset in
X = Spec(B), and we consider

(6.1) Fn ⊂ X = Spec(B)

��
δ

��
δ(Fn) ⊂ V = Spec(S)

As δ : Spec(B) → Spec(S) is finite, δ(Fn), is closed in Spec(S).
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Since S is a regular ring, for each prime p ⊂ S, Sp is a regular local ring, and

νp : S → Z

will denote the order at Sp. Here S is a smooth algebra over a field, in particular
it has the following property: Given h ∈ S and a positive integer m, the set

{p such that νp(h) ≥ m}
is a closed subset in Spec(S). We aim to find a natural description of δ(Fn) in
terms of closed sets defined as above (see Theorem 7.2 and Proposition 8.4). In
fact we will come to a direct proof of the fact that δ(Fn) is closed from the natural
description that we introduce below.

6.2. Finite transversality and stability under blow ups. Fix the nota-
tion as above, where B is defined by a monic polynomial of degree n. Let K the
quotient field of the domain S. Then B is a free S-module of rank n, and therefore
dimK(B ⊗S K) = n. This shows that δ : Spec(B) → Spec(S) is finite-transversal
at the n-fold points, Fn, in Spec(B) (see Definition 5.2).

Under these conditions the Multiplicity Formula of Theorem 3.1 shows that Fn

is mapped bijectively into its image (see Corollary 5.5). In other words, δ(Fn) gives
a faithful image of Fn. In the conditions of 6.1 Fn is closed and homeomorphic to
δ(Fn). We claim that this homeomorphism establishes a one to one correspondence
between smooth closed sub-schemes.

We will prove our claim only in one direction, which is as much as will be needed
along these notes: Let Y ⊂ δ(Fn) be a smooth irreducible closed subscheme, and let
p denote its generic point. So there is a unique prime, say P in B, dominating S at
p. Now S/p → B/P is a finite extension, and both domains have the same quotient
fields (Corollary 5.5, 1)). Since S/p is regular, it is normal in its quotient field.
Therefore S/p = B/P , and hence P defines a regular center, say Y ′ in Spec(B), in
natural correspondence with Y .

A particular feature of the blow up at regular centers included in the set of
n-fold points of X, as is the case for Y ′, is that there is a commutative diagram of
blow ups and finite-transversal projections

(6.2) X

δ

��

X1 ⊃ Fn(X1)

δ′

��
δ′

��

��

��
V V1 ⊃ δ′(Fn(X1))��

where the upper horizontal map is the blow up at Y ′, and the lower one is the blow
up at Y . This is called the stability of finite-transversality, and it provides a natural
notion of transformation of the data Fn ⊂ X, and δ : X → Spec(S) = V under
blow ups at smooth centers contained in Fn (see Proposition 7.5 and the discussion
that follows Proposition 8.4).

6.3. Searching for local presentations. In the case in which k is a field of
characteristic zero, we will show that a local presentation of δ(Fn) can constructed
at V . Local presentations will appear first in an apparently different manner then
that in the introduction:

• We will find {g1, . . . .gs} in S, and integers, {m1, . . . .ms}, so that:

δ(Fn) = {x ∈ V/νx(g1) ≥ m1} ∩ · · · ∩ {x ∈ V/νx(gs) ≥ ms} ⊂ V.



104 A. BRAVO AND O. E. VILLAMAYOR U.

• Moreover, this local presentation is naturally attached to the n-fold points
of X. Namely, if Y ′ ⊂ Fn(X) is a smooth closed subscheme (if Y ⊂
δ(Fn(X)) is smooth), then there is natural transform of this local presen-
tation given by the blow up of V at δ(Y ),

(6.3) X

δ

��

X1
��

δ′

��
V V1

��

∩{x ∈ V/νx(gi) ≥ mi} ∩{x ∈ V1/νx(g
(1)
i ) ≥ mi}

and the property is that for any choice of Y ⊂ δ(Fn(X)),

δ′(Fn(X1)) = ∩{x ∈ V1/νx(g
(1)
i ) ≥ mi}(⊂ V1) for the diagram in (6.2).

Let us recall the definition of the terms involved in this last formula. Let p denote
the generic point of Y , and note that νp(gi) ≥ mi, for 1 ≤ i ≤ s. So if H ⊂ V1

denotes the exceptional hypersurface introduced by the blow up, then giOV1
=

g
(1)
i I(H)m1 , for 1 ≤ i ≤ s.

The construction of such a presentation will be done in steps, and it will make
use of a form of elimination. We shall begin by discussing the case in which X is a
hypersurface (see Section 7), and later we address the general case (see Section 8).

6.4. Example: when n = 2. Suppose n = 2, and let f(Z) = Z2 + a1Z + a2
with a1, a2 ∈ S, and S is regular. In this case the discriminant, a21 − 4a2 ∈ S
describes the image under δ of the ramified locus in Spec(S). Notice that a21−4a2 ∈
S is a weighted homogeneous polynomial of degree 2 if we assign weight one to a1
and weight two to a2. It is not hard to check that if the characteristic of S is not
2, then the closed subset of Spec(S) where the discriminant has order at least two,
is the image of the two fold points via δ : Spec(S[Z]/〈f(Z)〉) → Spec(S). Namely,

δ(F2(X)) = {p ∈ V, νp(a
2
1 − 4a2) ≥ 2}.

This will be our local presentation for the case n = 2.

6.5. How do we start searching? Let K be a field, and consider a monic
polynomial f(Z) = Zn+a1Z

n−1+. . .+an−1Z+an ∈ K[Z]. IfK1 is a decomposition
field of f(X), then

f(Z) = (Z − θ1) · · · (Z − θn) ∈ K1[Z],

and the coefficients ai ∈ K can be expressed in terms of the elements {θ1, . . . , θn} in
K1. In fact each coefficient ai is obtained from a symmetric function in n variables,
evaluated in (θ1, . . . , θn). So one can set

(6.4) Z[a1, . . . , an] = Z[sn,1(θ1, . . . , θn), . . . , sn,n(θ1, . . . , θn)],

where the sn,i are the symmetric functions in n variables. Recall that if Sn denotes
the permutation group of n, it acts on the polynomial ring with n variables and

Z[X1, . . . , Xn]
Sn = Z[sn,1, . . . , sn,n].

Consider a change of variable of the form Z1 = Z − λ, for λ ∈ K. Then
f(Z) = g(Z1) in K[Z] = K[Z1], i.e.,

f(Z) = Zn+a1Z
n−1+. . .+an−1Z+an = f1(Z1) = Zn

1 +b1Z
n−1
1 +. . .+bn−1Z1+bn.
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In addition, K1[Z] = K1[Z1], and

f(Z) = (Z − θ1) · · · (Z − θn) = f1(Z1) = (Z1 − β1) · · · (Z1 − βn)

where βi = θi − λ for i = 1, . . . , n. Each coefficient bi of f1(Z1) is obtained by the
evaluation of the symmetric function sn,i in (β1, . . . , βn).

Our goal is to obtain polynomial expressions on the coefficients, say
G(s1, . . . , sn) ∈ Z[s1, . . . , sn], so that

(6.5) G(a1, . . . , an) = G(b1, . . . , bn)

every time when f1(Z1) is f(Z) expressed in a variable of the form Z1 = Z − λ, for
some choice of λ ∈ K. The reason for restricting attention to this particular type
of change of variables will be justified in the following section.

A first observation is that for any such change of variable we get

θi − θj = βi − βj , 1 ≤ i, j ≤ n.

So the differences of roots are invariants by this kind of change. Note that

Z[θi − θj ]1≤i,j≤n ⊂ Z[θ1, . . . , θn].

In particular, if we could define in some natural way a subring, say C ⊂ Z[θi −
θj ]1≤i,j≤n, so that

(6.6) C ⊂ Z[a1, . . . , an],

then any element in C would provide a polynomial expression in the coefficients, say
G(a1, . . . , an), so that G(a1, . . . , an) = G(b1, . . . , bn) if f1(Z1) = f(Z) is obtained
by a change of variables as above.

7. The case of hypersurfaces: the universal setting

Assume, as in the previous section, that S is a smooth domain over a perfect field
k, with quotient field K, and let f(Z) = Zn + a1Z

n−1 + . . .+ a1Z + a0 ∈ S[Z] be
a monic polynomial. Consider B = S[Z]/〈f(Z)〉 together with the finite morphism
δ : Spec(B) → Spec(S) defined by S ⊂ B.

We shall follow the arguments exposed in Section 6, to which we will add some
additional conditions. In fact, we will be looking for weighted equations on S that
describe the image by δ of the closed set of n-fold points of B (see 6.3).

It is natural to expect that there be significant information concerning this
matter encoded in the coefficients of f(Z). The discriminant is a first example of
this fact (see Example 6.4).

Our search we will start with the universal case. Let k be a field as before, and
consider the polynomial ring in n variables k[Y1, . . . , Yn]. The universal polynomial
of degree n, is

Fn(Z) = (Z−Y1) · · · (Z−Yn) = Zn−sn,1Z
n−1+ . . .+(−1)nsn,n ∈ k[Y1, . . . , Yn, Z],

where for i = 1, . . . , n, sn,i ∈ k[Y1, . . . , Yn] denotes the i-th symmetric polynomial
in n variables.

The diagram

(7.1) Spec (k[sn,1, . . . , sn,n][Z]/〈Fn(Z)〉) ��

�������
������

������
������

�
Spec(k[sn,1, . . . , sn,n][Z])

��
Spec(k[sn,1, . . . , sn,n])
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illustrates the universal situation. To clarify this latter property note that δ :
Spec(B) → Spec(S) is obtained from the specialization given by

(7.2) Θ : k[sn,1, . . . , sn,n] �� S

(−1)isn,i
� �� ai,

an homomorphism of k-algebras. In other words, there is a commutative diagram

(7.3) Spec(k[sn,1, . . . , sn,n][Z]/〈Fn(Z)〉)

α

��

Spec(B)

δ

��

��

Spec(k[sn,1, . . . , sn,n]) Spec(S)��

which, in addition, is a fiber product.

First observation. Our search for weighted equations on the coefficients of
Fn has led us to work on the ring k[sn,1, . . . , sn,n]. Note that if Sn denotes the
group of permutation of n elements, then

(7.4) k[Y1, . . . , Yn]
Sn = k[sn,1, . . . , sn,n]

which is again a polynomial ring.

Second observation. Changes on the variable Z, as the ones considered in
6.5, should not change the image of the set of n-fold points of the hypersurface
{Fn = 0} by α. Therefore, we will search for functions on the subring k[Yi −
Yj ]1≤i,j≤n ⊂ k[Y1, . . . , Yn]. Notice that the permutation group Sn also acts on this
subring. So there is an inclusion

(7.5) k[Yi − Yj ]
Sn

1≤i,j≤n ⊂ k[Y1, . . . , Yn]
Sn = k[sn,1, . . . , sn,n].

As Sn is a finite group, the algebra in the left is finitely generated. So set

(7.6) k[Gm1
, . . . , Gmr

] := k[Yi − Yj ]
Sn

1≤i,j≤n.

In addition, and since Sn acts linearly in k[Y1, . . . , Yn] (hence preserving the degree
of this graded ring), we can take each generator Gmi

as a homogeneous polynomial
in k[Y1, . . . , Yn]. Let

(7.7) mi = degreeGmi

where k[Y1, . . . , Yn] is graded in the usual way. The inclusion (7.5) yields an ex-
pression, say

(7.8) Gmi
= Gmi

(sn,1, . . . , sn,n)

whereGmi
(sn,1, . . . , sn,n) is a weighted homogeneous of degreemi in k[sn,1, . . . , sn,n]

⊂ k[Y1, . . . , Yn].

Conclusion. The morphism Θ : k[sn,1, . . . , sn,n] → S mapsGmi
(sn,1, . . . , sn,n)

to the element Gmi
(a1, . . . , an) ∈ S. Let λ ∈ S and set S[Z] = S[Z1] where

Z1 = Z − λ, and let

f(Z) = Zn+a1Z
n−1+ . . .+an−1Z+an = g(Z1) = Zn

1 +b1Z
n−1
1 + . . .+bn−1Z1+bn.

If K denotes the quotient field of the domain S, and if K1 is decomposition field of
f(Z) ∈ S[Z] ⊂ K[Z], then

(7.9) Gmi
(a1, . . . , an) = Gmi

(b1, . . . , bn) ∈ S, (see (6.5)).
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Remark 7.1. Let k[G1, . . . , Gs] be a graded ring generated by homogeneous
elements Gi, and let mi = deg(Gi) for i = 1, . . . , s. Let (R,m, k) be a local regular
k-algebra, and let Θ : k[G1, . . . , Gs] → R be a homomorphism of k-algebras. If
Θ(Gi) has order ≥ mi, i = 1, . . . , s, then one checks that for any homogeneous
element G ∈ k[G1, . . . , Gs] of degree d, the image Θ(G) has order ≥ d at R.

Theorem 7.2. [Vi4, Theorem 1.16] Local presentation via elimination.
Let k be either a field of characteristic zero, or a field of positive characteristic
p coprime with n. Let S be a smooth k-algebra, let f(Z) = Zn + a1Z

n−1 + . . . +
an−1Z+an ∈ S[Z], and let B = S[Z]/〈f(Z)〉. This defines a diagram of morphisms

(7.10) Spec(B)
� � ��

δ ����
���

���
��

Spec(S[Z])

β

��
Spec(S).

Denote by Fn the set of n-fold points of {f(Z) = 0} ⊂ Spec(S[Z]). Consider the
morphism defined by specialization

Θ : k[sn,1, . . . , sn,n] �� S

sn,i
� �� (−1)iai.

Then:

(7.11) δ(Fn) =
⋂

1≤j≤r

{x ∈ Spec(S) : νx(Gmj
(a1, . . . , an)) ≥ mj},

for Gmj
as in ( 7.8) and mj as in ( 7.7).

Proof. First note that if the characteristic of k is zero (or if the characteristic
does not divide n), then

k[Y1, . . . , Yn] = (k[Yi − Yj ]1≤i,j≤n)[sn,1],

where sn,1 = Y1 + Y2 + · · · + Yn. Since sn,1 is an invariant by the action of the
group Sn, we conclude that

k[Y1, . . . , Yn]
Sn = (k[Yi − Yj ]

Sn

1≤i,j≤n)[sn,1],

or, in other words,

k[sn,1, . . . , sn,n] = k[Gm1
, . . . , Gmr

][sn,1].

This gives an expression of k[Y1, . . . , Yn]
Sn = k[sn,1, . . . , sn,n] by two different col-

lection of homogeneous generators. Therefore each Gm1
is a weighted homogeneous

polynomial in sn,1, . . . , sn,n, and conversely, each sn,i is a weighted homogeneous
in Gm1

, . . . , Gmr
, sn,1.

Now let f(Z) = Zn + a1Z
n−1 + . . .+ an−1Z + an ∈ S[Z] be as in the Theorem

and assume that for j = 1, . . . , r, νξ(Gmj
(a1, . . . , an)) ≥ mj at a point ξ ∈ Spec(S).

We claim that ξ ∈ δ(Fn). Over fields of characteristic zero one can always choose
λ ∈ S so that setting Z1 = Z − λ

f(Z) = Zn+a1Z
n−1+ . . .+an−1Z+an = g(Z1) = Zn

1 +b1Z
n−1
1 + . . .+bn−1Z1+bn,

with νξ(b1) ≥ 1. If we could prove that

(7.12) νξ(bi) ≥ i, i = 1, . . . , n,
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then it would follow that ξ ∈ δ(Fn). Notice that (7.9) ensures that, for j = 1, . . . , r,
νξ(Gmj

(b1, . . . , bn)) ≥ mj , and that (7.12) follow from Remark 7.1.
Suppose now that ξ ∈ δ(Fn). We want to show that then νξ(Gmj

(a1, . . . , an)) ≥
mj for j = 1, . . . , r.

Zariski’s formula for multiplicities ensures that there is a unique point, say β,
in the fiber over ξ, and that the local rings, Bβ and Sξ, have the same residue fields
(see Corollary 5.5). In particular the class of Z in the residue field of Bβ is also the
class of some element λ ∈ S, at the residue field of Sξ. Set Z1 = Z − λ, and

f(Z) = g(Z1) = Zn
1 + b1Z

n−1
1 + . . .+ bn−1Z1 + bn.

Let mξ denote the maximal ideal in Sξ, and let k′ denotes the residue field Sξ/mξ.
The uniqueness and rationality of the point β in the fiber shows that class of g(Z1)
in k′[Z1] is Zn

1 . Therefore g(Z1) ∈ (mξ + 〈Z1〉)n (use here that β is an n-fold
point of B), and this occurs if and only if bi ∈ mi

ξ. Remark 7.1 together with the

equalities in (7.9) show that νξ(Gmj
(a1, . . . , an)) ≥ mj , j = 1, . . . , r. �

Remark 7.3. Theorem 7.2 does not hold in positive characterisitc as the follow-
ing example shows. Suppose k is a field of characteristic two, and let f(Z) = Z2 +
X2Z + Y 3 ∈ k[X,Y ][Z]. Then it can be checked that k[Gm1

, . . . , Gmr
] = k[s22,1],

where s2,1 = X2, and thus the conclusion does not hold in this case. The form
of elimination to be considered in positive characteristic, although weaker than in
characteristic zero, will be discussed in 16.5.

7.4. A few more changes of variables. We keep the same notation as in the
previous sections, so S is a regular domain, f(Z) = Zn+a1Z

n−1+. . .+an−1Z+an ∈
S[Z] is a monic polynomial, and B = S[Z]/〈f(Z)〉. We were interested on the image
of Fn, the set of n-fold points of B, by the finite morphism δ : Spec(B) → Spec(S).
Theorem 7.2 asserts that δ(Fn) can be described using suitable weighted equations
on the coefficients of f(Z). The functions involved in these equations,

{Gmi
= Gmi

(sn,1, . . . , sn,n); i = 1, . . . , r}

(see (7.8)), where obtained as functions on the coefficients of f(z) that are invariant
under changes of variables of the form Z1 = Z − λ for λ ∈ S. However, there are
other changes of variables that we have not taken into account:

(1) Let u ∈ S be a unit. Then S[Z] = S[Z1] with Z1 = uZ.
(2) Let v ∈ S \ 0. Then set ai = via′i for i = 1, . . . , n.

The replacement in (1) is also a change of variable. The replacement in (2)
is very natural when taking blow ups at smooth centers included in the set Fn of
n-fold points, as indicated in the diagram (6.3).

Case 1: In this case Z = Z1

u , and

f(Z) = Zn + a1Z
n−1 + . . .+ an−1Z + an

=

(

Z1

u

)n

+ a1

(

Z1

u

)n−1

+ . . .+ an−1

(

Z1

u

)

+ an ∈ S[Z]

which is not monic in Z1, but the associated polynomial

unf(Z1) = Zn
1 + ua1Z

n−1
1 + . . .+ un−1an−1Z + unan



ON THE BEHAVIOR OF THE MULTIPLICITY ON SCHEMES... 109

is monic. The weighted homogeneous expression ofGmi
= Gmi

(sn,1, . . . , sn,n)
ensures that

Gmi
(ua1, . . . , u

nan) = umiGmi
(a1, . . . , an).

Note that, in particular, the ideal spanned by Gmi
(a1, . . . , an) in S

is intrinsic to {f(Z) = 0} and independent of any change of variable in
S[Z].

Case 2: In this case set formally Z1 = Z
v . Note that this defines a change

of variables in K[Z] where K denotes the the fraction field of S. Thus,
(

1

v

)n

f(Z) = Zn
1 + a′1Z

n−1
1 + . . .+ a′n−1Z1 + a′n

The same argument used for case 1, shows that

Gmi
(a′1, . . . , a

′
n) =

(

1

v

)mi

Gmi
(a1, . . . , an).

Local presentations for a hypersurface.

Proposition 7.5. Let the hypotheses and notation be as in Theorem 7.2. Then
the description in ( 7.11) is a local presentation for Fn. In other words, let Y ′ ⊂
δ(Fn) be a regular center. Then:

(1) There is a unique regular center Y ⊂ Fn so that δ(Y ) = Y ′ ⊂ δ(Fn);
(2) Consider the blow ups at Y , respectively at δ(Y ),

Spec(B) X1;�� Spec(S) V1,��

and let

f(Z(1)) = (Z(1))n + a
(1)
1 (Z(1))n−1 + . . .+ a(1)n

be a strict transform of f(Z) in some open set U ⊂ V1[Z
(1)]. Then there

is a commutative diagram of blow ups and finite projections:

(7.13) Spec(B)

δ

��

X1

δ′

��

��

Spec(S) V1
��

(3) Let G
(1)
mj (a

(1)
1 , . . . , a

(1)
n ) be an mj-weighted transform of Gmj

(a1, . . . , an)
for j = 1, . . . , r (see 6.3). Then

δ′(Fn(X1) = ∩{η ∈ V1/νη((G
(1)
mj

(a
(1)
1 , . . . , a(1)n ))) ≥ mj} ⊂ V1.

In other words, for any choice of Y as above, the weighted transform of the local
description of δ(Fn) given in ( 7.11) is a local description of δ′(Fn(X1)),

(7.14)

V V1
��

∩{ξ ∈ V/νξ(Gmj
(a1, . . . , an)) ≥ mj} ∩{η ∈ V1/νη((G

(1)
mj (a

(1)
1 , . . . , a

(1)
n ))) ≥ mj}
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Proof. The assertion in (1) was proved in 6.2. It says that Y and δ(Y ) are
isomorphic. For the proof of part (2), let Spec(B) ← T denote the blow up at Y ,
and let Spec(S) ← R denote the blow up at the regular center δ(Y ).

There is a natural commutative diagram

(7.15) Spec(B)

δ

��

T

δ′

��

��

Spec(S) R��

where δ′ : T → R is finite (see [Vi4, Theorem 1.16], [Vi7, Theorem 6.8]). In
addition, there is a suitable affine cover of R and Z so that the restriction of δ′ is
a finite map of the form Spec(S′[Z]/〈g(Z)〉) → Spec(S′), where g(Z1) ∈ S′[Z1] is a
monic polynomial of degree n, and a strict transform of f(Z) ∈ S[Z].

With regard to (3), we argue as in 6.2. Let Y1 ⊂ δ(Fn(X)) ⊂ Spec(S) be a
regular closed subscheme, with generic point p. Then there is a unique prime say
P ⊂ B dominating S at p. Let Y ⊂ Fn(X) be the irreducible subscheme with
generic point P . The discussion in 6.2 shows that B/P = S/p.

As a consequence, the class of Z in B/P is the class of an element s ∈ S in
the quotient ring S/p. This ensures that, after a change of variables of the form
Z− s, we may assume that P contains Z and dominates S at p, or, in other words,
that P can be identified with 〈Z, p〉. This implies that νp(ai) ≥ i for i = 1, . . . , n.
Moreover, since ordinary powers and symbolic powers coincide in a regular ring (a
fact that can be checked at the completion of a regular local ring), one has that
ai ∈ pi for i = 1, . . . , n. Now the assertion in (3) follows by taking the strict
transform of this polynomial, and the discussion in Case 2 of 7.4. �

8. The general case: Reduced schemes

8.1. Finite extensions of a regular ring. In the previous discussion we
have fixed a finite extension, say S ⊂ B, where B was defined by a monic polynomial
of degree n in S[Z], and we have studied the points of multiplicity n of this ring.
We now mention some results which hold in a more setting, where B is a finite
extension of a regular ring S.

Let S be a regular domain with quotient field K. We will draw attention to
finite extensions of S, say S ⊂ B, so that the map B → B ⊗S K is injective.

(1) One example arises when considering a monic polynomial f(Z) = Zn +
a1Z

n−1 + · · ·+ an ∈ S[Z]. Then the ring B = S[Z]/〈f(Z)〉 is a finite and
free S-module. Hence the map B → B ⊗S K is injective.

(2) Suppose that S ⊂ B is finite, and that B is a reduced and pure dimensional
S-algebra. Let {q1, . . . , qs} be the minimal prime ideals in B. Since B
is reduced, B → ⊕B/qi is injective. As B is equidimensional we also
conclude that qi ∩ S = 0, thus S ⊂ B/qi, for i = 1, . . . , s.

Each B/qi is a domain and a finite extension of S, hence B/qi ⊂ Li = (B/qi)⊗S K
is the inclusion of B/qi in the quotient field Li , and Li is a finite field extension of
K. Thus also in this case B → B ⊗S K is injective, and the artinian ring B ⊗S K
is a direct sum of fields. Moreover

B ⊗S K = Bq1
⊕ · · · ⊕Bqs

= L1 ⊕ · · · ⊕ Ls.
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We now assign a monic polynomial in S[X] to each element θ ∈ B. Consider
the subring S[θ] ⊂ B. Note that S[θ] ⊂ B ⊗S K, and

S[θ]⊗S K = K[θ] = K[X]/〈fθ(X)〉(⊂ B ⊗S K)

for some monic polynomial fθ(X) ∈ K[X], which we call the minimal polynomial
of θ (over K).

Claim 8.2. The minimal polynomial of an element θ ∈ B has coefficients in S
(i.e., fθ(X) ∈ S[X]).

Proof. Let fθ(X) = (g1)
r1 · · · (gm)rm , where each gi = gi(X) is an irreducible

monic polynomial in K[X]. So K[θ] has m maximal ideals, say M1, . . . ,Mm, one
for each irreducible factor gi. As K[θ] ⊂ B ⊗S K is a finite extension, for each
index i, 1 ≤ i ≤ m, there is a prime, say qi in B ⊗S K, dominating K[θ] at
Mi. Note finally that gi(X) is the minimal polynomial of say θ, the class of θ in
B ⊗S K/qi = Li.

In our setting the prime ideals in B ⊗S K can be identified with the minimal
primes of B. Note that the class θ ∈ B/qi ⊂ Li, is integral over the subring S. Since
S is normal, the irreducible polynomial gi is in S[X], and this proves claim. �

8.3. Local presentations via elimination. Let B be an excellent equidi-
mensional reduced scheme, finite over a regular domain S. Say B = S[θ1, . . . , θr].
Let n = dimK(B ⊗S K) so that points in Spec(B) have at most multiplicity n (see
Corollary 5.3). Let

(8.1) δ : X = Spec(B) → V = Spec(S)

be the associated finite morphism, and let Fn(X) be the set of n-fold points in X.
Let

(8.2) fi(Z) = Zdi + a
(i)
1 Zni−1 + . . .+ a

(i)
ni−1Z + a

(i)
di

∈ S[Z]

be the minimal polynomial of θi for i = 1, . . . , r. For each index i, consider the
elements {g(i,1), g(i,2), . . . , g(i,Ni)} in S, together with the positive integers, say
{m(i,1),m(i,2), . . . ,m(i,Ni)}, so that

{x ∈ Spec(S), νx(g(i,j)) ≥ m(i,j), j = 1, . . . , Ni}

is the local presentation in Spec(S) obtained from fi(Z) ∈ S[Z].

Proposition 8.4. Local presentation via elimination. Fix B = S[θ1, . . . , θM ]
as before. Assume that B contains a field k of characteristic zero, and let fi(Z) in
( 8.2) be the minimal polynomial of θi, 1 ≤ i ≤ M .

Let δ : X = Spec(B) → V = Spec(S) be the finite morphism defined by the
inclusion S ⊂ B, and let Fn(X) be the set of n-fold points of Spec(B). Then

(8.3) δ(Fn(X)) =
⋂

1≤i≤r

{x ∈ Spec(S), νx(g(i,j)) ≥ m(i,j), j = 1, . . . , Ni}.

The previous proposition makes use of Proposition 8.7 stated below. It ex-
presses δ(Fn(X)) as an intersection of closed sets in V = Spec(S)), and hence Fn(X)
is closed in X, and homeomorphic to δ(Fn(X)) (see the remarks after Corollary
5.5). Moreover, this expression is naturally compatible with blow ups at smooth
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centers included in the closed set of n-fold points. Namely, given any sequence of
blow ups with smooth centers Yi ⊂ Fn(Xi), one has:

(8.4) X = Spec(B)

δ

��

�� · · · Xs
��

δn

��
V = Spec(S) �� · · · Vs

��

and for m = 0, . . . s, and in addition:

(8.5) δm(Fn(Xm)) =
⋂

{x ∈ Vm, νx(g
(m)
(i,j)) ≥ m(i,j), j = 1, . . . , Ni} ⊂ Vm

where g
(m)
(i,j) is the transform of g(i,j) (see Theorem 6.8 and Corollary 6.9 in [Vi7]).

This result does not hold in positive characteristic (see Remark 7.3).

8.5. Local presentations via closed immersions. We add here some indi-
cations to results related to the previous discussion, but now in positive character-
istic too: when B and S are, in addition, algebras of finite type over a perfect field.
In this case we will show how local presentations arise for schemes embedded in a
smooth scheme. Let us first draw attention to algebras of the form S[Z]/〈f(Z)〉,
where S is smooth over a field k, and f(Z) ∈ S[Z] is a monic polynomial defining
a hypersurface in the smooth scheme Spec(S[Z]). Given a prime ideal p in S, νp
will denote the order function defined on S by the local regular ring Sp. The next
result follows from the proof of Theorem 7.2, it is formulated explicitly here as it
holds in positive characteristic, and plays a key role in the proof of Proposition 8.7.

Proposition 8.6. Fix S as above, and an algebra B = S[Z]/〈f(Z)〉, where

f(Z) = Zs + c1Z
s−1 + · · ·+ cs ∈ S[Z].

A prime ideal p in S is the image of an s-fold point if and only if there is an element
λ ∈ Sp, so that setting Z1 = Z − λ and

(8.6) f(Z) = g(Z1) = Zs
1 + c′1Z

s−1
1 + · · ·+ c′s ∈ Sp[Z1](= Sp[Z]) then

(8.7) νp(c
′
j) ≥ j, j = 1, . . . , s.

The proof follows from Corollary 5.5 (or see Proposition 5.4 in [Vi7]). This
result has applications in the study of finite extensions of rings arising in alge-
braic geometry, with no condition on the characteristic of the underlying field.
Fix S ⊂ B and a presentation of B, say {θ1, . . . , θN} (i.e., B = S[θ1, . . . , θN ]).
Let f1(Z), . . . , fN (Z) ∈ K[Z] denote the minimal polynomials of {θ1, . . . , θN}
corresponding to S ⊂ B. Let di denote the degree of fi(Z). One can reorder
{θ1, . . . , θN}, and assume that there is an integer M , 1 ≤ M ≤ N , so that di ≥ 2
for 1 ≤ i ≤ M , and di = 1 for M + 1 ≤ i ≤ N . So θi ∈ S for M + 1 ≤ i ≤ N , and

(8.8) B = S[θ1, . . . , θM ] and di = deg(fi(Z)) ≥ 2 , i = 1, . . . ,M.

Proposition 8.7. [Vi7, Proposition 5.7] Fix B = S[θ1, . . . , θM ] as above.
Then, if dimK(B ⊗s K) = n, a point p ∈ Spec(S) is the image of an n-fold point
of Spec(B), if and only if p is the image of a point of multiplicity di(≥ 2) in
Spec(S[Z]/〈fi(Z)〉), for every index i = 1, . . . ,M .
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As S is smooth over k, the same holds for S[Z1, . . . , ZM ], obtained from S by
adding M variables. Let J denote the kernel of the surjective homomorphism of S-
algebras S[Z1, . . . , ZM ] → B, mapping Zi to Θi, for i = 1, . . . ,M . Set V = Spec(S),
V ′ = Spec(S[Z1, . . . , ZM ]), so that there is a closed immersion

(8.9) X = Spec(B) ⊂ V ′ = Spec(S[Z1, . . . , ZM ]) inducing δ : X = Spec(B) → V,

where the latter is a finite morphism. Recall that each fi(Z) ∈ S[Z] is a monic
polynomial defined in terms of Θi ∈ B, for i = 1, . . . ,M . For each 1 ≤ i ≤ M , set

fi(Zi) = Zdi

i + a
(i)
1 Zdi−1

i + · · ·+ a
(i)
di

∈ S[Zi] ⊂ S[Z1, . . . , ZM ],

and note that 〈f1(Z1), . . . , fM (ZM )〉 ⊂ J. Set Hi = V (fi(Zi)) ⊂ V ′, so that

X ⊂ H1 ∩H2 ∩ . . . ,∩HM ⊂ V ′.

Proposition 8.8. Presentations II. With the setting as in ( 8.8) and ( 8.9).

(1) A point q ∈ X is a point of multiplicity n if and only if each hypersurface
Hi has multiplicity di at q ∈ V ′, or say:

Fn(X) = Fd1
(H1) ∩ · · · ∩ FdM

(HM ), and furthermore ( 8.3) holds for δ(Fn(X)).

(2) If X ← X(1) and V ′ ← V (1) are the blow ups at a smooth center Y ⊂
Fn(X) (included in the set of points of multiplicity n in X), then

Fn(X
(1)) = Fd1

(H
(1)
1 ) ∩ · · · ∩ FdM

(H
(1)
M )

where H
(1)
i denotes the strict transform of Hi, i = 1, . . . ,M. Moreover,

the same holds after applying any sequence of blow ups over X at regular
centers in the set of points of multiplicity n.

Proof. The claim in (1) follows essentially from Propositions 8.6 and 8.7,
whereas (2) follows from the natural compatibility of local presentations with blow
ups at regular equimultiple centers ([Vi7], Theorem 6.8). �

Remark 8.9. The local presentation in V ′ = Spec(S[Z1, . . . , ZM ]) is given

by fi(Zi) = Zdi
i + a

(i)
1 Zdi−1

i + · · · + a
(i)
di

∈ S[Zi] ⊂ S[Z1, . . . , ZM ], and the di,
i = 1, . . . ,M . In fact

(8.10) Fn(X) =
⋂

1≤i≤r

{x ∈ V ′, νx(fi) ≥ di, i = 1, . . . , Ni}.

If (X ⊂ V ′) ←− (X(1) ⊂ V (1)) is defined by blowing up at a regular center Y ⊂
Fn(X), then Fn(X

(1)) =
⋂

1≤i≤r{x ∈ V ′, νx(f
(1)
i ) ≥ di, i = 1, . . . , Ni}, where f

(1)
i

denotes a strict transform of fi. Similarly for any sequence of blow-ups, say

(8.11) (X ⊂ V ′) ←− (X(1) ⊂ V (1)) . . . ←− (X(s) ⊂ V (s))

at centers included in the n-fold points. Namely

(8.12) Fn(X
(s)) =

⋂

1≤i≤r

{x ∈ V ′, νx(f
(s)
i ) ≥ di, i = 1, . . . , Ni},

In characteristic zero there is a link between Propositions 8.8 and 8.4: the
sequence (8.11) induces a diagram as in (8.4), and

(8.13) δs(Fn(X
(s))) =

⋂

{x ∈ Vs, νx(g
(s)
(i,j)) ≥ m(i,j), j = 1, . . . , Ni} ⊂ Vs.
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The link between the expressions (8.12) and (8.13) already suggests the study of
elimination in terms of local presentations. In Part II local presentations are ex-
pressed by Rees algebras, and a refined form of elimination will be treated in that
context.
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Part II: Local presentations, Rees algebras and their resolution

Let X be an algebraic variety over a perfect field k. There is a form of sim-
plification of singularities, which leads to the resolution of singularities of X when
k is a field of characteristic zero. In general, at least over perfect fields, this form
of simplification has led to resolution in small dimension, and we hope that this
strategy will play a relevant role in the open problem of resolution of singularities.
We proceed as follows:

(1) Write:

X = (X \ Sing(X))
⊔

Sing(X).

(2) Next, stratify Sing(X) into locally closed sets. To this end we use invari-
ants as the Hilbert-Samuel function, or the Multiplicity, and we find a
stratification by considering the (locally closed) subsets where either of
these functions are constant:

Sing(X) = F1 � F2 � · · · � Fr.

(3) The key point is that, in general, we need to refine this stratification to
obtain regular locally closed sets,

Fi = G
(i)
1 �G

(i)
2 � · · · �G(i)

ri
.

Main idea: In the following sections we will introduce Rees algebras over
smooth schemes. Then we will see that the local presentations from Proposition
8.8 and the statement of the Reformulation Theorem 0.1 can be expressed in terms
of Rees algebras. This together with techniques from elimination theory will enable
us to go from (2) to (3) above.

In addition, we can:

• Define functions that measure the improvement after blowing up.
• In characteristic zero, achieve resolution; in positive characteristic “sim-
plify” (in the sense of Theorem 18.7) the singularities.

Conclusion: Let X be an algebraic variety defined over a perfect field. The
local presentations in Propositions 8.4 and 8.8 are defined under the assumptions
in (8.1) and (8.9), where a finite morphism is defined from X to a regular variety
V . We will prove in Appendix A that such assumptions hold, locally at any point
of X, but in a neighborhood in the sense of étale topology. We will assume here
that these conditions hold for X, and we will express the local presentations in
Propositions 8.4 and 8.8 in terms of suitably defined OV -Rees algebras. The notion
of singular locus and that of resolution of a Rees algebra will be introduced, and
we will see that, to obtain a refinement like (3) it suffices to find refinements of
the singular loci of Rees algebras defined on smooth schemes. In addition, when
the characteristic is zero, there is an algorithm that resolves Rees algebras. This,
as we will see, in turn induces a sequence of blowing ups on X that leads to a
lowering of the maximum multiplicity, and thus to a desingularization by iteration
of the process (see the Reformulation Theorem 0.1 in the Introduction). In fact, in
Section 14 we show that the reduction of the order of an ideal stated in Theorem
0.1 can be expressed in terms of Rees algebras.

The following sections will be devoted to the study of Rees algebras, their
properties and their resolution. The main result in this part is Theorem 18.9.
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The basics of Rees algebras and the Canonicity Theorem

9. The basics

Definition 9.1. Let D be a Noetherian ring, and let {In}n∈N be a sequence
of ideals in D satisfying the following conditions:

(1) I0 = D;
(2) Ik · Il ⊂ Ik+l.

The graded subring G =
⊕

n≥0 InW
n of the polynomial ring D[W ] is said to be a

D-Rees algebra, or a Rees algebra over D, if it is a finitely generated D-algebra.

A Rees algebra can be described by giving a finite set of generators, say
{f1Wn1 , . . . , fsW

ns},
G = D[f1W

n1 , . . . , fsW
ns ] ⊂ D[W ]

with fi ∈ D for i = 1 . . . , s. An element g ∈ In will be of the form g =
Fn(f1, . . . , fs) for some weighted homogeneous polynomial of degree n in s-variables,
Fn(Y1, . . . , Ys), where Yi has weight ni for i = 1, . . . , s.

Example 9.2. The typical example of a Rees algebra is the Rees ring of an
ideal J ⊂ D, say G = D[JW ] = ⊕nJ

nWn.

Given algebras G = D[f1W
n1 , . . . , fsW

ns ] and G′ = D[g1W
m1 , . . . , gtW

mt ], we
will use G � G′ to denote the smallest algebra containing both G and G′, i.e.,

(9.1) G � G′ := D[f1W
n1 , . . . , fsW

ns , g1W
m1 , . . . , gtW

mt ].

Example 9.3. Following a slightly different pattern, also the graded algebra
G = D[JW b] = D⊕ 0W ⊕ . . .⊕ 0W b−1 ⊕ JW b ⊕ 0W b+1 ⊕ . . .⊕ 0W 2b−1 ⊕ J2W 2b ⊕
0W 2b+1 ⊕ . . . is a Rees algebra, which we will refer to as an almost-Rees ring, and
will be denoted by G(J,b).

The notion of Rees algebra extends to noetherian schemes in the obvious man-
ner: a sequence of sheaves of ideals {In}n≥0 on a scheme V , defines a sheaf of Rees
algebras G over V if I0 = OV , and Ik · Il ⊂ Ik+l for all non-negative integers k, l,
and if there is an affine open cover {Ui} of V , such that G(Ui) ⊂ OV (Ui)[W ] is an
OV (Ui)-Rees algebra in the sense of Definition 9.1.

9.4. The motivation. In what follows we will consider D to be a smooth
algebra (of finite type) over a field k. Rees algebras appear in smooth schemes
as a way of formulating (or reformulating) local presentations. Essentially a local
presentation of a closed set C in Spec(D) is given by a collection f, . . . , fr ∈ D, and
a positive integer ni for each fi, so that

(9.2) C =
⋂

1≤i≤r

{x ∈ Spec(D) : νx(fi) ≥ ni}.

Our two main examples of local presentations are given in (8.5) and in (8.10). From
the previous data, of elements f, . . . , fr ∈ D and integers n1, . . . , nr, we will define

G = D[f1W
n1 , . . . , fsW

ns ] ⊂ D[W ].

Then we will show how the previous closed set C can be naturally assigned to this
Rees algebra G. Furthermore, we will show how G enables us to:

• Stratify this closed set in smooth strata;
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• Have an easy-to-handle law of transformation under blow ups, that is well
suited to define transforms of local presentations.

And that is why Rees algebras are useful to address problems of resolution.

9.5. Rees algebras and integral closure. Since we are interested in apply-
ing the theory of Rees algebras to problems of resolution, it will be natural not to
distinguish between two Rees algebras when they have the same integral closure.
Since integral closure is compatible with open restrictions, we may assume to be
working on a smooth ring D over a perfect field k, with quotient field K(D). We
shall consider the integral closure of a D-Rees algebra G ⊂ D[W ], or equivalently
in K(D)[W ], and will denote it by G.

The integral closure of a D-Rees algebra is a D-Rees algebra again: on the one
hand, [HuS, Theorem 2.3.2] ensures that the integral closure of a Rees algebra is
a graded ring; on the other, the fact that Rees algebras are, by definition, finitely
generated over an excellent ring, guarantees that their integral closure is finitely
generated too (see [Gr, 7.8.3.ii), vi)]).

9.6. The Veronese action on a Rees algebra. Given a natural number M ,
theM -th Veronese action on a Rees algebra G = D⊕I1W⊕I2W

2⊕. . .⊕InW
n⊕. . .,

is defined as

VM (G) :=
⊕

k≥0

IMkW
Mk.

Since G is finitely generated, VM (G) ⊂ G is a finite extension for any choice of M .
In fact, it can be shown that for suitable choices of N , the Rees algebras VN (G)
are almost-Rees rings (see Example 9.3 above). In particular, any Rees algebra is
finite over an almost-Rees ring (see [EV3, Remark 1.3], [Vi6, 2.3], or [BrG-EV,
Lema 1.7]).

9.7. The singular locus of a Rees algebra. Let V be a smooth scheme
over a perfect field k, and let G = ⊕nInW

n be a sheaf of OV -Rees algebras. Then
the singular locus of G, Sing G, is

Sing G :=
⋂

n∈N>0

{ξ ∈ V : νξ(In) ≥ n},

where νξ(In) denotes the usual order of In in the regular local ring OV,ξ. Observe
that Sing G is a closed subset in V . If G is generated by f1W

n1 , . . . , fsW
ns on an

affine open set U ⊂ V , then it can be shown that

(9.3) Sing G ∩ U =
s
⋂

i=1

{ξ ∈ V : νξ(fi) ≥ ni}

(see [EV3, Proposition 1.4]).

9.8. The order of a Rees algebra at a point [EV3, 6.3]. Consider a Rees
algebra G =

⊕

n≥0 InW
n on a smooth scheme V , let ξ ∈ Sing G, and assume that

fWn ∈ InW
n in an open neighborhood of ξ. Then set

ordfWn(ξ) =
νξ(f)

n
∈ Q,
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where, as before, νx(f) denotes the order of f in the regular local ring OV,ξ. Notice
that ordξ(f) ≥ 1 since ξ ∈ Sing G. Now define

ordG(ξ) = inf
n≥1

{

νξ(In)

n

}

.

If G is generated by {f1Wn1 , . . . , fsW
ns} on an affine neighborhood of ξ then it

can be shown that

(9.4) ordG(ξ) = min{ordfiWni (ξ) : i = 1, . . . , s},
and therefore, since x ∈ Sing G, ordG(ξ) ∈ Q ≥ 1.

Example 9.9. Let H ⊂ V be a hypersurface, and let b be a non-negative
integer. Then the singular locus of the Rees algebra generated by I(H) in degree b,
i.e., the singular locus of G(I(H),b) = OV [I(H)W b](⊂ OV [W ]), is the closed set of
points of multiplicity at least b of H (which may be empty). The order of G(I(H),b)

at a point in the singular locus is the multiplicity of H divided by b.

Example 9.10. In the same manner, if J ⊂ OV is an arbitrary non-zero sheaf
of ideals, and b is a non-negative integer, then Sing G(J,b) consists of the points of

V where the order of J is at least b, and ordG(J,b)
(ξ) =

νξ(J)
b for all ξ ∈ Sing G(J,b).

9.11. Singular locus, order, and integral closure. Two Rees algebras
with the same integral closure have the same singular locus and the same order at
a point [EV3, Proposition 6.4 (2)].

9.12. Transforms of Rees algebras by blow ups. A smooth closed sub-
scheme Y ⊂ V is said to be permissible for G =

⊕

n JnW
n ⊂ OV [W ] if Y ⊂ Sing G.

A permissible monoidal transformation is the blow up at a permissible center,
V ← V1. If H1 ⊂ V1 denotes the exceptional divisor, then for each n ∈ N,

JnOV1
= I(H1)

nJn,1

for some sheaf of ideals Jn,1 ⊂ OV1
. The transform of G in V1 is then defined as:

G1 :=
⊕

n

Jn,1W
n;

and for a given homogeneous element fWm ∈ G, a weighted transform, f1W
m ∈ G1,

is defined by choosing any generator of the principal ideal

I(H1)
−m · 〈f〉OV1

.

The next proposition gives a local description of the transform of a Rees algebra
after a permissible monoidal transformation.

Proposition 9.13. [EV3, Proposition 1.6] Let G =
⊕

n InW
n be a Rees alge-

bra on a smooth scheme V over a field k, and let V ← V1 be a permissible monoidal
transformation. Assume, for simplicity, that V is affine. If G is generated by
{f1Wn1 , . . . , fsW

ns}, then its transform G1 is generated by {f1,1Wn1 , . . . , fs,1W
ns},

where fi,1 denotes a weighted transform of fi in V1 for i = 1, . . . , s.

Remark 9.14. The transforms of two Rees algebras with the same integral
closure also have the same integral closure (see for instance [BrG-EV, Section
2.3].
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9.15. Resolution of Rees algebras. A resolution of a Rees algebra G on a
smooth scheme V is a finite sequence of blowing ups,

(9.5) V = V0 V1
ρ0�� . . .

ρ1�� Vn

ρn−1��

G = G0 G1 . . . Gn

at permissible centers Yi ⊂ Sing Gi (here Gi denotes the transform of Gi−1) for
i = 0, 1, . . . , n− 1, so that

(1) Sing Gn = ∅;
(2) The exceptional locus of the composition V ← Vn is a union of smooth

hypersurfaces having only normal crossings in Vn.

10. Weak equivalence

As it was indicated before, from the point of view of resolution, it seems quite
natural not to distinguish between a Rees algebra and its integral closure. More
generally, given a Rees algebra G on a smooth scheme V , we can ask which OV -Rees
algebras are indistinguishable from G from the point of view of resolution. This
leads us to the notion of weak equivalence introduced by Hironaka.

Weak equivalence is an equivalence relation among all Rees algebras on a given
smooth scheme V , and it is established by taking into account a tree of closed sets
determined by the singular locus of a Rees algebra, G, and the singular loci of
transforms of G under suitable morphisms (see Definitions 10.2 and 10.3 below).

Definition 10.1. Let V be a smooth scheme over a perfect field k. A local
sequence over V is a sequence of the form

V = V0 V1
π0�� . . .

π1�� Vm

πm−1��

where for i = 0, 1, . . . ,m − 1, each πi is either the blow up at a smooth closed
subscheme, or a smooth morphism.

Definition 10.2. If G is an OV -Rees algebra, a G-local sequence over V is a
local sequence over V ,

(10.1) (V = V0,G = G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��

where for i = 0, 1, . . . ,m−1 each πi is either a permissible monoidal transformation
for Gi ⊂ OVi

[W ] (and then Gi+1 is the transform of Gi in the sense of 9.12), or a
smooth morphism (and then Gi+1 = π∗

i (Gi), i.e., the pull-back of Gi in Vi+1).

Definition 10.3. Let G be an OV -Rees algebra, and let

(10.2) (V = V0,G = G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��

be a G-local sequence over V . Then the collection of closed subsets

Sing G0 ⊂ V0, Sing G1 ⊂ V1, . . . , Sing GN ⊂ VN

determined by the G-local sequence (10.2) is a branch of closed subsets over V
determined by G (notice that the branch of closed subsets consists of the closed
subsets Sing Gi and the maps among them). The union of all branches of closed
subsets, obtained by considering all G-local sequences over V , is the tree of closed
subsets over V determined by G. We will denote it by FV (G).
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Definition 10.4. If G and K are two OV -Rees algebras, then a G-K-local
sequence over V is a local sequence over V that is both G-local and K-local.

Definition 10.5. Two algebras, G and K, are said to be weakly equivalent if:

(1) Sing G = Sing K;
(2) Any local G-local sequence over V induces a K-local sequence over V , and

any K-local sequence over V induces a G-local sequence over V ;
(3) For any G-local sequence over V ,

(V,G) = (V0,G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��

and the corresponding induced K-local over V ,

(V,G) = (V0,K0) (V1,K1)
π0�� · · ·π1�� (Vm,Km),

πm−1��

there is an equality of closed sets, Sing (Gj) = Sing (Kj) for 0 ≤ j ≤ m;
and vice versa.

Remark 10.6. Weak equivalence is an equivalence relation within the class of
Rees algebras defined over V . We denote by CV (G) the equivalence class of given
Rees algebra G. By definition two Rees algebras are weakly equivalent when they
determine the same tree of closed subsets over V ; i.e., two Rees algebras over V ,
say G and K, are weakly equivalent when FV (G) = FV (K).

Example 10.7. If two OV -Rees algebras G and K have the same integral clo-
sure, then by 9.11, Sing G = Sing K. If ϕ : V1 → V is a smooth morphism, then
the pull backs of G and K in V1, i.e., ϕ

∗(G) and ϕ∗(K), also have the same integral
closure in V1, and therefore Sing ϕ∗(G) = Sing ϕ∗(K). Moreover, if V ← V1 is a
permissible transformation with center Y ⊂ Sing G = Sing K, then the transforms
of G and K in V1, say G1 and K1, also have same integral closure (see [BrG-EV,
Section 2.3]) and therefore Sing G1 = Sing K1. Thus algebras with the same integral
closure are equivalent.

Given two Rees algebras G and K we can make sense of the expression FV (G) ⊂
FV (K) in a natural way:

Definition 10.8. Let K and G be two Rees algebras on V . We will say that

FV (K) ⊂ FV (G)
if Sing K ⊂ Sing G, and any K-local sequence over V ,

(V,K) = (V0,K0) (V1,K1)
π0�� · · ·π1�� (Vm,Km),

πm−1��

induces a G-local sequence over V ,

(V,G) = (V0,G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��

with Sing Ki ⊂ Sing Gi for i = 0, . . . ,m. We will say that

FV (K) = FV (G)
if FV (K) ⊂ FV (G) and FV (G) ⊂ FV (K).

Remark 10.9. Observe that if G ⊂ K is an inclusion of graded rings, then
FV (K) ⊂ FV (G). Moreover, FV (G) = FV (K) if and only if CV (G) = CV (K) for
any two OV -Rees algebras G and K.
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There are two different (natural) ways in which a Rees algebra G can be ex-
tended and still remain within the same equivalence class: The first consists in
taking its integral closure, say G (see Example 10.7). A second form is obtained by
extending G by the action of differential operators, say Diff(G), and this will be
discussed in Section 11). Let us advance that Hironaka shows that a combination
of both operations leads to a complete characterization of each equivalence class:

Theorem 10.10. [BrG-EV, Theorem 3.10] Duality. Let V be a smooth
scheme over a perfect field k, and let G and K be Rees algebras. Then FV (K) ⊂
FV (G) if and only if Diff(G) ⊂ Diff(K).

Theorem 10.11. [BrG-EV, Theorem 3.11] Canonicity. Let V be a smooth
scheme over a perfect field k, and let G be a Rees algebra. Then the differential
Rees algebra Diff(G) contains any other Rees algebra weakly equivalent to G. In

particular, Diff(G) is the canonical representative of CV (G).

These statements derive from Hironaka’s Finite Presentation Theorem in [Hi7].
In [BrG-EV] these theorems using techniques coming from commutative algebra.

Theorem 10.10 asserts that given two Rees algebras, G and K, there are canon-
ical representatives for both CV (G) and CV (K), namely Diff(G) and Diff(K), in
such a way that FV (K) ⊂ FV (G) if and only if there is an inclusion between the

canonical representatives, i.e., if and only if Diff(G) ⊂ Diff(K).

11. Differential Rees algebras and Giraud’s Lemma

We have already mentioned that a Rees algebra and its integral closure are
weakly equivalent (see Example 10.7). In this section we will see that a Rees
algebra and the differential Rees algebra expanded by it (see Definition 11.1 below)
are also weakly equivalent. This is essentially a result of Giraud (see Lemma 11.6).
See also [W] and [K] for other results in this line.

Let V be a smooth scheme over a perfect field k. For any non-negative integer
r, denote by Diffr

V |k the (locally free) sheaf of k-linear differential operators of order

at most r (see [Gr] or [K] for references to the theory of Differential operators).

Definition 11.1. A Rees algebra G =
⊕

n InW
n is said to be a differential

Rees algebra, if the following condition holds:

There is an affine open covering of V , {Ui}, such that for anyD ∈
Diffr

V |k(Ui) and any h ∈ In(Ui) we have that D(h) ∈ In−r(Ui)
provided that n ≥ r.

In particular, In+1 ⊂ In, since Diff0
V |k(Ui) ⊂ Diff1

V |k(Ui).

Remark 11.2. Given any Rees algebra G on a smooth scheme V , there is a
natural way to construct the smallest differential Rees algebra containing it: the
differential Rees algebra generated by G, Diff(G) (see [Vi6, Theorem 3.4]). More
precisely, if G is locally generated by {f1Wn1 , . . . , fsW

ns} on an affine open set U ,
then it can be shown that Diff(G(U)) is generated by the elements

(11.1) {D(fi)W
ni−r : D ∈ Diffr

V |k(U), 0 ≤ r < ni, i = 1, . . . , s}.

Note that Diffr
V |k(U) ⊂ Diff�

V |k(U) if r ≤ . Thus, if D ∈ Diffr
V |k(U) ⊂ Diff�

V |k(U)

is a differential operator, then D(fi)W
ni−r, and also D(fi)W

ni−�, are in (11.1), as
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long as r ≤  < ni. Moreover, it suffices to take D as part of a finite system of
generators of Diffr

V |k(U) with r being strictly smaller than ni, which in particular

implies that the differential algebra generated by G is a (finitely generated) Rees
algebra (cf. [Vi6, Proof of Theorem 3.4]).

11.3. Local generators for the sheaf of differential operators. Along
these lines we give a local description of the generators of the locally free sheaf
Diffr

V |k. Let ξ ∈ V be a closed point, and let {z1, z2, . . . , zd} ⊂ OV,ξ be a regular

system of parameters. On ̂OV,ξ � k′[[z1, . . . , zd]], where k′ is the residue field at ξ,
consider the Taylor expansion
(11.2)
Tay : k′[[z1, . . . , zd]] −→ k′[[z1, . . . , zd, T1, . . . , Td]]

f(z1, z2, . . . , zd) �−→ f(z1 + T1, z2 + T2, . . . , zd + Td) =
∑

α∈Nd Δα(f)Tα

as in [Vi4, Definition 1.2] and in [Vi6, Theorem 3.4]. For α = (α1, α2, . . . , αd) ∈ Nd,

(11.3)
Δ(α1,α2,...,αd) : ÔV,x −→ ÔV,x

f �−→ Δ(α1,α2,...,αd)(f)

is a differential operator of order |α| = α1+α2+. . .+αd, which defines by restriction
a differential operator Dα : OV (U) → OV (U) in some neighborhood U of ξ, since
V is smooth over the perfect field k (see [Cu1]). Moreover, the sheaf of differential
operators up to order r, say Diffr

V |k, is locally generated by the Dα with |α| ≤ r

(at U).

11.4. Differential Rees algebras, order, and singular locus. Let J ⊂
OV be a non-zero sheaf of ideals. Then, for a non-negative integer r, define

Diffr
V |k(J) := 〈D(f) : D ∈ Diffr

V |k and f ∈ J〉.

Let ξ ∈ V , and let b be a non-negative integer. Since V is smooth over a perfect
field k, using Taylor expansions as in 11.3, note that

νξ(J) ≥ b ⇔ x ∈ V (Diffb−1
V |k (J)).

Therefore, if G =
⊕

n InW
n, then,

Sing G =
⋂

n≥1

V (Diffn−1
V |k (In)),

(see [Vi6, Definition 4.2 and Proposition 4.4]). In particular,

Sing G = Sing Diff(G);

and moreover, if ξ ∈ Sing G = Sing (Diff(G)) then

ordG(ξ) = ordDiff(G)(ξ)

(cf. [EV3, Proposition 6.4 (3)]). Furthermore, if G is a differential Rees algebra,
then Sing G = V (In) for any positive integer n (see [Vi6, Proposition 4.4 (5)]).
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11.5. Local sequences and differential extensions. The pull-back of a
Differential Rees algebra by a smooth morphism is a Differential Rees algebra again.
The following main result states that the similarities between G and Diff(G), stud-
ied in 11.4, also hold after applying a monoidal transformation.

Lemma 11.6. Giraud’s Lemma [EV3, Theorem 4.1]. Let G ⊂ K ⊂ R be an
inclusion of Rees algebras, such that R = Diff(G), and let V ← V1 be a permissible
monoidal transformation with center Y ⊂ Sing R(= Sing G = Sing K). Then:

(1) There is an inclusion of transforms

G1 ⊂ K1 ⊂ R1.

(2) Even if R1 is not a differential Rees algebra over V1, the three algebras
G1 ⊂ K1 ⊂ R1 span the same differential Rees algebra, and therefore

Sing G1 = Sing K1 = Sing R1.

Summarizing: who is in CV (G)? One can check from the previous discussion
that G and Diff(G) are weakly equivalent.

So far we have seen that a Rees algebra G is weakly equivalent to both G
and Diff(G). Theorem 10.11 asserts that combining both operators we get a
characterization all the Rees algebras in CV (G): namely, a Rees algebra K ∈ CV (G)
if and only if Diff(K) = Diff(G).

Remark 11.7. In Definitions 10.1 and 10.2 all smooth morphisms are allowed.
In particular, étale morphisms are permitted as well. As we will see, some of our
arguments are built in étale topology, so it is quite natural to consider this type of
morphisms. Now, assume that in Definitions 10.1 and 10.2 we only consider smooth
maps of the following type:

1) Projection on the first coordinate, V1 = V × An
k

ϕ−→ V .

2) Restriction to a Zariski’s open subset V1 of V , V1
ϕ−→ V .

In the same manner as we did in Definition 10.5, one can define a new equiv-
alence relation on OV -Rees algebras, by considering local sequences in which only
smooth morphisms of type (1) or (2) are considered. It can be shown that this ap-
parently new equivalence relation leads to the same partition as that given by the
weak equivalence that we considered before (see [BrG-EV, §8]). For this reason,
we will restrict to smooth morphisms as in (1) and (2) whenever possible if this
simplifies the discussion.

Remark 11.8. It follows from the definition of weak equivalence that if two
Rees algebras are weakly equivalent, then a resolution of one of them induces a
resolution of the other. As we will see the resolution functions that are used to
address the resolution of Rees algebras take the same value on weakly equivalent
Rees algebras. The purpose of the next section is to introduce the main tools needed
to define so called resolution functions.

First steps towards resolution of Rees algebras

12. Exceptional divisors enter in scene: basic objects

When addressing the resolution of a Rees algebra, see 9.15, some exceptional
hypersurfaces are introduced. In a constructive resolution we will require that they
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have normal crossings. This motivates the notion of basic object, a new structure
which is well adapted to this information.

Definition 12.1. A basic object is a triple (V,G, E) where

(1) V is a smooth scheme,
(2) G is a OV -Rees algebra, and
(3) E = {H1, H2, . . . , Hr} is a set of smooth hypersurfaces in V so that their

union has normal crossings.

If the dimension of V is n we say that (V,G, E) is an n-dimensional basic object.

Definition 12.2. We say that a smooth closed subscheme Y ⊂ Sing G is
permissible center for (V,G, E) if, in addition, it has normal crossings with the
union of the hypersurfaces in E. A permissible transformation for a basic object is
the blow up, V ← V1, at a permissible center. The transform of (V,G, E) is:

(V1,G1, E1)

where G1 is the transform of G, as in 9.12, and E1 = {H1, . . . , Hr, Hr+1}. Here
Hi ∈ E1 denotes the strict transform of Hi ∈ E for i = 1, . . . , r, and Hr+1 is the
exceptional hypersurface of the blow up.

The notion of resolution of a basic object generalizes that of resolution of a
Rees algebra in the obvious manner:

Definition 12.3. A resolution of a a basic object (V,G, E) is a finite sequence
of permissible transformations:

(12.1) (V,G, E) = (V0,G0, E0) (V1,G1, E1)
π0�� · · ·π1�� (Vm,Gm, Em)

πm−1��

so that Sing Gm = ∅.

Before stating the main theorem of this section, we will establish an equivalence
relation among basic objects in the same spirit as we did for Rees algebras (see
Definition 10.5).

12.4. Local sequences for basic objects. In the same way as we did in
Definition 10.2, we will define local sequences for basic objects. Fix a basic object
(V,G, E). We say that a sequence

(12.2) (V,G, E) = (V0,G0, E0) (V1,G1, E1)
π0�� · · ·π1�� (Vm,Gm, Em)

πm−1��

is a (V,G, E)-local sequence if, for i = 0, 1, . . . ,m−1, each πi is either a permissible
monoidal transformation for (Vi,Gi, Ei) (and then (Vi+1,Gi+1, Ei+1) is the trans-
form of (Vi,Gi, Ei) in the sense of 12.2), or a smooth morphism as in Remark 11.7
(and then Gi+1 and Ei+1 are, respectively, the pull-backs of Gi and Ei in Vi+1).

Therefore, in this new context, the condition of normal crossings is imposed in
the notion of local sequence. And we can define a new equivalence relation, now on
basic objects in the obvious way: we will say that B = (V,G, E) and B′ = (V,K, E)
are equivalent basic objects if G and K are equivalent with this new (more restrictive)
definition of local sequence (since we take into account the hypersurfaces in E in
the notion of permissible center).

However, it can be shown that two basic objects, B = (V,G, E) and B′ =
(V,K, E), are equivalent if and only if G and K are weakly equivalent as in Definition
10.5 (see [BrG-EV, §8]). This leads to the following definition:
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Definition 12.5. Two basic objects (V,G, E) and (V ′,G′, E′) are said to be
weakly equivalent if V = V ′, E = E and G is weakly equivalent to G′.

Now we can state the main theorem for constructive resolution in characteristic
zero. This theorem, which is well known over fields of characteristic zero (see
[BiMi], [BrEV], [Cu1] [EH], [EV1], [EV2], [Ko], [Vi1], [Vi2], [W]), will be
formulated now so as to encompass some results in positive characteristic, and will
be discussed in Section 18.

Theorem 12.6. [BrV1] Let (V,G, E) be a basic object. Then a finite sequence
of blow ups at permissible centers can be constructed,

(12.3) (V,G, E) = (V0,G0, E0) (V1,G1, E1)
π0�� · · ·π1�� (Vm,Gm, Em)

πm−1��

so that:

(1) When the characteristic of the base field is zero, Sing Gm = ∅;
(2) When the characteristic of the base field is positive, either Sing Gm = ∅,

or else, Sing Gm is “simpler” than Sing G (see Theorem 18.7).
(3) Weakly equivalent basic objects share the same constructive resolution (in

characteristic zero) or simplification (in positive characteristic).

The claim in (2) is that the algebra Gm acquires a particular form, expressed
in terms of elimination. This is a notion to be discussed in forthcoming sections.

12.7. Resolution functions. A proof of Theorem 12.6, and a precise formu-
lation of (2), is sketched in Section 18 (see also 13.5 for an idea of the strategy
of the proof, and Theorem 18.9 for a more precise statement). But we anticipate
that this constructive resolution (or simplification) of basic objects is obtained via
the definition of the so called resolution functions. These are upper-semicontinuous
functions defined on the singular locus of a given Rees algebra which tell us where
to blow up. In fact such functions have the following main properties:

• Their maximum locus is smooth and determines the center to blow up;
• Their maximum value drops after blowing up.

To address the definition of these functions first we need to introduce suitable
resolution invariants (see Section 13 below). The main resolution invariants are
Hironaka’s order function and Hironaka’s τ -invariant.

Using Hironaka’s order function, the satellite functions are defined (see Sec-
tion 14). Satellite functions are the building blocks used to obtain the resolution
functions.

The point is that the satellite functions can be naturally refined. This refine-
ment will be done by using elimination and elimination algebras (see Sections 16
and 17). Finally, the Resolution Function, namely that which will lead us to the
construction of the sequences (12.3), is nothing but the function obtained from the
satellite functions by successive refinements.

On the other hand, Hironaka’s τ -invariant will appear in this process of refine-
ments. It will lead to the notion of the codimensional type of a basic object, which
will play a key role on the inductive argument of the proof of Theorem 12.6.

We should mention here that the definition of the resolution invariants, and
hence the construction of the resolution functions, is of local nature. However,
the Canonicity Principle for Rees algebras (Theorem 10.11) will ensure that they
globalize and lead to a global resolution (or simplification if the characteristic is
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positive). This settles the local-global problem in constructive resolution (see 18.10
for more details).

13. Resolution invariants

The purpose of this section is to present the main invariants (see Definition 13.1
below) that we use in order to address the constructive resolution of a Rees algebra,
or more generally, of a basic object, in characteristic zero. If the characteristic of
the base field is positive, we will see how to construct a form of simplification, in
which the singular locus of the given basic object is included in a union of smooth
hypersurfaces with normal crossings.

Definition 13.1. Let V be a smooth scheme over a perfect field k, and let R
be the set of all (finitely generated) OV -Rees algebras. Recall that we can assign a
closed set to each basic object (V,G, E) with G ∈ R, namely Sing G. Suppose we
assign a value to each (V,G, E), at each point x ∈ Sing G, and denote it by μG(x).
We will say that μG(x) is an invariant if for any Rees algebra K weakly equivalent
to G, one has that μG(x) = μK(x).

13.2. Hironaka’s main invariants [Hi4], [G], [Hi2], [Hi3], [Hi5], [O].
13.2.1. Hironaka’s order function. Let G =

⊕

n InW
n be a Rees algebra on a

smooth scheme V over a perfect field k. Recall that Hironaka’s order function is
defined as:

(13.1)
ordG : Sing G −→ Q ≥ 1

ξ �−→ ordG(ξ) = infn≥1

{

νξ(In)
n

}

,

(see 9.8). The statements in 9.11, 11.4 and Theorem 10.11 guarantee that Hiron-
aka’s order is an invariant (see [Hi4, Theorem 10.10]).

13.2.2. Hironaka’s τ -invariant for Rees algebras. Let G =
⊕

n InW
n be as

before, and let ξ ∈ Sing G be a closed point with residue field k′. Fix a regular
system of parameters, {z1, . . . , zd} ⊂ OV,ξ, and consider the graded k′-algebra
associated to its maximal ideal mξ, Grmξ

OV,ξ. This graded ring is isomorphic to a
polynomial ring in d-variables with coefficients in k′, i.e., k′[Z1, . . . , Zd], where Zi

denotes the initial form of zi in mξ/m
2
ξ .

Note that Grmξ
OV,ξ is the coordinate ring associated to the tangent space of

V at ξ, namely Spec (Grmξ
OV,ξ) = TV,ξ. The initial ideal or tangent ideal of G at

ξ, Inξ(G), is the ideal of Grmξ
OV,ξ generated by the homogeneous elements

Inξ(In) :=
In +mn+1

ξ

mn+1
ξ

for all n ≥ 1. Observe that Inξ(G) is zero unless ordG(ξ) = 1. The zero set of the
tangent ideal in Spec (Grmξ

OV,ξ) is the tangent cone of G at ξ, CG,ξ.
The τ -invariant of G at ξ is the minimum number of variables needed to gener-

ate Inξ(G). This in turn is the codimension of the largest linear subspace LG,ξ ⊂ CG,ξ
such that u+ v ∈ CG,ξ for all u ∈ CG,ξ and v ∈ LG,ξ.

The τ -invariant of G at ξ is denoted by τG,ξ. The inclusion G ⊂ Diff(G) defines
an inclusion CDiff(G),ξ ⊂ CG,ξ, and in fact,

CDiff(G),ξ = LDiff(G),ξ = LG,ξ.
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Note, in particular, that G, G, and Diff(G) have the same τ -invariant at all singular
point (see for instance [B, Remark 4.5, Theorem 5.2]), so it is an invariant.

Some of these invariants have also been studied by H. Kawanue and K. Matsuki
in the frame of their “Idealistic filtration program” (see [K] and [KM]).

13.3. Some properties of the τ -invariant. In the following lines we list
some of the relevant properties of this invariant for algebras over perfect fields.

(1) If G is a Differential Rees algebra over a field of characteristic zero, the
τ -invariant at a point ξ ∈ Sing G has the following simple interpretation:
it is the biggest integer r so that there is a regular system of parameters,
{x1, . . . , xd} ∈ OV,ξ, for which the following inclusion holds

(13.2) OV,ξ[x1W, . . . , xrW ] ⊂ G
in a neighborhood of ξ. In fact, it easy to check that if G is a Differential
Rees in characteristic zero, τG,ξ ≥ r if and only if there is a regular system
of parameters such that the inclusion (13.2) holds.

(2) Let ξ ∈ Sing G be a closed point. If Y ⊂ Sing G is a permissible cen-
ter, then codimξ Y ≥ τG,ξ: note that TY,ξ ⊂ TV,ξ, is a linear subspace.
Moreover, TY,ξ ⊂ LG,ξ for all ξ ∈ Y ⊂ Sing G, thus codimξ Y ≥ τG,ξ (cf.
[BrV1, Theorem 6.5]).

(3) The τ -invariant bounds the local codimension of the singular locus of a
Rees algebra. Let ξ ∈ Sing G be a closed point. We say that G is of
codimensional type e at ξ ∈ Sing G, or that G is e-simple at ξ if τG,ξ ≥ e.
We say that G is of codimensional type ≥ e or e-simple if τG,ξ ≥ e for
all ξ ∈ Sing G. In this case we will write τG ≥ e. We will say that a
basic object (V,G, E) is of codimensional type ≥ e or e-simple if G is of
codimensional type ≥ e.

(4) Rees algebras that are weakly equivalent share the same τ -invariant. Hence
the same statement holds for weakly equivalent basic objects (see [B, Re-
mark 4.5, Theorem 5.2]).

(5) If G is of codimensional type ≥ e, then, if the underlying field is perfect,
all the codimension e-components of Sing G are smooth and disconnected.
Thus they are natural centers to blow up. Moreover, if the codimension
at a closed point ξ ∈ Sing G is τG,ξ = e, then, up to integral closure, the
restriction to an open neighborhood of ξ is

(13.3) G = OV [x1W, . . . , xeW ]

for some regular system of parameters {x1, . . . xe, . . . , xd} ∈ OV,ξ (see
[BrV1, Lemma 13.2, Theorem 13.1 and 13.4], and (5) in 16.7). In such
case we will say that G is e-trivial at ξ.

Remark 13.4. Let G be a differential OV -Rees algebra and let ξ ∈ Sing G. If

(V,G) = (V0,G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��

is a G-local sequence with πi(ξi) = ξi−1 for i = 1, . . . ,m, then

τG0,ξ0 ≤ τG1,ξ1 ≤ . . . ≤ τGm,ξm

(see Remarks 16.10, and 16.11). Since the τ -invariant is the same for Rees algebras
that are weakly equivalent, it follows that the claim holds for arbitrary Rees algebras
(differentially saturated or not).
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13.5. A resolution strategy. Let (V,G, E) be a d-dimensional basic object
defined over a perfect field k. Note that d is an upper bound for the codimensional
type, and the point is that in characteristic zero, a resolution of (V,G, E) can be
constructed by decreasing induction on the codimensional type. First observe that
if (V,G, E) is of codimensional type d, then Sing G consists of finitely many points.
In such case a resolution can be obtained by simply blowing up these points (see 13.3
(5) for a local description of G in this case). The inductive step is that if (V,G, E)
is of codimensional type ≥ e at a given point ξ ∈ Sing G, then, either there is a
smooth natural center of codimension e (see (5) in 13.3), or else it is possible to

associate to (V,G, E) another basic object, say (V, ̂G, E′), of codimensional type
larger than e, so that

(13.4) G ⊂ ̂G.
and whose resolution leads to an improvement of the singular locus of G (see Propo-
sition 18.2). This motivates the use of induction on the codimensional type of a
basic object as a strategy for resolution. On the other hand, when the characteristic
is positive, the same inductive strategy leads to some form of simplification of the
singularities of a given basic object (see Proposition 18.2 and Theorem 18.7).

As was previously indicated the construction of the resolution functions in-
volved in the previous strategy makes use of the so called satellite functions, which
are described in Section 14 below, and of refinement of satellite functions. This
refinement makes use of a form of elimination presented in Sections 16 and 17.

14. Satellite functions

In this section we present the so called satellite functions used in constructive
resolution (see [Cu1], [Vi1], [EV1, 4.11, 4.15]). As indicated before, satellite
functions are the building blocks used to defined the resolution functions.

We will see that satellite functions derive from Hironaka’s order function, and
hence the value of a satellite function at each point is an invariant in the sense of
Definition 13.1. To describe them we find it convenient to use the language of pairs
instead of that of Rees algebras, since we think that it clarifies the exposition.

14.1. The language of pairs. Let V be a smooth scheme over a perfect field
k. A pair is given by a couple (J, b) where J is a non-zero sheaf of ideals, and b is
a non-negative integer. The singular locus of a pair is the closed set

(14.1a) Sing (J, b) := {ξ ∈ V : νξ(J) ≥ b},
where νξ(J) denotes the order of J in the regular local ringOV,ξ. With this notation,
Hironaka’s order function is defined as

(14.1b)
ord(J,b) : Sing (J, b) −→ Q≥0

ξ �−→ ord(J,b)(ξ) :=
νξ(J)

b .

A permissible center for a pair (J, b) is a smooth closed subscheme Y ⊂ Sing (J, b).
The transform of (J, b) after blowing up at a permissible center Y ,

V V1
ρ��

is defined as a pair (J1, b) where

(14.1c) J1 := I(H1)
−bJOV1
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and I(H1) is the defining ideal of the exceptional divisor ρ−1(Y ). A resolution of
a pair is a finite sequence of blow ups at permissible centers

V = V0 V1
ρ0�� . . .

ρ1�� Vn

ρn−1��

(J, b) = (J0, b) (J1, b) . . . (Jn, b),

such that:

(1) Sing (Jn, b) = ∅; and
(2) The exceptional locus of the composition V ← Vn is a union of smooth

hypersurfaces having only normal crossings in Vn.

14.2. Rees algebras reformulated as pairs. Observe that we can attach
an almost-Rees ring to a given pair (J, b), say G(J,b) = OV [JW

b]. Also, as indicated
in 9.5, see also 9.6, up to integral closure, any Rees algebra is an almost-Rees ring.
In other words, for every Rees algebra G =

⊕

n≥0 InW
n there is some N such

that VN (G) = OV [INWN ] = G(IN ,N) is an almost-Rees ring, and hence, it can be
interpreted as the Rees algebra associated to the pair (IN , N).

Moreover, by 9.11 and the definition of the singular locus of a pair (see (14.1a),
and Example 9.10), one has that

Sing G = Sing VN (G) = Sing (IN , N).

In addition, by 9.11 and by the definition of Hironaka’s order function for a pair
(see (14.1b)), one has that for any ξ ∈ Sing G

ordG(ξ) = ordVN (G)(ξ) = ord(IN ,N)(ξ).

The same integer, N , that links Rees algebras and pairs passing through an almost-
Rees ring, is preserved by permissible monoidal transformations. More precisely,
let G =

⊕

n JnW
n be a Rees algebra. If VN (G) is an almost-Rees ring, i.e., if

VN (G) = G(JN ,N) for some pair (JN , N), then observe that

(14.2) VN (G)1 = VN (G1).

Hence VN (G1) is also an almost-Rees ring, and, moreover, VN (G1) = G(JN,1,N)

where (JN,1, N) is the transform of the pair (JN , N) by the permissible transfor-
mation V ← V1. This shows that, if VN (G) is an almost Rees ring, then so is
VN (G1) for the same N .

Thus the transformation law under permissible transformations is compatible
for both, Rees algebras and pairs (see 9.12). Hence, if VN (G) = G(J,b) for some pair
(J, b), then a resolution of G as in (9.5) gives a resolution of (J, b).

So far we have considered permissible transformations which are blow ups.
However the link VN (G) = G(J,b) is also preserved when taking a pull-back by a
smooth morphism of smooth schemes. Note that pull-backs also apply to pairs.
Recall the definition of a G-local sequence over V from Definition 10.2,

(14.3) (V = V0,G = G0) (V1,G1)
π0�� · · ·π1�� (Vm,Gm),

πm−1��
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and note, in addition, that the definition of any such sequence of transforms over
G is equivalent to a sequence of transforms of the pair (J, b),

(14.4) V = V0 V1
π0�� . . .

π1�� Vn

πn−1��

G = G0 G1 . . . Gn

(J, b) = (J0, b) (J1, b) . . . (Jn, b).

and vice versa. This is due to the fact that VN (Gi) = VN (G)i = G(Ji,b) for i =
0, 1, . . . , n. Therefore, from the point of view of resolution, the information encoded
by both, pairs and Rees algebras, is equivalent. The concept of weak equivalence,
formulated for algebras in Definition 10.5, extends naturally to the class of pairs
(J, b). In addition, the notion of invariant introduced in Definition 13.1 also applies
for pairs, replacing Sing G by Sing (J, b).

Observe that the previous discussion together with the last lines in 13.2.1 in-

dicate that the rational number ord(J,b)(ξ) :=
νξ(J)

b in 14.1b is an invariant. See
[BrG-EV, §2] for a more detailed exposition of these ideas.

Notation. In what follows, given an upper-semicontinuous function

F : Sing G −→ Λ

max F will be the maximum value of F , and denote by Max F the closed set of
points where this maximum is achieved.

14.3. The first satellite function [Cu1], [Vi1], [EV1, 4.11]. Let (V, (J, b), E)
be an n-dimensional basic object with E = {H1, . . . , Hr}, and consider any local
sequence as defined in the section 12.4,
(14.5)

(V, (J, b), E) = (V0, (J0, b), E0) (V1, (J1, b), E1)�� · · ·�� (Vm, (Jm, b), Em).��

Let {Hr+1, . . . , Hr+m′}(⊂ Em) with m′ ≤ m denote the exceptional hypersurfaces
introduced by the steps that are permissible monoidal transformations (i. e., by
the steps not given by smooth morphisms). We may assume, for simplicity, that
these hypersurfaces are irreducible. Then for i = 1, . . . ,m there is a well defined
factorization of the sheaves of ideals Ji ⊂ OVi

, say:

(14.6) Ji = I(Hr1)
b1I(Hr2)

b2 · · · I(Hri′ )
bi′ · ˜Ji

so that ˜Ji does not vanish along Hrj for j = 1, . . . i′. Define w-ord
(n)
(Ji,b)

(or simply

w-ordni ):

(14.7)
w-ord

(n)
i : Sing (Ji, b) −→ Q

ξ �−→ w-ord
(n)
i (ξ) =

νξ(J̃i)
b (= ord(J̃i,b)

(ξ)),

where νξ( ˜Ji) denotes the order of ˜Ji at OVi,ξ. As we will show below, these functions
derive from Hironaka’s order function, and hence are invariants (i.e., they take the
same value on weakly equivalent basic objects). The w-ord-function is introduced
because its maximum value does not increase by blow ups at permissible centers
contained in Max w-ord while the ord-function does not have this property. To see
this it suffices to consider the pair (〈x2 − y3z2〉, 1) in Spec[x, y, z] and blow up at
the origin.
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14.4. The second satellite function: the inductive function t [Cu1],
[Vi1], [EV1, 4.15]. Let (V, (J, b), E) be an n-dimensional basic object and consider
any local sequence as in the section 12.4, where now if Vi ← Vi+1 is a blow up, it

is assumed that the center Yi ⊂ Max w-ord
(n)
i ,

(14.8) (V, (J, b), E) (V1, (J1, b), E1)
ρ0�� · · ·ρ1�� (Vm, (Jm, b), Em),

ρm−1��

Then,

(14.9) maxw-ord(n) ≥ maxw-ord
(n)
1 ≥ · · · ≥ maxw-ord(n)m .

We now define a function tm, only under the assumption that maxw-ordm > 0.
Set l ≤ m such that
(14.10)

maxw-ord(n) ≥ . . . ≥ maxw-ord
(n)
l−1 > maxw-ord

(n)
l = maxw-ord

(n)
l+1 · · · = maxw-ord(n)

m ,

and write:

(14.11) Em = E+
m � E−

m (disjoint union),

where E−
m are the strict transforms of hypersurfaces in El. Define

(14.12)

t
(n)
m : Sing (Jm, b) −→ Q× N

ξ �−→ t
(n)
m (ξ) = (w-ord(n)m (ξ), �{Hi ∈ E−

m : ξ ∈ Hi})
where Q×N is a set ordered lexicographically, and �S denotes the total number of
elements of a set S. We underline that:

(1) If each step (Vi, (Ji, b), Ei) ← (Vi+1, (Ji+1, b), Ei+1) in (14.8) is defined
with center Yi ⊂ Max ti, then

(14.13) max t(n) ≥ max t
(n)
1 ≥ · · · ≥ max t(n)m .

(2) If max t
(n)
m = (db , a), then maxw-ord(n)m = d

b . Clearly

Max t(n)m ⊂ Max w-ord(n)m .

Recall that the functions t
(n)
i are defined only if maxw-ordi > 0. We say that

a sequence of transformations is t(n)-permissible when Yi ⊂ Max t
(n)
i for all i.

Similarly, a sequence is w-permissible when Yi ⊂ Max w-ordi for all i.
We will show next that these functions derive from Hironaka’s order function,

and hence are invariants (i.e. they take the same value on weakly equivalent basic
objects).

14.5. Satellite functions derive from Hironaka’s order function. Let
us draw attention here on the fact that the function w-ord(n) from (14.7), and the
factorization in (14.6), grow from Hironaka’s order function. Fix Hr+i as in (14.6).
Assume, for simplicity, that all steps in sequence (14.5) are permissible monoidal
transformations with centers Yi−1 ⊂ Sing (Ji−1, b), for i = 0, . . . ,m − 1. Then
define the function expi along the points in Sing (Ji, b) by setting

(14.14) expi(x) =

⎧

⎨

⎩

bi
b = ordYi−1

Ji−1 − 1 if x ∈ Hr+i ∩ Sing (Ji, b);

0 otherwise .

Since Yi−1 ⊂ Sing (Ji−1, b), one has that bi ≥ 0. So, we can express each rational
number expi(x) in terms of the functions ord(Jj ,b), for j < i. More precisely, in
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terms of the functions ord(Jj ,b) evaluated at the generic points, say yj , of the centers
Yj(⊂ Vj) of the monoidal transformation. Finally note that, by induction i,

w-ord
(n)
(Ji,b)

(x) = ord(Ji,b)(x)− exp1(x)− exp2(x)− · · · − expi(x).

Thus the satellite functions derive from Hironaka’s order functions and hence they
are invariants (they take the same value for any basic object (V, (I, c), E) weakly
equivalent to (V, (J, b), E)) (see 14.2).

14.6. The role of satellite functions. An n-dimensional basic object

(V, (J, b), E = {H1, . . . , Hr})
is said to be within the monomial case if

(14.15) J = I(H1)
b1 · · · I(Hr)

br ,

for some b1, . . . , br ∈ N (a Rees algebra is said to be within the monomial case if,
up to integral closure, is of the form OV [JW

b], with J as in (14.15), see 14.2).
A resolution of a basic object that is within the monomial case can be achieved

by means of a combinatorial argument (see [EV1]). Observe that the first coor-
dinate of the t(n)-function defined above measures how far a basic object is from
being within the monomial case; while the second coordinate will ultimately en-
sure that once this monomial case is achieved all exceptional hypersurfaces in
E = {H1, . . . , Hr} will end up having normal crossings. To illustrate this fact,
we suggest the reader to see the example in Section 19. There it is clear from the
beginning that the curve C has to be the center of a blow up at some step of the
resolution process (see expression (19.1)). However, to ensure that it is a permis-
sible center first it has to be desingularized (here the w-ord-function plays a role),
and then it needs to have normal crossings with the exceptional divisors (and here
the second coordinate of the t-function plays a role).

Thus the goal is to successively lower the maximum value of t(n) by constructing
a suitable finite sequence of transformations with centers contained in Max t(n).
This will be shown to follow from an inductive argument on the codimensional
type of the given basic object (this is the key point in Proposition 18.2).

However, this strategy deserves some clarification. Sometimes we will not reach
the monomial case because this case shows up in lower dimensions. For instance,
suppose K is a field of characteristic zero. If V = Spec K[x, y, z] and G is the
Rees algebra generated by x and (y3 − z2) in degree one, then Sing G is contained
in the codimension one smooth scheme {x = 0}. In this case, the algorithm of
resolution will produce a finite sequence of permissible transformations so that
Sing G is supported on the zero set of a monomial ideal within the strict transform
of {x = 0} (see Theorem 18.7 for the general statement). In fact, after three blow
ups at closed points, V ←− V3, it can be checked that the transform of G in V3 is

G3 = OV3
[I(X3)W, I(H1)I(H2)I(H3)

2I(C3)W ]

where I(X3) denotes the ideal of the strict transform of {x = 0} in V3, C3 denotes
the ideal of the strict transform of {y3 − z2 = 0} in V3, and H1, H2, H3 denote the
exceptional divisors. A further blow up at X3 ∩ C3 leads to the monomial case.

This example also illustrates that Max t(n) may not be smooth (in the example,
Max t(3) = {x = 0, y3 − z2 = 0}). Thus, in general the t(n)-function needs to be
refined in order to define a resolution function (see 12.7). This refinement can be
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obtained using the theory of elimination which will be exposed in the following
sections (see 18.6 for a hint on how the t(n)-functions are refined via elimination).

Elimination in the class of Rees Algebras

As was previously indicated, for a given n-dimensional basic object (V,G, E),
the definition of the satellite function t(n) is a first step towards the construction
of a resolution function (see 12.7 and 14.6). In this part of the notes we will see
how the theory of elimination can be used to refine the function t(n). In what
follows, all base fields are assumed to be perfect. Also, we will use the notation
(V (n),G(n), E(n)) for an n-dimensional basic object.

15. Elimination algebras: a motivation

Suppose we are given an n-dimensional pair (V (n),G(n)). We would like to,
somehow, assign a new pair (V (d),G(d)), with d ≤ n (most hopefully with d < n),
and to find a smooth surjective morphism β : V (n) → V (d) so that the following
conditions hold:

(1) The morphism β induces a homeomorphism between Sing G(n) and
Sing G(d);

(2) Any G(d)-local sequence (see Remark 11.7):

(V (d),G(d)) = (V
(d)
0 ,G(d)

0 ) ← (V
(d)
1 ,G(d)

1 ) ← . . . (V (d)
r ,G(d)

m )

induces a (V (n),G(n))-local sequence

(V (n),G(n)) = (V
(n)
0 ,G(n)

0 ) ← (V
(n)
1 ,G(n)

1 ) ← . . . (V (n)
r ,G(n)

r )

and smooth surjective morphisms together with commutative diagrams

(15.1) G(n) = G(n)
0 G(n)

1 G(n)
m

V (n) = V
(n)
0

β��

V
(n)
1

ρ0��

β1��

· · ·ρ1�� V
(n)
m

ρm−1��

βm��
V (d) = V

(d)
0 V

(d)
1

ρ0�� · · ·
ρ1�� V

(d)
m

ρm−1��

G(d) = G(d)
0 G(d)

1 G(d)
m

and so that for i = 1, . . . ,m, the smooth surjective morphisms βi induce

homeomorphisms between Sing G(n)
i and Sing G(d)

i .

(3) Any G(n)-local sequence

(V (n),G(n)) = (V
(n)
0 ,G(n)

0 ) ← (V
(n)
1 ,G(n)

1 ) ← . . . (V (n)
r ,G(n)

m )

induces a G(d)-local sequence

(V (d),G(d)) = (V
(d)
0 ,G(d)

0 ) ← (V
(d)
1 ,G(d)

1 ) ← . . . (V (d)
r ,G(d)

m )
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and commutative diagrams

(15.2) G(n) = G(n)
0 G(n)

1 G(n)
m

V (n) = V
(n)
0

β��

V
(n)
1

ρ0��

β1��

· · ·ρ1�� V
(n)
m

ρm−1��

βm��
V (d) = V

(d)
0 V

(d)
1

ρ0�� · · ·
ρ1�� V

(d)
m

ρm−1��

G(d) = G(d)
0 G(d)

1 G(d)
m

so that for i = 1, . . . ,m, the morphisms βi are smooth and surjective, and

moreover, induce homeomorphisms between Sing G(n)
i and Sing G(d)

i .

It follows from conditions (1)-(3) that a resolution of (V (n),G(n)) induces a resolu-
tion of (V (d),G(d)) and vice versa. If d happens to be strictly smaller than n, we
can think that we pass from (V (n),G(n)) to (V (d),G(d)) by eliminating variables.

If given (V (n),G(n)) we can find some (V (d),G(d)) as above, Hironaka’s order
function ordG(n) can be refined with the function ordG(d) via the identification of
their singular loci. This in turn can be used to refine Hironaka’s order function
(and thus the satellite functions defined on (V (n),G(n))).

On the other hand notice that if we are able to assign a pair (V (d),G(d)) to a
given pair (V (n),G(n)) as above, then (V (d),G(d)) can also be assigned to any other
pair of the form (V (n),G′(n)) so far as G(n) is weakly equivalent to G′(n).

Example 15.1. Suppose ϕ : V (n) −→ V (d) is a smooth surjective morphism of
smooth spaces that has a section s : V (d) −→ V (n), and let G(d) be an OV (d)-Rees
algebra. Then the image of V (d) by s is a smooth closed subscheme of V (n), defined
by a sheaf of ideals say I ⊂ OV (n) . Now define

G(n) := OV (n) [IW ]� α∗(G(d)).

Then it can be checked that the pairs (V (n),G(n)) and (V (d),G(d)) satisfy conditions
(1)-(3).

Example 15.2. Suppose ϕ : V (n) −→ V (d) is a smooth surjective morphism
of smooth spaces, and let G(d) be an OV (d) -Rees algebra. Now let ξ ∈ Sing G(d)

be a closed point, choose a regular system of parameters {x1, . . . , xd} ⊂ OV (d),ξ,
and select some closed point ξ′ in the fiber of ξ. Since ϕ∗ : OV (d),ξ → OV (n),ξ′

is smooth, {x1, . . . , xd} can be extended to some regular system of parameters
{x1, . . . , xd, xd+1, . . . , xn} ⊂ OV (n),ξ′ . The ideal 〈xd+1, . . . , xn〉 ⊂ OV (n),ξ′ defines a
regular closed subscheme C in some neighborhood U of ξ′, and there is a diagram

U ⊂ V (n)

ϕ

��
C

������������� �� ϕ(U) ⊂ V (d)

where the horizontal map is étale. Thus taking the fiber product,

C ×ϕ(U) U ��

��

U

ϕ

��
C

�������������� �� ϕ(U)
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we get vertical smooth maps, horizontal étale maps and a section s : C → C ×ϕ(U)

V (n). Now using the section and the pull back of G(d) to C, the argument of the
previous example can be repeated, and a new Rees algebra G(n) can be defined in
étale neighborhood of ξ′. Now, setting U (n) = C ×ϕ(U) U it can be checked that

the pairs (U (n),G(n)) and (C,ϕ∗(G(d)) satisfy properties (1)-(3).

Despite the examples, our problem is rather the opposite: our data will be
(V (n),G(n)) and we will want to find (V (d),G(d)) with d < n satisfying properties
(1)-(3) from above. This can be accomplished when the characteristic is zero using
elimination algebras (see Section 16). We will see in Remark 16.10, that, at least
when the characteristic of the base field is zero, the link between (V (n),G(n)) and
(V (d),G(d)) will be that described in Example 15.2.

16. Elimination algebras: first properties

Let V (n) be a smooth n-dimensional scheme over a perfect field, and let G(n)

be an OV (n)-Rees algebra. Suppose that τG(n) ≥ e ≥ 1. Then Sing G(n) can be
expressed as a disjoint union

Sing G(n) = Fe � Z

where Fe denotes the union of the codimension-e components of Sing G(n). As
indicated in 13.3 (5), the set Fe is a disjoint union of smooth closed subschemes.
Thus Fe is the canonical center to blow-up. Recall that G(n) is said to be e-trivial
at ξ ∈ Sing G(n) if ξ ∈ Fe. From the point of view of resolution we need to focus
on points of Sing G(n) that are non-e-trivial. This is the purpose of the following
discussion.

16.1. Transversality. Let β : V (n) → V (n−e) be a smooth morphism of
smooth schemes of dimensions n and (n− e) respectively, with 1 ≤ e ≤ n. For each
closed point ξ ∈ V (n) denote by dβξ : TV (n),ξ → TV (n−e),β(ξ) the linear (surjective)

map induced on the corresponding tangent spaces. Let G(n) =
⊕

n InW
n be an

OV (n)-Rees algebra, and assume that ξ ∈ Sing G(n) is a closed point with τG(n),ξ ≥
e ≥ 1. We say that β : V (n) → V (n−e) is transversal to G(n) at ξ if the subspaces
LG(n),ξ from 13.2, and ker(dβξ) intersect at O in the vector space TV (n),ξ (recall
that the codimension of LG(n),ξ in TV (n),ξ coincides with τG(n),ξ; see 13.2.2). We

will say that β : V (n) → V (n−e) is transversal to G(n) if it is transversal at every
point of ξ ∈ Sing G(n).

For a given OV (n)-Rees algebra G(n) and a point ξ ∈ Sing G(n) with τG(n),ξ ≥
e ≥ 1, it is possible to construct a smooth morphism β : V (n) → V (n−e) transversal
to G(n) at every point in some neighborhood ξ (here we may use étale topology, see
[BrV1, §8]).

If β : V (n) → V (n−e) is transversal to G(n), then it can be shown that:

(1) Sing G(n) and β(Sing G(n)) are homeomorphic;
(2) If a closed subset Y ⊂ Sing G(n) is smooth then β(Y ) ⊂ β(Sing G(n)) is

smooth.

See [BrV1, 8.4].
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16.2. Transversality, local transformations, and commutative dia-

grams. Let G(n) be an OV (n) -Rees algebra and suppose that β : V (n) −→ V
(n)
1

is a smooth surjective morphism transversal to G(n). We would like to show that

any G(n)-local transformation, say V (n) ←− V
(n)
1 induces a local transformation

V (n−e) ←− V
(n−e)
1 and a commutative diagram of vertical smooth surjective mor-

phisms:

(16.1)

V (n) V
(n)
1

V (n−e) V
(n−e)
1 ,

�

ρ(n)

��

β

��
ρ(n−e)

��

β1

��

where β1 : V
(n)
1 −→ V

(n−e)
1 transversal to the transform G(n)

1 of G(n).

According to Remark 11.7, it can be assumed that V (n) ←− V
(n)
1 is one of the

following transformations:

(1) The multiplication of V (n) by an affine line A1
k;

(2) The restriction to some open subset of V (n);
(3) The blow up at a permissible center Y ⊂ G(n).

The existence of a commutative diagram like (16.1) is clear for the transformations

in (1). Regarding to the transformations in (2), in which case ρ(n)(V
(n)
1 ) ⊂ V (n) is

open, it suffices to define V
(n−e)
1 as β(V

(n)
1 ) which will be open in V (n−e) since β

is smooth, and hence flat.

Now suppose that V (n) ←− V
(n)
1 is the blow up at a smooth closed Y ⊂

Sing G(n). Then β(Y ) is also smooth and closed (see 16.1 (2) above), and thus

V (n−e) ←− V
(n−e)
1 is defined as the blow up of V (n−e) at β(Y ). However, in

general it is not possible to obtain a commutative diagram with vertical transversal

morphisms as (16.1) unless we restrict to a suitable open subset U
(n)
1 ⊂ V

(n)
1

containing the singular locus of Sing G(n)
1 . Then, V

(n−e)
1 can be interpreted as the

(open subset) obtained from the image of U
(n)
1 by β1. Under these assumptions, it

can be checked that β1 is transversal to G(n)
1 (see [BrV1, §9]). In particular, this

implies that Sing G(n)
1 and β1(Sing G(n)

1 ) are homeomorphic.

From this discussion it follows that any G(n)-local sequence,

(16.2)
V (n) = V

(n)
0 ←− V

(n)
1 ←− . . . ←− V

(n)
r

G(n) = G(n)
0 G(n)

1 . . . G(n)
r .

induces a local sequence

(16.3) V (n−e) = V
(n−e)
0 ←− V

(n−e)
1 ←− . . . ←− V (n−e)

r .
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and commutative diagrams of horizontal local sequences and vertical transversal
smooth surjective projections, say,

G(n) = G(n)
0 G(n)

1 G(n)
m

V (n) = V
(n)
0

β��

V
(n)
1

ρ0��

β1��

· · ·ρ1�� V
(n)
m

ρm−1��

βm��
V (d) = V

(d)
0 V

(d)
1

ρ0�� · · ·
ρ1�� V

(d)
m ,

ρm−1��

where it is understood that if V
(n)
i ←− V

(n)
i+1 is the blow up at a permissible Yi ⊂

Sing G(n)
i , then V

(n)
i+1 is in fact a suitable open subset of the blow up of V

(n)
i at Yi

that contains Sing G(n)
i+1.

16.3. Absolute (and relative) differential Rees algebras. Suppose that
a smooth morphism between smooth schemes as above, β : V (n) → V (n−e) is
transversal to a given OV (n) -Rees algebra G(n). We will say that G(n) is a β-relative
differential Rees algebra if G(n) is closed under the action of the sheaf of relative
differential operators DiffV (n)/V (n−e) . The requirement in this latter condition is
similar to that formulated in Definition 11.1, where for any

D ∈ Diffr
V (n)/V (n−e)(Ui)

and any h ∈ In(Ui) we have that D(h) ∈ In−r(Ui) provided that n ≥ r. Obviously,
any absolute differential Rees algebra has this property.

Suppose that G(n) is a β-relative differential Rees algebra and consider a local

transformation as in Remark 11.7, V (n) ← V
(n)
1 . As before, there is a commutative

diagram:

(16.4)

V (n) V
(n)
1

V (n−e) V
(n−e)
1 ,

�

ρ(n)

��

β

��
ρ(n−e)

��

β1

��

with smooth vertical arrows and horizontal local transformations (see 16.2). Denote

by G(n)
1 the weak transform of G(n) in V

(n)
1 . Then it can be proved that, not only

β1 is transversal to G(n)
1 , but also G(n)

1 is β1-relative differential (see [BrV1, §9]).
To define an elimination algebra for a given Rees algebra G(n) we will make use

of suitable transversal smooth projections, and the structure of relative differential
Rees algebra of G(n). On the other hand, typically our starting point will be a
differential Rees algebra G(n) which will later undergo a local sequence of trans-
formations. The permissible transform of an absolute differential algebra may not
be an absolute differential algebra any more. However, as we have indicated, the
relative differential structure of G(n) is preserved by local transformations. This
will allow us to define an elimination algebra at each step of a given local sequence.

16.4. Admissible projections. Let G(n) be an OV (n) -Rees algebra, and let
ξ ∈ Sing G(n) be a closed point with τG(n),ξ ≥ e ≥ 1 (i.e., ξ is an e-simple point). A
smooth projection to some (n− e) dimensional smooth scheme,

β : V (n) → V (n−e),
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is said to be G(n)-admissible at ξ if the following conditions hold:

(1) The point ξ is not contained in a codimension e-component of Sing G(n)

(i.e., G(n) is non-e-trivial at ξ);
(2) The morphism β is transversal to G(n);
(3) The Rees algebra G(n) is closed by the action of the sheaf of relative

differential operators DiffV (n)/V (n−e) , i.e., G(n) is a β-relative differential
algebra.

It can be shown that if a morphism β is G(n)-admissible at a point ξ, then it is
admissible in a neighborhood U of ξ (see [BrV1, Remark 8.5]).

As previously indicated, if β : V (n) → V (n−e) is admissible for G(n), then it is
also admissible for the absolute saturation Diff(G(n)), typically our starting point.

Given a differential Rees algebra G(n) and a closed point ξ ∈ Sing G(n) with
τG(n),ξ ≥ e ≥ 1, it is not hard to construct a G(n)-admissible projection to some
smooth (n − e) dimensional smooth scheme in an étale neighborhood of ξ (see
[BrV1, §8]). Such an admissible projection will be preserved by permissible blow
ups; and this is the context in which elimination theory for Rees algebras holds.

16.5. Elimination algebras. Let G(n) be a Rees algebra on V (n) and consider
a closed point ξ ∈ Sing G(n) with τG(n),ξ ≥ e ≥ 1. Given a G(n)-admissible β in a
neighborhood of ξ,

β : V (n) → V (n−e),

one can define an elimination algebra G(n−e) ⊂ OV (n−e) [W ] (see [Vi4, 1.25, Def-
initions 1.42 and 4.10], [BrV1, 8.11], for more details; related ideas in the case
of finite morphisms are discussed in Sections 6, 7, and 8 of this manuscript). If
ξe = β(ξ), then it can be shown that the inclusion β∗ : OV (n−e),ξe → OV (n),ξ in-

duces an inclusion of Rees algebras G(n−e) ⊂ G(n), and G(n−e) can be defined as the
largest OV (n−e)-Rees algebra contained in G(n) ([Vi4, Theorem 4.13]). The reader
can find further results and applications of elimination algebras over perfect fields
in [B], [BV1], and [BV2].

Example 16.6. Let V (2) = Spec K[x, y], and let G(2) be the differential Rees al-
gebra generated by x2−y3 in degree two. Then it can be checked that projection in-
duced by the natural inclusion K[y] → K[x, y] is G(2)-admissible. Now, if char K �=
2, then G(2) = K[x, y][xW, y2W, y3W 2] and the corresponding elimination algebra
is G(1) = K[y][y2W, y3W 2]. If char K = 2 then G(2) = K[x, y][y2W, (x2 − y3)W 2]
and G(1) = K[y][y2W ].

16.7. First properties of elimination algebras. The elimination algebra
depends on the projection β, but still it satisfies important properties. With the
same notation as in 16.5, one has that:

(1) Sing G(n) maps injectively into Sing G(n−e), in particular

β(Sing G(n)) ⊂ Sing G(n−e)

with equality if the characteristic is zero, or if G(n) is a differential Rees
algebra, and in this case the sets are homeomorphic (cf. [Vi4, §4]). More-
over, Sing G(n) and β(Sing G(n)) are homeomorphic (see 16.1).

(2) The homeomorphism from Sing G(n) to β(Sing G(n)) has the following
properties:
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If Z ⊂ Sing G(n−e) is a smooth closed subscheme, then β−1(Z)red ∩
Sing G(n) is smooth; and if Y ⊂ Sing G(n) is a smooth closed subscheme,
then so is β(Y ) ⊂ Sing G(n−e) ([BrV1, 8.4], [Vi3, Lemma 1.7]).

(3) If G(n) is a differential Rees algebra, then so is G(n−e) (see [Vi4, Corollary
4.14]).

(4) If G(n) ⊂ G′(n) is a finite extension, then G(n−e) ⊂ G′(n−e) is a finite
extension (see [Vi4, Theorem 4.11]).

(5) If G(n) is a differential algebra, then τG(n−e),β(ξ) = τG(n),ξ−e; in particular,

if e ≥ 2, then τG(n−1),β(ξ) ≥ 1 (cf. [B, Theorem 6.4]). In particular if G(n)

is e-simple, with e ≥ 2, then G(n−1), . . . ,G(n−e+1) are simple. The claim
follows from Remark 16.10 in characteristic zero.

(6) Using (3) one readily checks that for any G(n)-local sequence with smooth
morphisms as in Remark 11.7, there are commutative diagrams

(16.5) G(n) = G(n)
0 G(n)

1 G(n)
m

V (n) = V
(n)
0

β��

V
(n)
1

ρ0��

β1��

· · ·ρ1�� V
(n)
m

ρm−1��

βm��
V (n−e) = V

(n−e)
0 V

(n−e)
1

ρ0�� · · ·
ρ1�� V

(n−e)
m

ρm−1��

G(n−e) = G(n−e)
0 G(n−e)

1 G(n−e)
m

of transversal projections and transforms, such that for i = 1, . . . ,m:

(a) If V
(n)
i−1

ρi−1←− V
(n)
i is a permissible transformation with center

Yi−1 ⊂ Sing G(n)
i−1,

then V
(n−e)
i−1

ρi−1←− V
(n−e)
i is the permissible blow up at βi−1(Yi−1) and

βi : V
(n)
i −→ V

(n−e)
i is G(n)

i -admissible in an open subset Ui ⊂ V
(n)
i

containing Sing G(n)
i .

(b) The Rees algebra G(n−e)
i is an elimination algebra of G(n)

i (i.e., the

transform of an elimination algebra of a given Rees algebra G(n) is
the elimination algebra of the transform of G(n));

(c) There is an inclusion of closed sets:

(16.6) βi(Sing G(n)
i ) ⊆ Sing G(n−e)

i ,

and Sing G(n)
i and βi(Sing G(n)

i ) are homeomorphic. If the character-
istic is zero then the inclusion (16.6) is an equality (see Example 16.9
to see that in positive characteristic the inclusion may be strict).

See [BrV1, Theorem 9.1]. See also 16.1.
(7) Conversely, if the characteristic is zero, any G(n−e)-local sequence with

smooth morphisms as in Remark 11.7 induces a G(n)-local sequence and
commutative diagrams of transversal projections and transforms of Rees
algebras as in (16.5) satisfying properties (a), (b) and (c) as above.

16.8. Conclusion. From 16.7 if follows that, at least when the characteristic
is zero, elimination algebras fulfill properties (1)-(3) from Section 15. In fact, given
an n-dimensional pair (V (n),G(n)) and once a G(n)-admissible projection is fixed
in a neighborhood of a point ξ ∈ Sing G(n), say β : V (n) −→ V (d), d < n, the
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elimination algebra is the unique OV (d) -Rees algebra (up to weak equivalence) that
fullfils properties (1)-(3) from Section 15.

Example 16.9. The inclusion in 16.7 (6.c) may be strict if the characteristic
of the base field is positive. For instance, suppose that K is a field of character-
istic 3, let V (2) = Spec K[x, z] and let G(2) be the differential Rees algebra gener-
ated by x3 + z5 in degree 3, i.e., up to integral closure, G(2) = K[x, z][z2W, (x3 +
z5)W 3]. Then it can be checked that the projection β induced by the natural in-
clusion K[z] → K[x, z] is G(2)-admissible, and that G(1) = K[x, z][z2W ]. Then

β(Sing (G(2))) = Sing (G(1)). Now let V (2) ←− V
(2)
1 , respectively V (1) ←− V

(1)
1 , be

the blow up at the origin, and let G(2)
1 , respectively, G(1)

1 be the transforms of G(2)

and G(1). Then Sing (G(2)
1 ) = ∅ while Sing (G(1)

1 ) �= ∅.

Remark 16.10. (Elimination algebras over fields of characteristic zero.) The
elimination algebra introduced in 16.5 has the following characterization over fields
of characteristic zero (compare to Example 15.2). Let G(n) be an OV (n)-differential
Rees algebra, let β : V (n) → V (n−e) be a G(n)-admissible morphism in a neigh-
borhood of a point ξ ∈ Sing G(n) with τG(n−e),ξ ≥ e ≥ 1, and let G(n−e) be the
corresponding elimination algebra.

Claim 1. The pairs (V (n),G(n)) and (V (n−e),G(n−e)) are linked as follows: a
regular system of parameters {x1, . . . , xn−e} ∈ OV (n−e),β(ξ), can be extended to a

regular system of parameters, {x1, . . . , xn−e, xn−e+1, . . . , xn} ∈ OV (n),ξ so that, up
to weak equivalence

(16.7) G(n) = OV (n),ξ[xn−e+1W, . . . , xnW ]� β∗(G(n−e))

in a neighborhood of ξ (see ( 9.1)).
Taking the claim for granted it can be checked that the zero set of the ideal

spanned by {xn−e+1, . . . , xn} is the image of a section of β : V (n) → V (n−e) in some
étale neighborhood of (V (n−e), β(ξ)).

To show that a presentation like (16.7) can be found we proceed as follows. Let
β : V (n) → V (n−e) be a G(n)-admissible morphism in a neighborhood of a point
ξ ∈ Sing G(n), and let G(n−e) be the corresponding elimination algebra.

Since β is G(n)-admissible in a neighborhood of ξ ∈ Sing G(n) one has that

LG(n),ξ ∩ ker(dβξ) = O ∈ TV (n),ξ.

Given a subspace S in a vector space V , let S0 denote the annihilator of S in V*.
Thus, at the dual space,

(16.8) Lo
G(n),ξ + ker(dβξ)

o = Oo = T∗
V (n),ξ,

from where it follows that a regular system of parameters x1 . . . , xn−e ∈ OV (n−e),β(ξ)

can be extended to a regular system of parameters , say

(16.9) x1 . . . , xn−e, xn−e+1, . . . , xn ∈ OV (n),ξ

so that

(16.10) OV (n) [xn−e+1W, . . . , xnW ] ⊂ G(n),

since G(n) is a differential Rees algebra. Observe that the restriction of β to X :=
V(〈xn−e+1, . . . , xn〉) is étale over V (n−e), which in turn is equivalent to saying that
X is the image of a section of β (here we may have to replace (V (n−e), β(ξ)) by an
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étale neighborhood). Thus, after an étale extension at β(ξ), we may assume that
V (n−e) is isomorphic to X.

By 16.5, there is an inclusion of Rees algebras,

G′ := β∗(G(n−e))�OV (n) [xn−e+1W, . . . , xnW ] ⊂ G(n),

and we claim that the two Rees algebras are equal up to weak equivalence. To
proof the claim, we have to show that

(16.11) FV (n)(G′) = FV (n)(G(n))

(see Definition 10.3).
Now, the following result will be used (this is essentially the outcome of Hiron-

aka’s Restriction Property [Hi7]):
Proposition [BrG-EV, Lemma 6.3, and Proposition 6.6] Let V be a smooth

scheme, and let X ⊂ V be a smooth closed subscheme. Set X = OV [I(X)W ] and
let G be an arbitrary Rees algebra. Then

(16.12) FX((Diff(G))|X) = FV (G) ∩ FV (X ) = FV (G � X ).

Moreover, (Diff(G))|X is an OX-differential Rees algebra.

Set X = OV (n) [xn−e+1W, . . . , xnW ]. Notice that:

FV (n)(G(n)) = FV (n)(G(n) �X ) = FX(G(n)|X)

where the last equality follows from the equality (16.12). Similarly,

FV (n)(G′) = FV (n)(G′ �X ) = FX(G′|X).

Thus, to show the equality (16.11), it suffices to prove that

FX(G(n)|X) = FX(G′|X).

But

FX(G′|X) = FX(G(n−e)|X)

and since X is isomorphic to V (n−e),

FX(G(n−e)|X) = FV (n−e)(G(n−e)).

Use now 16.7 (6) and (7) to conclude that up to weak equivalence there is an
expression like (16.7). See Remark 16.11 for a counterexample to Claim 1 when the
characteristic is positive.

The following claim also holds in positive characteristic:

Claim 2. Suppose β : V (n) → V (n−e) is a smooth morphism of smooth schemes
of dimensions n and (n − e), respectively, with e ≥ 1, and assume that z1, . . . , ze
defines a section of β (in an étale neighborhood of V (n−e)). Then if H is an OV (n−e)-
Rees algebra, the OV (n)- algebra

G(n) := 〈z1, . . . , ze〉W � β∗(H)

satisfies that:

(1) The morphism β is G(n)-admissible;
(2) The elimination algebra of G(n) via β, say G(n−e), is equal to H up to

weak equivalence.
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To prove (1) notice that, since z1, . . . , ze defines a section of β, the morphism is
necessarily transversal to {z1 = 0, . . . , ze = 0}, and hence it is transversal to G(n).
On the other hand, it can be checked that G(n) is closed under the action of the
sheaf of relative differential operators DiffV (n)/V (n−e) (see 16.4). Thus an elimination

algebra G(n−e) ⊂ OV (n−e) [W ] of G(n) can be defined, and by the argument exhibited
above,

(16.13) G(n) = 〈z1, . . . , ze〉 � G(n−e).

Set Z = V(〈z1, . . . , ze〉). Replacing V (n−e) by an étale neighborhood if needed, we
may assume that V (n−e) is isomorphic to Z. To show that (2) holds we have to
prove that

FV (n−e)(G(n−e)) = FV (n−e)(H)

but, since Z is isomorphic to V (n−e), it is enough to show that

FZ(G(n−e)|Z) = FZ(H|Z).

Now notice that by construction, G(n)|Z = H|Z , and by (16.13)

G(n)|Z = G(n−e)|Z .

Remark 16.11. When the characteristic is positive, it can be shown that there
is also a presentation in the spirit of (16.7) in which xn−e+1, . . . , xn ∈ OV (n),ξ are
replaced by suitably defined elements fn−e+1, . . . , fn ∈ OV (n),ξ with the property
that 〈fn−e+1, . . . , fn〉 defines a complete intersection variety (see [BV2, Propo-
sition 2.11] and [BrV2, Section 12]). Observe that in this case, from equality
(16.8) one can only conclude that there is a set of linearly independent linear forms

ln−e+1, . . . , ln ∈ TV (n),ξ so that lp
rn−e+1

n−e+1 , . . . , lp
rn

n ∈ LG(n),ξ. In fact, suppose that k

is a perfect field of characteristic two, and let G(2) be the k[x, y]-differential Rees
algebra generated by x2 − y3 in degree two. Then the arguments exhibited in
[BrG-EV, §11] indicate that it is not possible to find a G(2)-admissible projection
so that G(2) can be expressed like in (16.7). This general pattern is crucial and
specific of the positive characteristic, we refer to [K] and [KM] for an alternative
treatment, and to [B], [BV1], and [BV2] for further results on elimination and
resolution of singularities in low dimension.

17. New invariants that can be defined via elimination

Given a differential Rees algebra G(n) of codimensional type ≥ e ≥ 1, and an
elimination algebra G(n−e) on some (n−e)-dimensional smooth scheme, the function

ord
(n−e)

G(n) is defined as:

(17.1)
ord

(n−e)

G(n) : Sing G(n) −→ Q≥0

ξ �−→ ordG(n−e)(β(ξ)),

where ordG(n−e) is the usual Hironaka’s order function for a Rees algebra as in 9.8.
Note that the elimination algebra provides information of local nature, and that
the choice of the local projection for its construction is not unique. A fundamental
theorem for elimination algebras is that this information does not depend on the
choice of projection, and that, in fact, it is an invariant (see Definition 13.1).
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Theorem 17.1. [BrV1, Theorem 10.1] Let V (n) be a n-dimensional scheme
smooth over a perfect field k, let G(n) ⊂ OV (n) [W ] be a differential algebra, let
ξ ∈ Sing G(n) be a simple closed point, and let m ≤ τG(n),ξ. Consider two different

G(n)-admissible local projections to some (n−m)-dimensional smooth schemes with
their corresponding elimination algebras:

(17.2)

β1n,n−m
: (V (n), ξ) −→ (V

(n−m)
1 , ξm,1)

G(n) → G(n−m)
1

and

β2n,n−m
: (V (n), ξ) −→ (V

(n−m)
2 , ξm,2)

G(n) → G(n−m)
2 .

Then:

ordξm,1
G(n−m)
1 = ordξm,2

G(n−m)
2 .

Moreover, if V (n) ← V (n)′ is a composition of permissible monoidal transforma-
tions, ξ′ ∈ Sing G(n)′ a closed point dominating ξ, and

(V (n), ξ) (U ⊂ V (n)′ , ξ′)��

G(n)

��

G(n)′

��
�

(V
(n−m)
j , ξm,j) (V

(n−m)′

j , ξ′m,j)
��

G(n−m)
j G(n−m)′

j

is the corresponding commutative diagram of elimination algebras and admissible
projections for j = 1, 2, then

ordξ′m,1
G(n−m)′

1 = ordξ′m,2
G(n−m)′

2 .

Remark 17.2. Now we will check that the function ord(n−e) is an invariant.
Suppose that G(n) and G′(n) are weakly equivalent. Then for each ξ ∈ Sing G(n) =
Sing G′(n) one has that τG(n),ξ = τG′(n),ξ (see 13.2.2). Thus if τG(n),ξ ≥ e, we can find

a G(n)-admissible projection to some (n− e)-dimensional smooth scheme V (n) −→
V (n−e) which can be assumed to be G′(n)-admissible too. Now we saturate G(n) and
G′(n) by the action of the differential operators, say Diff(G(n)) and Diff(G′(n)),
and then we compute the elimination algebras G(n−e) and G′(n−e). Since Diff(G(n))
and Diff(G′(n)) are equal up to integral closure, G(n−e) and G′(n−e) are equal up to
integral closure by 16.7 (4). Thus, Sing G(n−e) = Sing G′(n−e) and ordG(n−e)(ξ) =

ordG′(n−e)(ξ) for all ξ ∈ Sing G(n−e) = Sing G′(n−e) (see 13.2.1). Therefore

ord
(n−e)

G(n) (ξ) = ord
(n−e)

G′(n) (ξ),

for all ξ ∈ Sing G(n) = Sing G′(n) and hence the upper-semi continuous function

ord(n−e) is an invariant.

17.3. More satellite functions. Let G(n) be an OV (n) differential Rees al-
gebra, together with a G(n)-admissible projection

β : V (n) → V (n−e),
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and an elimination algebra G(n−e) ⊂ OO(n−e) [W ] in a neighborhood of some point
ξ ∈ Sing G(n). As indicated in 16.7 the blow up at a permissible Y ⊂ Sing G(n)

induces a blow up at a permissible β(Y ) ⊂ Sing G(n−e) and a commutative diagram
of transversal projections and elimination algebras:

(17.3) G(n) G(n)
1

V (n)

β��

V
(n)
1

ρ��

β1��
V (n−e) V

(n−e)
1

ρ��

G(n−e) G(n−e)
1

In addition, if H denotes the exceptional divisor of ρ and if H denotes the excep-
tional divisor of ρ, then β−1(H) = H. Thus, in the same fashion as in Section 14,

satellite functions of ord
(n−e)

G(n) can be defined, namely, w-ord
(n−e)

G(n) and t
(n−e)

G(n) , and

by 14.5 and Remark 17.2 they are also invariants (although these satellite functions
were originally defined for pairs, they can also be defined for Rees algebras, see 14.2
for the dictionary between pairs and Rees algebras).

The following result illustrates a relevant application of the invariants intro-
duced above.

Theorem 17.4. [BrV1, Theorem 13.1] Let G(n) be a differential algebra on a
smooth n-dimensional scheme V (n) over a field k. Let Q∗ = Q ∪ {∞} and let

In = Q∗ ×Q∗ × . . .×Q∗
︸ ︷︷ ︸

n−times

ordered lexicographically. Then there is an upper semi-continuous function,

γG(n) : Sing G(n) → In

such that:

(1) The level sets of γG(n) stratify Sing G(n) in smooth locally closed strata;

(2) If G(n) and K(n) are weakly equivalent, then the level sets of both γG(n)

and γK(n) are the same on Sing G(n) = Sing K(n);
(3) If k is a field of characteristic zero then γG(n) coincides with the resolution

function used for resolution of singularities in characteristic zero.

Remark 17.5. The function γG(n) of Theorem 17.4 is built up using Hironaka’s
order function and Hironaka’s τ -invariant. Thus, if two Rees algebras are weakly
equivalent then, since they share the same resolution invariants, the stratification of
their singular loci is the same for both of them. See Appendix B, for more details.

Constructive Resolution of Rees algebras

18. Sketch of proof of Theorem 12.6

The purpose of this section is to give son ideas about the proof of Theorem 12.6
on the resolution of basic objects in characteristic zero (or simplification in positive
characteristic). As indicated in 13.5, the constructive resolution (or simplification)
of a basic object is achieved by induction on the codimensional type. Here we exhibit
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the explicit results on which this argument is supported, and conclude stating a
stronger result: Theorem 18.9.

18.1. The key to the induction on the codimensional type. Recall that
a basic object (V (n),G(n), E(n)) is said to be simple if ordG(n)(ξ) = 1 for all ξ ∈
Sing G(n). Observe that if (V (n),G(n), E(n)) is simple, then τG(n),ξ ≥ 1 for all ξ ∈
Sing G(n), and the same will hold for any transform by a permissible transformation.

Why simple basic objects? Simple basic objects play a central role because,
in characteristic zero, their resolution can be addressed in an inductive manner.
Traditionally the approach to resolve simple basic objects by induction makes use
of restriction to smooth hypersurfaces (of maximal contact). Here we describe an
alternative form of induction for resolution of simple basic objects making use of
the notion of the codimensional type of a Rees algebra. We can summarize this
strategy as follows:

• Step 1: Input: a basic object, (V (n),G(n), E(n));
• Step 2: Attach to (V (n),G(n), E(n)) some invariants;

• Step 3: Attach to the invariants a new basic object (V (n), ̂G(n), ̂E(n))
”simpler” or easier to deal with than (V (n),G(n), E(n)); moreover, Theo-

rem 10.11 will be used to show that the new basic object (V (n), ̂G(n), ̂E(n))
is unique up to weak equivalence (see 12.4 and Definition 12.5).

Proposition 18.2 below asserts that the strategy described in steps 1-3 can be pur-
sued for any basic object.

Proposition 18.2. [BrV1, Theorems 12.7 and 12.9] Let (V (n),G(n), E(n)) be

a basic object with V (n) smooth over a perfect field k. Consider a t
(n)

G(n)-permissible

local sequence,
(18.1)

(V (n),G(n), E(n)) (V
(n)
1 ,G(n)

1 , E
(n)
1 )�� · · ·�� (V

(n)
m ,G(n)

m , E
(n)
m ),��

and assume that maxw-ord
(n)

G(n)
m

�= 0. Let l be the smallest index so that max t
(n)

G(n)
l

=

max t
(n)

G(n)
m

. Then:

(1) There is a simple O
V

(n)
l

-Rees algebra ̂G(n) (or say there is a simple ba-

sic object (V
(n)
l , ̂G(n), ̂E(n))), with the following property: Any local se-

quence starting on (V
(n)
l , ̂G(n), ̂E(n)), say

(V
(n)
l , ̂G(n), ̂E(n)) (̂V

(n)
l+1 ,
̂G(n)
1 , ̂E

(n)
1 )�� · · ·�� (̂V

(n)
l+S,
̂G(n)
S , ̂E

(n)
S ),��

induces a t
(n)

G(n)
l

-permissible local sequence starting on (V
(n)
l ,G(n)

l , E
(n)
l )

(also enlarging the first l-steps of sequence ( 18.1)), say:
(18.2)

(V
(n)
l ,G(n)

l , E
(n)
l ) (˜V

(n)
l+1 ,
˜G(n)
l+1,
˜E
(n)
l+1)

�� · · ·�� (˜V
(n)
l+S,
˜G(n)
l+S ,
˜E
(n)
l+S),

��

with the following condition on the functions t
(n)

G(n)
j

defined for this last

sequence ( 18.2):
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(a) Max t
(n)

G(n)
l+k

= Sing (̂G(n)
k ) for k = 0, 1, . . . , S − 1;

(b) max t
(n)

G(n)
l

= max t
(n)

G̃(n)
l+1

= · · · = max t
(n)

G̃(n)
l+S−1

≥ max t
(n)

G̃(n)
l+S

;

(c) max t
(n)

G̃(n)
l+S−1

= max t
(n)

G̃(n)
l+S

if and only if Sing (̂G(n)
S ) �= ∅, in which case

Max t
(n)

G̃(n)
l+S

= Sing (̂G(n)
S );

(2) (Canonicity) If an O
V

(n)
l

-Rees algebra K(n) also fulfills the conditions

listed in (1), then K(n) and ̂G(n) are weakly equivalent.

Remark 18.3. Several observations:

i) The assertion in (1) is that a lowering of max t
(n)

G(l) can be achieved by

resolving a simple basic object (i.e., a basic object of codimensional type
≥ 1).

ii) The claim in (2) already follows from the conditions imposed in (1) and
the observation in step 3 above.

iii) Proposition 18.2 is valid for basic objects (V (n),G(n), E(n)) with V (n)

smooth over a perfect field k.

See Section 37 in Appendix B for some hints about the construction of the

simple basic object (V
(n)
l , ̂G(n), ̂E(n)).

Remark 18.4. The starting point in the previous proposition is an arbitrary
n-dimensional basic object with a function t(n). The proposition asserts that we
can associate to max t(n) another basic object of codimensional type ≥ 1, which is
easier to resolve. Hence, by using this fact, Remark 18.3 (i) says that we can lower
the maximum value of the function t(n) by successive monoidal transformations.
Another feature of this procedure is that by successive iteration of this method we
come to the case in which the maximum value of w-ord is zero, which corresponds
to the monomial case (see 14.6).

Example 18.5. Let K be a field of characteristic zero. Consider the Rees
algebra G(3) generated by z2 + (x2 − y3)2 in degree one. Then Sing G(2) = {z2 +
(x2 − y3)2 = 0} ⊂ Spec K[x, y, z] = V (3). Let C := {z = 0, x2 − y3 = 0}. Notice

that t
(3)

G(3)(ξ) = (1, 0) for ξ ∈ Sing G(2) \C and that t
(3)

G(3)(ξ) = (2, 0) for ξ ∈ C. Thus

max t
(3)

G(3) = (2, 0) and the basic object (V (3),G(3), E(3) = ∅) is non-simple. Now we

attach to max t
(3)

G(3) the differential Rees algebra Ĝ(3) generated by z2 + (x2 − y3)2

in degree two, i.e., up to integral closure, Ĝ(3) = K[x, y][zW, (x2 − y3)W ]. Then it
can be checked that:

(1) Ĝ(3) is simple;

(2) Max t
(3)

G(3) = Sing Ĝ(3);

(3) Finding a resolution of Ĝ(3) is equivalent to finding sequence of permissible

transformations hat lowers max t
(3)

G(3) ;

(4) Up to weak equivalence, Ĝ(3) is the unique Rees algebra fulfilling properties
(1)-(3) (see [BrV1, Theorems 12.7 and 12.9]).

Thus an improvement of the singularities of (Spec K[x, y, z],G(3), E(3) = {∅}) is

achieved by resolving (Spec K[x, y, z], Ĝ(3), E(3) = {∅}) which has larger codimen-

sional type. Notice also that since Ĝ(3) is simple, a Ĝ(3)-admissible projection can be
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constructed, and the corresponding elimination algebra Ĝ(2) can be defined. In fact,
in this case a resolution of Ĝ(2) induces a resolution of Ĝ(3) and therefore an improve-
ment of a singularities of the original basic object (Spec K[x, y, z],G(3), E(3) = {∅}).

The previous strategy is applied several times in the discussion of the example
of Section 19.

18.6. On the construction of the Resolution Functions. Fix a basic
object (V (n),G(n), E(n)) of codimensional type ≥ 0. Proposition 18.2 asserts that
we can attach to t(n) another basic object of codimensional type ≥ 1. This will be
the first step in our inductive argument in which we will attach to a function defined
on a basic object of codimensional type ≥ e, another basic object of codimensional
type ≥ e+ 1.

Here we list some examples to illustrate this philosophy. Our starting point
is a basic object (V (n),G(n), E(n)) of codimensional type ≥ e where we assume
e ≥ 0, and we proceed as follows. Let ξ ∈ Sing G(n) and suppose first that
codimξ(Sing G(n)) > e. Construct a sequence of admissible smooth projections
and elimination algebras in a neighborhood of ξ:

(18.3)

V (n),G(n)

↓
V (n−1),G(n−1)

↓
...
↓
V (n−e),G(n−e)

Then we can write the first e-coordinates of the resolution functions:

• If e ≥ 1, and E(n) = ∅, then the first coordinates of the resolution function
at ξ would be:

(ord
(n)

G(n)(ξ), 0), . . . , (ord
(n−e+1)

G(n) (ξ), 0), (ordG(n)(ξ), 0), . . .) =

= ((1, 0), . . . , (1, 0)
︸ ︷︷ ︸

e−1

, t
(n−e)

G(n) (ξ), . . .).

This follows from the fact that if G(n) is e-simple, then G(n−1) is (e− 1)-
simple (see 16.7 (5)).

• More generally, for arbitrary e, and E(n) non-necessarily empty, the string
of invariants at ξ will have the following first e-components:

(t
(n)

G(n)(ξ), . . . , t
(n−e)

G(n) (ξ), . . .).

For instance, if e ≥ 1, the string will look like:

((1, ∗), . . . , (1, ∗)
︸ ︷︷ ︸

e−1

, t
(n−e)

G(n) (ξ), . . .),

and recall that t
(n−e)

G(n) is defined via the function t
(n−e)

G(n−e) for some (n− e)-

dimensional elimination algebra of G(n).
Now by applying successively Proposition 18.2 (see 37.7) and elimi-

nation, we can attach to max t
(n−e)

G(n−e) a simple (n − e)-dimensional basic
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object

(V (n−e), ̂G(n−e), ̂E(n−e)).

This in turn is used to defined another n-dimensional basic object

(V (n), ̂G(n), ̂E(n))

with larger codimensional type than (V (n),G(n), E(n)). This allows us to
fill in the other coordinates of the resolution function for G(n):

(t
(n)

G(n)(ξ), , . . . , t
(n−e)

G(n) (ξ), t
(n−e−1)

Ĝ(n)
(ξ), . . .).

See Section 37 in Appendix B for more details, and the example in Section

19 where the basic object (V (n), ̂G(n), ̂E(n)) is constructed in different
stages of the resolution process. The previous steps are repeated until we
find a natural center to blow up.

On the other hand, if τG(n) ≥ e ≥ 1 then all codimension-e components of Sing G(n)

are smooth and disconnected (see 13.3 (5)). Hence if E(n) = ∅, they are the natural
centers to blow up. The value of the resolution function would be:

(ord
(n)

G(n)(ξ), 0), . . . , (ord
(n−e+1)

G(n) (ξ), 0),∞, . . .) = ((1, 0), . . . , (1, 0)
︸ ︷︷ ︸

e

,∞, . . .).

Observe that G(n) could be e-trivial for different values of e. In such case, ac-
cording to the definition of the resolution function, those components with smaller
codimension are blown up first.

Using Proposition 18.2 and an inductive argument on the codimensional type,
we can assume, that, after a finite sequence of blowing ups at permissible centers,
the function t is exhausted (i.e., its value decreases to (0, 0)), and hence we have
achieved the monomial case (see 14.6). Thus the following theorem holds:

Theorem 18.7. [BrV1, Part 5] [Vi5, Corollary 6.15] Let V (n) be a smooth
scheme over a perfect field k, and let G(n) be a differential OV (n)-Rees algebra of
codimensional type ≥ e. Assume that we know how to construct the resolution of
basic objects of codimensional type ≥ (e+1). Let β : V (n) → V (n−e) be a transversal
projection in a neighborhood of a point ξ ∈ Sing G(n), and let G(n−e) ⊂ OV (n−e) [W ]
be an elimination algebra. Then a sequence of permissible transformations can be
defined,

(18.4) G(n) = G(n)
0 G(n)

1 G(n)
m

V (n) = V
(n)
0

β��

V
(n)
1

ρ0��

β1��

· · ·ρ1�� V
(n)
m

ρm−1��

βm��
V (n−e) = V

(n−e)
0 V

(n−e)
1

ρ0�� · · ·
ρ1�� V

(n−e)
m

ρm−1��

G(n−e) = G(n−e)
0 G(n−e)

1 G(n−e)
m

so that either

Sing G(n−e)
m = ∅

in which case Sing G(n)
m = ∅, or else, up to integral closure,

(18.5) G(n−e)
m = O

V
(n−e)
m

[MW s],
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where M is a locally principal ideal supported on the exceptional divisor of

V
(n−e)
0 ←− V (n−e)

m .

When char(k) = 0, the inclusion (16.6) is an equality, and, as a consequence, se-
quence (18.4) can be enlarged so as to obtain a resolution of G(n) using arguments of
combinatorial nature. On the other hand, if char(k) = p > 0, the inclusion in (16.6)
may be strict. Consider, for instance, the differential Rees algebra G(3) generated
by x2 + y2t3 in degree two, when the characteristic is two. The natural projection
given by the inclusion k[y, t] ⊂ k[x, y, z] induces a G(3)-admissible projection with
an elimination algebra G(2) = k[y, t][y2t2W ]. Notice that Sing G(3) is the union of
two curves, say C := {x = 0, y = 0} and S := {x = 0, t = 0}. After two blow ups
at closed points, the strict transforms of the curves can be blown up. At this point

it can be checked that the transform of G(2), G(2)
3 , is within the monomial case, and

that the projection of the singular locus of the transform of G(3), G(3)
3 , is strictly

contained in Sing G(2)
3 .

Still, formula (18.5) indicates that the singularities of G(n) can be, somehow,
simplified. In particular, in [BV2] it is shown how sequence (18.4) can be enlarged
so as to obtain resolution of two-dimensional schemes in positive characteristic.

Remark 18.8. Using Theorem 18.7 and Remark 16.10, we can extract the

following consequence when the characteristic is zero. If ξ ∈ Sing G(n)
m �= ∅, then

there is a regular system of parameters x1, . . . , xn ∈ O
V

(n)
m

, so that, up to integral

closure,

G(n)
m = O

V
(n)
m

[x1W, . . . , xeW ]�MW s,

where M is locally principal and supported on the exceptional divisor of V
(n)
0 ←

V
(n)
m .

Resolution and weak equivalence. Since the resolution functions are de-
fined via invariants, it is clear that weakly equivalent Rees algebras share the same
constructive resolution.

With the theory presented up to now, the following theorem (which is stronger
than Theorem 12.6) can be stated:

Theorem 18.9. There is a totally ordered set (Γ,≤), and for each basic object
B = (V,G, E), an upper-semi continuous function

fB : Sing G −→ Γ

with the following properties:

(1) Max fB is smooth;
(2) The sequence,

(18.6)
B = (V,G, E) = (V0,G0, E0) = B0 ← B1 = (V1,G1, E1) ← · · · ← Bm = (Vm,Gm, Em)

defined by blowing up successively at Max fBi
is so that:

(a) When the characteristic of the base field is zero, Sing Gm = ∅;
(b) When the characteristic of the base field is positive, either Sing Gm =

∅, or else, Sing Gm is “simpler” than Sing G (see Theorem 18.7).
(c) Weakly equivalent basic objects share the same constructive resolution

(in characteristic zero) or simplification (in positive characteristic).
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(d) When the characteristic is zero, if E = ∅ and if τG ≥ e ≥ 1, then,
up to weak equivalence G = I(X)W � H, where X is some smooth
scheme of codimension e, and H is an elimination algebra in some
smooth scheme of dimension dim V − e (see Remark 16.10); in such
case sequence ( 18.6) induces a resolution of H (see 18.6).

18.10. Final remarks. The resolution function fB is defined with the phi-
losophy of the exposition of 18.6. The construction of the resolution function is of
local nature because of our form of elimination, and induction on the dimension
(see Section 17). However, the Canonicity Theorem 10.11 guarantees the global-
ization of the resolution function (e.g., given a basic object (V (n),G(n), E(n)) as

in Proposition 18.2, the assignment of a simple basic object (V (n), ̂G(n), ̂E(n)) to

the maximum value of the t
(n)

G(n) is done locally, in a neighborhood of each point in

Max t
(n)

G(n) ; the Canonicity Theorem ensures that ̂G(n), is unique up to weak equiv-

alence, and thus, this local construction globalizes on Max t
(n)

G(n)). More details on

these and related matters can be found in Part III of this manuscript. Finally, note
that Theorem 12.6 follows from Theorem 18.9.

19. Example

Let k be a field of characteristic zero. To find a resolution of singularities of

X := {z2 + (x2 − y3)2 = 0} ⊂ A3
k,

we start by stratifying X using the multiplicity function on X, MultX . The highest
multiplicity, max MultX , is 2, and

(19.1) Max MultX = {z = 0, x2 − y3 = 0} = C.

We attach to max MultX the differential Rees algebra generated by I(X) in
weight 2,

G(3) = k[x, y, z][zW, (x(x2 − y3))W, (y2(x2 − y3))W, (z2 + (x2 − y3)2)W 2].

Up to integral closure, we can assume that

G(3) = k[x, y, z][zW, (x2 − y3)W ].

Recall that a resolution of the basic object

(A3
k,G(3), E(3) = {∅})

say

(19.2) (A3
k,G(3), E(3)) ←− (V

(3)
1 ,G(3)

1 , E
(3)
1 ) ←− . . . ←− (V (3)

s ,G(3)
s , E(3)

s ),

induces a finite sequence of blow ups at smooth centers,

X ←− X1 ←− . . . ←− Xs,

so that Xs does not have points of multiplicity 2, namely that all points in Xs have
multiplicity equal to one. So the construction of the sequence (19.2) is natural step
towards resolving the singularities of X.
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Step 0. We start by constructing the resolution function for (A3
k,G(3), E(3) = {∅}).

Recall that the building blocks are the satellite functions. First we use t
(3)

G(3) , and

notice that

ΓX(ξ) = ((1, 0), ∗)

for all ξ ∈ Sing G(3). As we see, t
(3)

G(3) is too coarse to stratify Sing G(3) in smooth

strata. Thus we refine it using elimination algebras. Consider the natural projection
β : A3

k −→ A2
k induced by the inclusion

k[x, y] −→ k[x, y, z]

and the corresponding elimination algebra

G(2) = k[x, y][(x2 − y3)W ].

Now, with the information provided by t
(2)

G(2) , we can add a few more coordinates
to ΓX ,

ΓX(ξ) =

{

((1, 0), (2, 0), ∗) if ξ = (0, 0, 0)
((1, 0), (1, 0),∞) if ξ ∈ C \ (0, 0, 0),

where C is as in (19.1). Notice the “∞”-coordinate of ΓX at the points ξ ∈ C \
(0, 0, 0). This corresponds to the fact at C \ (0, 0, 0), G(3) has codimensional type 2,
which in turn coincides with the local codimension of Sing G(3). This indicates that,
locally, at any point of A3\(0, 0, 0), the curve C \(0, 0, 0) is a natural center to blow
up. This is not the situation at (0, 0, 0), where the basic object (A2

k,G(2), E(2) =

{∅}) is non-simple (the codimensional type of G(3) at the origin is 1). In fact, our
procedure will lead to blow up at this point first.

We attach to

max t
(2)

G(2) = (max w-ord
(2)

G(2) , 0) = (2, 0)

the simple basic object (s.b.o.),

(A2
k,
̂G(2), {∅})

where ̂G(2) is the differential Rees algebra

̂G(2) = k[x, y][(x2 − y3)W 2, xW, y2W ] = k[x, y][xW, y2W, y3W 2],

(see Theorem 37.5).
Now, consider the natural projection

k[y] −→ k[x, y]

and the elimination algebra of ̂G(2),

̂G(1) = k[y][y2W, y3W 2],

together with the corresponding basic object

(A1
k, ̂G(1), {∅}).

Now t
(1)

Ĝ(1)
is defined on Max t

(2)

G(2) = Max w-ord
(2)

G(2) , and this provides the third

coordinate of ΓX :

ΓX(ξ) =

{

((1, 0), (2, 0), ( 32 , 0)) if ξ = (0, 0, 0)
((1, 0), (1, 0),∞) if ξ ∈ C \ (0, 0, 0).
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Still, since ̂G(1) is non-simple at the origin, say (0), we attach to

max t
(1)

Ĝ(1)
= (max w-ord

(1)

Ĝ(1)
, 0) =

(

3

2
, 0

)

the simple basic object (s.b.o.):

(A1
k,
̂

̂G(1), {∅})

with
̂

̂G(1) = k[y][yW ] (see Theorem 37.5). Observe that the codimensional type of
̂

̂G(1) is 1, which in turn coincides with the codimension of its singular locus. So we
have found the first center to blow up.

Summarizing: Step 0:

(19.3)

(A3
k,G(3), {∅})
Projection ↓ s. b. o.

(A2
k,G(2), {∅}) ↔ (A2

k,
̂G(2), {∅})

↓ Projection s. b. o.

(A1
k,
̂G(1), {∅}) ↔ (A1

k,
̂

̂G(1), {∅})

Diagram (19.3) can be read as follows:

- A resolution of the simple basic object (A3
k,G(3), {∅}) can be constructed by

finding a resolution of (A2
k,G(2), {∅}).

- Lowering the maximum order of G(2) in A2
k (reached at (0, 0)) is equivalent

to finding a resolution of the simple basic object (A2
k,
̂G(2), {∅}). Observe that the

codimensional type of ̂G(2) is 1, whereas the codimensional type of G(2) is zero.

As we will see, a resolution of the simple basic object (A2
k,
̂G(2), {∅}) will lead to

lowering of max w-ordG(2) . Thus the improvement is achieved by resolving a basic
object of larger codimensional type. This fact can also be read as follows: define

̂G(3) := G(3) � β∗(̂G(2)).

Then the codimensional type of ̂G(3) at the origin is two while the codimensional
type of G(3) at the origin is one. Now,

Sing ̂G(3) = Max t
(2)

G(3) ∩Max t
(3)

G(3)

and moreover a resolution of ̂G(3) induces a lowering of (max t
(3)

G(3) ,max t
(2)

G(3)).

- A resolution of (A2
k,
̂G(2), {∅}) can be constructed by resolving (A1

k,
̂G(1), {∅}).

- The maximum order of ̂G(1) is forced to drop by resolving the simple basic

object (A1
k,
̂

̂G(1), {∅}): an improvement of (A1
k,
̂G(1), {∅}) is obtained by resolving a

basic object of larger codimensional type.

Step 1. The first blow up. Now, the maximum value of ΓX(ξ) indicates that
(0, 0, 0) is the first center to blow up. Thus there is a commutative diagram of
permissible transformations, and transformations of basic objects,
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(19.4)
(V (3),G(3), {∅}) ←− (V

(3)
1 ,G(3)

1 , H
(3)
1 )

↓ ↓
(V (2),G(2), {∅}) ←− (V

(2)
1 ,G(2)

1 , H
(2)
1 ).

And diagram (19.3) transforms as follows:
(19.5)

(V
(3)
1 ,G(3)

1 , H
(3)
1 )

Projection ↓ s. b. o.

(V
(2)
1 ,G(2)

1 , H
(2)
1 ) ↔ (V

(2)
1 , ̂G(2)

1 , H
(2)
1 )

↓ Projection s. b. o.

(V
(1)
1 , ̂G(1)

1 , H
(1)
1 ) ↔ (V

(1)
1 ,
̂

̂G(1)
1 , H

(1)
1 )

Let us analyze locally the effect of the blow up at each level (according to the
dimension of the ambient space) of the previous diagram. Consider the affine chart
that arises after dividing by y. Set z1 := z

y , x1 := x
y , y1 := y.

3-dimensional basic object

(A3
k, {∅}) ← (Spec k[x1, y1, z1], {H(3)

1 })

G(3) = OV (3) [zW, (x2 − y3)W ] ← G(3)
1 = k[x1, y1, z1][z1W, y1(x

2
1 − y1)W ]

Projecting: 2-dimensional basic object

(A2
k, {∅}) ← (k[x1, y1], {H(2)

1 })

G(2) = OV (2) [(x2 − y3)W ] ← G(2)
1 = k[x1, y1][y1(x

2
1 − y1)W ]

And, moreover,

Transform for ̂G(2)

(k[x, y], {∅}) ← (k[x1, y1], {H(1)
2 })

̂G(2) = k[x, y][xW, y2W, y3W 2] ← ̂G(2)
1 = k[x1, y1][x1W, y1W, y1W

2]

Projecting: 1-dimensional basic object

(k[x], {∅}) ← (k[x1], {H(1)
1 })

̂G(1) = k[y][y2W, y3W 2] ← ̂G(1)
1 = k[y1][y1W, y1W

2]
̂

̂G(1) = k[y][yW ] ← ̂

̂G(1)
1 = k[y1][W ]

Thus, Sing
̂

̂G(1)
1 = ∅. Moreover, in this case, Sing ̂G(1)

1 = ∅, hence Sing ̂G(2)
1 = ∅,

and

2 = max w-ord
(2)

G(2) > max w-ord
(2)

G(2)
1

= 1,

so the second coordinate of the t
(2)

G(2)
1

-function enters in scene by counting old ex-

ceptional divisors.
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Denote by C1 the strict transform of C. Then:

ΓX1
(ξ) =

{

((1, 0), (1, 1), ∗) if ξ1 = C1 ∩H
(3)
1

((1, 0), (1, 0),∞) if ξ ∈ C1 \ (0, 0, 0).

Notice that points at {z1 = 0} ∩H
(3)
1 different from (0, 0, 0) (the origin of the

affine chart Spec k[x1, y1, z1]), are already within the monomial case (see Remark
18.8).

Now we determine the third pair of coordinates of ΓX1
at ξ1. To this end, we

attach to max t
(2)

G(2)
1

= (1, 1) the simple basic object

(V
(2)
1 , ˜G(2), {∅}),

where
˜G(2) = k[x1, y1][(x

2
1 − y1)W, y1W ] = k[x1, y1][x

2
1W, y1W ],

(see 37.7). Consider the natural projection

k[x1] −→ k[x1, y1]

and define the corresponding elimination algebra of ˜G(2),

˜G(1) = k[x1][x
2
1W ],

and the basic object

(Spec k[x1], ˜G(1), {∅}).
This defines the function t

(1)

G̃(1)
on Max t

(2)

G(2)
1

. Thus,

ΓX1
(ξ) =

{

((1, 0), (1, 1), (2, 0) if ξ1 = C1 ∩H1

((1, 0), (1, 0),∞) if ξ ∈ C1 \ (0, 0, 0).

Since ˜G(1) = k[x1][x
2
1W ] is non-simple, we attach to 2 = max w-ord

(1)

G̃(1)
the

simple basic object (s.b.o.):

(Spec k[x1],
˜

˜G(1), {∅})

with
˜

˜G(1) = k[x1][x1W ].

Summarizing:
(19.6)

(V
(3)
1 ,G(3)

1 , {H(3)
1 })

Projection ↓ s. b. o.

(V
(2)
1 ,G(2)

1 , {H(2)
1 }) ↔ ((V

(2)
1 , ˜G(2), {∅})
↓ Projection s. b. o.

(V ′(1), ˜G(1), {∅}) ↔ (V ′(1),
˜

˜G(1), {∅}).

Notice that a lowering of max t
(2)

G(2) is obtained by resolving (V
(2)
1 , ˜G(2), {∅}) whose

codimensional type is larger than that of (V
(2)
1 ,G(2)

1 , {H(2)
1 }); similarly, a lower-

ing of max w-ord
(1)

G̃(1)
is achieved by resolving (V ′(1),

˜

˜G(1), {∅}) which has a larger

codimensional type.
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Step 2. The second blow up. The maximum value of ΓX1
(ξ) indicates the

second center to be blow up: the origin of the affine chart Spec k[x1, y1, z1]. So we
enlarge the sequence from diagram (19.4),

(19.7)
(V

(3)
1 ,G(3)

1 , {H(3)
1 }) ←− (V

(3)
2 ,G(3)

2 , {H(3)
1 , H

(3)
2 })

↓ ↓
(V

(2)
1 ,G(2)

1 , {H(2)
1 }) ←− (V

(2)
2 ,G(2)

2 , {H(3)
1 , H

(3)
2 }).

And diagram (19.6) transforms as follows:
(19.8)

(V
(3)
2 ,G(3)

2 , {H(3)
1 ,H

(3)
2 })

Projection ↓ s. b. o.

(V
(2)
2 ,G(2)

2 , {H(2)
1 ,H

(2)
2 }) ↔ ((V

(2)
2 , ˜G(2)

1 , {H(2)
2 })

↓ Projection s. b. o.

(V ′(1)
1 , ˜G(1)

1 , {H(1)
2 }) ↔ (V ′(1)

1 ,
˜
˜G1

(1)
, {H(1)

2 })

We analyze locally the effect of the blow up at each level (according to the
dimension of the ambient space) of the previous diagram. Consider, the affine
chart after dividing by x1. Set z2 := z1

x1
, x2 := x1 and y2 = y1

x1
. Then

3-dimensional basic object

(Spec k[z1, x1, y1], {H(3)
1 }) ← (Spec k[z2, x2, y2], {H(3)

1 ,H
(3)
2 })

G(3)
1 = k[z1, x1, y1][z1W,y1(x

2
1 − y1)W ] ← G(3)

2 = k[z2, x2, y2][z2W,y2x2(x2 − y2)W ]

Projecting: 2-dimensional basic object

(k[x1, y1], {H(2)
1 }) ← (k[x2, y2], {H(2)

1 , H
(2)
2 })

G(2)
1 = k[x1, y1][(x

2
1 − y1)W ] ← G(2)

2 = k[x2, y2][y2x2(x2 − y2)W ]

And, moreover,

Transform for ˜G(2)

(k[x1, y1], {∅}) ← (k[x2, y2], {H(2)
2 })

˜G(2) = k[x1, y1][x
2
1W, y1W ] ← ˜G(2)

1 = k[x2, y2][x2W, y2W ]

Projecting: 1-dimensional basic object

(k[x1], {∅}) ← (k[x2], {H(1)
2 })

˜G(1) = k[x1][x
2
1W ] ← ˜G(1)

1 = k[x2][x2W ]
˜

˜G(1) = k[x1][x1W ] ← ˜

˜G(1)
1 = k[x2][W ]

Now, Sing
˜

˜G(1)
1 = ∅, hence,

2 = max w-ord
(1)

G̃(1)
> max w-ord

(1)

G̃(1)
1

= 1
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and the second coordinate of the t
(1)

G̃(1)
1

-function plays a role in counting old excep-

tional divisors.
Denoting by C2 the strict transform of C, we start defining the resolution

function:

ΓX2
(ξ) =

{

((1, 0), (1, 1), (1, 1)) if ξ2 = C2 ∩H2 ∩H1

((1, 0), (1, 0),∞) if ξ ∈ C2 \ (0, 0, 0).

Step 3. The third blow up. Blow up the origin of the affine chart Spec k[x2, y2, z2]
and enlarge sequence (19.7):

(19.9)
(V

(3)
2 ,G(3)

2 , {H(3)
1 , H

(3)
2 }) ←− (V

(3)
3 ,G(3)

3 , {H(3)
1 , H

(3)
2 , H

(3)
3 })

↓ ↓
(V

(2)
2 ,G(2)

2 , {H(2)
1 , H

(2)
2 }) ←− (V

(2)
3 ,G(2)

3 , {H(3)
1 , H

(3)
2 , H

(2)
3 }).

Diagram (19.8) transforms:

(19.10)

(V
(3)
3 ,G(3)

3 , {H(3)
1 , H

(3)
2 , H

(3)
3 })

Projection ↓ s. b. o.

(V
(2)
3 ,G(2)

3 , {H(2)
1 , H

(2)
2 , H

(2)
3 }) ↔ ((V

(2)
3 , ˜G(2)

3 , {H(2)
2 , H

(2)
3 })

↓ Projection

(V ′(1)
2 , ˜G(1)

3 , {H(1)
2 , H

(1)
3 })

One can check that Sing ˜G(1)
3 = ∅, thus, Sing ˜G(2)

3 = ∅, so,

(1, 1) = max t
(2)

G(2)
1

= max t
(2)

G(2)
2

> max t
(2)

G(2)
3

= (1, 0).

Now, if C3 denotes the strict transform of C2 in V
(3)
3 , we have that for all

ξ ∈ C3,

ΓX3
(ξ) = ((1, 0), (1, 0),∞).

The rest of the points in Sing G(3)
3 are within the monomial case (see Remark 18.8).

At this point, G(3)
3 is of codimensional type 2 at any point of C3, which in addition

has normal crossings with all the exceptional divisors.

Step 4. The fourth blow up. Therefore, C3 is the next center that we blow up:

(V
(3)
3 ,G(3)

3 , {H(3)
1 , H

(3)
2 , H

(3)
3 }) ←− (V

(3)
4 ,G(3)

4 , {H(3)
1 , H

(3)
2 , H

(3)
3 , H

(3)
4 })

↓ ↓
(V

(2)
3 ,G(2)

3 , {H(2)
1 , H

(2)
2 , H

(2)
3 }) ←− (V

(2)
4 ,G(2)

4 , {H(3)
1 , H

(3)
2 , H

(2)
3 , H

(4)
4 }).

Notice that G(2)
4 is generated in degree one by a locally principal ideal supported

on exceptional divisors:

G(2)
4 = OV (4) [I(H(2)

1 ) · I(H(2)
2 ) · I(H(2)

3 )2 · I(H(2)
4 )W ].

Therefore, we have achieved the monomial case in the sense of Remark 18.8, and a
resolution of

(V
(3)
4 ,G(3)

4 , {H(3)
1 , H

(3)
2 , H

(3)
3 , H

(3)
4 })

follows from a combinatorial argument: a new resolution function can be defined
to treat this case (see [EV1]).
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20. Some applications of constructive resolution of basic objects

The main application of the theorem on constructive resolution of basic objects
from Section 12 (see Theorem 12.6) is the Theorem of Constructive Resolution of
Singularities of Algebraic Varieties over fields of characteristic zero. This will be
addressed in Section 30.

In the present section we exhibit other applications with a twofold goal: on
the one hand they are interesting by themselves; on the other, they will be used in
Section 30 to obtain different versions of the Theorem of Resolution of Singularities
of Algebraic Varieties.

In the following lines all schemes are assumed to be defined over a field of
characteristic zero. We will use the language of pairs (instead of that of Rees
algebras) since we that think the notation is simpler in this case (see 14.1 and 14.2
for the dictionary between Rees algebras and pairs).

20.1. Application 1. Let V be a smooth scheme, let E be a collection of
hypersurfaces with normal crossing support, and let L be an invertible sheaf of
ideals on V . Recall that, since V is smooth, for all ξ ∈ V , the local ring OV,ξ is

regular, and therefore a unique factorization domain. Denote by ˜L the invertible
sheaf of ideals that results after factoring out from L those components supported
on E.

Consider the constructive resolution of (V, ( ˜L, 1), E), say
(20.1)

(V, ( ˜L, 1), E) = (V0, ( ˜L0, 1), E0) ←− (V1, ( ˜L1, 1), E1) ←− . . . ←− (Vr, ( ˜Lr, 1), Er),

and denote by π the composite morphism V ←− Vr. Then:

(1) The invertible sheaf π∗L = LOVr
is supported on Er. So, in particular, it

defines a normal crossing divisor supported on the exceptional divisor of
the morphism π.

(2) The morphism π induces an isomorphism on V \V(L), where V(L) denotes
the closed subscheme defined by L in V .

Observe that at some steps in sequence (20.1) we may be blowing up at a
(smooth) hypersurface. Even though this induces the identity morphism, the trans-
form of a pair after such blow up has a non-trivial law of transformation.

20.2. Application 2. Suppose that V is a smooth scheme, L is an invertible
sheaf of ideals on V , and let X ⊂ V be a closed smooth subscheme such that
the restriction of L to each component of X, say L|X , is non-zero, and different
from OX . Then, a property of the constructive resolution of basic objects is that
the constructive resolution of (V, ((I(X) + L), 1), E = ∅) induces the constructive
resolution of (X, (L|X , 1), E = ∅) and vice versa. Moreover if

(V, ((I(X) + L), 1), E = ∅) π←− (Vr, ((I(X) + L)r, 1), Er)

is such resolution, then the strict transform of X in Vr, say Xr, has normal crossings
with Er ∪ π∗L, and π induces an isomorphism on V \ V(L), and hence on a dense
open set of X. Moreover, Xr is smooth since all centers are chosen to be smooth.
This fact will be used later for the proof of Theorem 30.7.

To prove the assertion, first notice that if X ⊂ V is a closed subscheme, and if
Y ⊂ X ⊂ V is our choice of center, then the blow up at Y induces a commutative
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diagram of blow ups and closed immersions:

V V1
ρ��

X

		

X1
ρ

��

		

Moreover, if H1 ⊂ V1 denotes the exceptional divisor, then

I(H1)|X1
= ρ∗(I(Y )).

Now set N = I(X) + L and consider the basic objects

(V, (N , 1), E = ∅) and (X, (N|X , 1), F = ∅),
and

(V, (L, 1), E = ∅) and (X, (L|X , 1), F = ∅).
Since X is smooth, it can be shown that a finite sequence of permissible trans-

formations of (V, (N , 1), E = ∅) induces a finite sequence of permissible transfor-
mations of (X, (N|X , 1), F = ∅) and vice versa (see [BrG-EV, §6]). Moreover,
setting:

(20.2)
(V0, (N0, 1), E0) := (V, (N , 1), E = ∅);

(X0, (N|X,0
, 1), F0) := (X, (N|X , 1), F = ∅);

and

(V0, (L0, 1), E0) := (V, (L, 1), E = ∅); (X0, (L|X,0
, 1), F0) := (X, (L|X , 1), F = ∅),

a finite sequence of permissible transformations of one of the basic objects in (20.2),
induces commutative diagrams of transformations and restrictions:
(20.3)

(V0, (N0, 1), E0)

��

(V1, (N1, 1), E1)��

��

. . .�� (Vr, (Nr, 1), Er)��

��
(X0, (N|X,0

, 1), F0) (X1, (N|X,1
, 1), F1)�� . . .�� (Xr, (N|X,r

, 1), Fr)��

and at the same time induce permissible transformations:

(V0, (L0, 1), E0) (V1, (L1, 1), E1)�� . . .�� (Vr, (Lr, 1), Er)��

and

(X0, (L|X,0
, 1), F0) (X1, (L|X,1

, 1), F1)�� . . .�� (Xr, (L|X,r
, 1), Fr),��

with the following properties:

(1) Sing (N0, 1) ∩X0 = Sing (N|X,0
, 1) = Sing (L|X,0

, 1), i.e.,

Sing (I(X) + L, 1) ∩X = Sing (L|X , 1);

And for i = 1, . . . , r,

(2) (Ni, 1) = ((I(X) + L)i, 1) = ((I(Xi) + Li), 1);
(3) Furthermore:

Sing (Ni, 1) = Sing ((I(X) + L)i, 1) = Sing ((I(Xi) + Li), 1) =

= Sing ((I(Xi) + Li), 1) ∩Xi = Sing (Li, 1) ∩Xi = Sing (Li|Xi
, 1) =

= Sing (L|X,i
, 1).
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Now let π be the composition of the r-permissible transformations V ←− Vr, and
assume any of the two sequences in (20.3) is a resolution of the corresponding basic
object. Then the strict transforms of the components of L in Vr do not intersect
Xr. Since all the permissible centers where contained in X it can be concluded that
Xr has normal crossings with π∗L ∪ Er. In addition, π defines an isomorphism on
V \ V(L) and hence it induces an isomorphism on an open dense set of X.
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Part III: The Identification Theorem for Rees Algebras and
compatibility of constructive resolution.

Let X be a non-smooth variety defined over a perfect field k. Part I of this
manuscript has been devoted to showing that the set of points of maximum multi-
plicity X can be described as the singular locus of a suitably defined Rees algebra
G defined on some smooth scheme V . Moreover, as we have seen in Part II, if V
is defined over a field of characteristic zero, a resolution of any Rees algebra can
be constructed. Thus a lowering of the maximum multiplicity is achieved via a
resolution of G. However, the initial choice of G and the smooth scheme V may not
be unique. In addition, the association of the Rees algebra G is made locally, in an
(étale) neighborhood of each point in the maximum multiplicity locus of X. These
observations raise some natural questions:

(1) Can we compare the (constructive) resolution of two different Rees alge-
bras (defined over different smooth schemes) that describe the maximum
multiplicity locus in a neighborhood of a point of X?

(2) Does this local assignation lead to a global sequence of blow ups at smooth
centers that lower the maximum multiplicity of X?

The purpose of this part is to establish a criterion to compare pairs (V,G),
and more generally, basic objects (V,G, E), defined on different ambient spaces.
First we formulate an equivalence relation among pairs defined on different ambient
spaces (see Definition 21.2 for the notion of identifiable or equivalent pairs), which
will be extended to basic objects accordingly (see Definition 27.1 for the notion of
identifiable or equivalent basic basic objects). As we will see, this new equivalence
relation generalizes that of weakly equivalent Rees algebras introduced in Section
10: observe that weak equivalence is established among Rees algebras that are
defined on the same smooth scheme.

We will study upper-semi continuous functions that are compatible with this
new equivalence relation (see Sections 22, 24, 25 and 26). Finally we state the main
result of this part: the Resolution Theorem for Rees algebras 27.5, which asserts
that given two identifiable basic objects, the constructive resolution of one of them
given by Theorem 18.9 is naturally compatible with that of the other.

The results obtained in the next sections will be used in Part IV to answer
affirmatively to the questions raised in (1) and (2). In the present Part III, all
fields are assumed to be of characteristic zero.

21. Identifiable pairs

A couple of the form (V (n),G(n)) is said to be an n-dimensional pair, or simply a
pair, if V (n) is an n-dimensional smooth scheme of finite type over a field k (which we
assume to be of characteristic zero), and G(n) is an OV (n) -Rees algebra. Two pairs
(V (n),G(n)) and (V ′(n),G′(n)) will be said to be weakly equivalent if V (n) = V ′(n) and
G(n) is weakly equivalent to G′(n) (see Definition 10.5). In what follows we will not
distinguish between two weakly equivalent pairs, and this will enable us to assume
that the Rees algebras are differential, unless otherwise indicated. However, even
if our starting point is a differential Rees algebra, recall that its transform after a
permissible transformation will not be differentially saturated any more (see 16.3).
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Definition 21.1. We say that (V (d),G(d)) is an elimination pair for (V (n),G(n))
if there is a G(n)-admissible (smooth) projection βn,d : V (n) → V (d), so that G(d) is

an elimination algebra for G(n) (see Section 16). Here necessarily d < n.

Definition 21.2. Two pairs (V (n),G(n)) and (V (d),G(d)) are said to be iden-
tifiable if there is a third pair, (V (m),G(m)), for which both (V (n),G(n)) and
(V (d),G(d)) are elimination pairs.

Remark 21.3. Definition 21.2 is valid over perfect fields, and so is Lemma
21.9 below. The treatment in such context requires different arguments and the
results are still partial. So we present here results only in characteristic zero, such
as Lemma 21.10.

Remark 21.4. The pair (V (m),G(m)) from Definition 21.2 may not be unique.
So, whenever we say that (V (n),G(n)) and (V (d),G(d)) are identifiable, we will be
assuming that we have fixed a pair (V (m),G(m)) for which the conditions of the
definition hold. We will refer to

(V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

(V (n),G(n)) (V (d),G(d))

as a diagram of identifications.

How do we search for identifiable pairs? Let (V (n),G(n)) be a pair. The
purpose of the following examples is to exhibit some pairs which are identifiable
with (V (n),G(n)).

Example 21.5. If (V (n),G(n)) and (V ′(n),G′(n)) are isomorphic pairs, meaning
that there is an isomorphism, φ : V (n) −→ V ′(n) with φ∗(G′(n)) = G(n), then
(V (n),G(n)) and (V ′(n),G′(n)) are identifiable. To see this, consider the diagram

V (n+1) := V (n) ×Spec k A
1
k

α

��			
			

			
			

			

α′

��
V (n) φ �� V ′(n),

where α′ = φ ◦ α. Now if {x = 0} is the image of a section of α, set G(n+1) :=
OV (n+1) [xW ]�α∗(G(n)). Notice that by the hypothesis, also G(n+1) = OV (n+1) [xW ]�
α∗(φ∗(G′(n))) = OV (n+1) [xW ]�α′∗(G′(n)). Now, by Remark 16.10, (V (n),G(n)) and
(V ′(n),G′(n)) are elimination pairs for (V (n+1),G(n+1)).

Remark 21.6. Given a pair (V (d),G(d)) we can easily construct another pair
(V (n),G(n)) with n > d, for which (V (d),G(d)) is an elimination pair. To do so,
it suffices to consider the natural extension OV (d) → OV (d) [X1, . . . , Xn−d] which

induces a smooth morphism βn,d : V (d) × An−d
k → V (d), and then set

G(n) := β∗
n,d(G(d))�OV (n) [〈X1, . . . , Xd−n〉W ].

It can be checked that (V (d),G(d)) is an elimination pair of (V (n),G(n)) (see Remark
16.10). More generally, given a pair (V (d),G(d)) and a smooth morphism β : V (n) →
V (d) for some V (n) with n > d, we can perform a construction (similar to that in



162 A. BRAVO AND O. E. VILLAMAYOR U.

Remark 21.6) whenever there is a section of β. This is possible, locally at any point
of V (d) using étale topology (see Remark 16.10).

Example 21.7. If (V (d),G(d)) is an elimination pair for (V (n),G(n)) then the
pairs (V (n),G(n)) and (V (d),G(d)) are identifiable. To see this consider the diagram:

V (n+1) := V (n) ×Spec(k) A
1
k

α

��





















β◦α

��

V (n)

β

���
���

���
���

���
�

V (d).

Suppose that {x = 0} is the image of a section of α, and set G(n+1) := OV (n+1) [xW ]�
α∗(G(n)). By Remark 21.6, it follows that (V (n),G(n)) is an elimination pair for
(V (n+1),G(n+1)). To check that (V (d),G(d)) is an elimination pair for (V (n+1),G(n+1))
we use Remark 16.10 to write G(n) as OV (n) [z1W, . . . , zn−dW ] � β∗(G(d)) where
{z1 = 0, . . . , zn−d = 0} defines the image of a section of β. Now observe that
{x = 0, α∗(z1) = 0, . . . , α∗(zn−d = 0)} is the image of a section of β ◦ α, and that

G(n+1) = OV (n+1) [xW ]� α∗(G(n)) =

= OV (n+1) [xW,α∗(z1)W, . . . , α∗(zn−d)W ]� α∗(β∗(G(d))),

and the claim follows from Remark 16.10 once more.

Remark 21.8. Being identifiable is an equivalence relation among pairs. Re-
flexivity follows from Example 21.5, symmetry is obvious, and transitivity follows
from Lemma 21.9 below.

Lemma 21.9. If (V (n),G(n)) and (V (d),G(d)) are identifiable, and if (V (d),G(d))
and (V (l),G(l)) are identifiable, then (V (n),G(n)) and (V (l),G(l)) are identifiable.

Proof. By the hypotheses, (V (n),G(n)) and (V (d),G(d)) are elimination pairs
for some pair (V (m),G(m)) with m > n, d, and (V (d),G(d)) and (V (l),G(l)) are
elimination pairs for some pair (V (r),G(r)) with r > d, l. Thus we have the following
diagrams of identifications:

(V (m),G(m))



���
���

���
��

β

����
���

���
���

(V (r),G(r))

β′

��





����
���

���
���

(V (n),G(n)) (V (d),G(d)) (V (l),G(l))).

Now it will be enough to show that (V (m),G(m)) and (V (r),G(r)) can be seen as
elimination pairs of a third pair. To do so, set V (t) := V (m) ×V (d) V (r), thus
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t = m+ r − d. Consider the commutative diagram

V (t)

λ



���
���

���
���

λ′

����
���

���
���

�

μ

��

(V (m),G(m))

β ����
���

���
���

(V (r),G(r))

β′









(V (d),G(d)),

and define

G(t) := λ∗(G(m))� λ′∗(G(r)).

We claim that (V (m),G(m)) and (V (r),G(r)) are elimination pairs of (V (t),G(t)). To
prove the claim it is enough to argue locally.

Let ξ ∈ Sing G(d), and set:

ξβ = β−1(ξ) ∩ Sing G(m), and ξβ′ = β′−1(ξ) ∩ Sing G(r).

Now since τG(m),ξβ ≥ (m − d) (see Remark 16.10), locally, at OV (m),ξβ , there is a
regular system of parameters x1, . . . , xm, so that

G(m) = OV (m) [x1W, . . . , xm−dW ]� β∗(G(d)).

In fact, this equality holds in some open set U (m) containing ξβ . Similarly, since
τG(r),ξβ′ ≥ (r − d), locally at OV (r),ξβ′ , there is a regular system of parameters

y1, . . . , yr, so that

G(r) = OV (m) [y1W, . . . , yr−dW ]� β′∗(G(d)),

and in fact this equality holds in a neighborhood U (r) of ξβ′ . Replace V (d) by some

open neighborhood U (d) of ξ, so that

β : U (m) → U (d), and β′ : U (r) → U (d).

Now consider:

U (t) := U (m) ×U(d) U (r) ⊂ V (t),

and the commutative diagram:

U (t)

λ



���
���

���
���

λ′

����
���

���
���

�

μ

��

(U (m),G(m))
β

��

(U (r),G(r))
β′

��
(U (d),G(d)),

s

��

s′

��

with sections s : U (d) → U (m) and s′ : U (d) → U (r) whose images are determined
by the zeroes of x1, . . . , xm−d and y1, . . . , yr−d respectively (here we may need to
replace U (d) by some étale neighborhood, which we denote by U (d) again to simplify
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the notation, see Remark 16.10). By the universal property of the fiber product,
there is a section s′′ : U (d) → U (t) so that the following diagram commutes:

U (t)

λ



���
���

���
���

λ′

����
���

���
���

�

μ

��

(U (m),G(m))
β

��

(U (r),G(r))
β′

��
(U (d),G(d)).

s

��

s′

��s′′

��

Notice that

(21.1)
G(t) = λ∗(G(m))� λ′∗(G(r)) =

OV (t) [λ∗(x1)W, . . . , λ∗(xm−d)W,λ′∗(y1)W, . . . , λ′∗(yr−d)W ]� μ∗(G(d)),

and that λ∗(x1), . . . , λ
∗(xm−d), λ

′∗(y1), . . . , λ
′∗(yr−d) define the image of

s′′ : U (d) → U (t).

Therefore, λ∗(x1), . . . , , λ
∗(xm−d), λ

′∗(y1), . . . , λ
′∗(yr−d) can be extended to some

regular system of parameters in an open subset of U (t). From the expression (21.1)
it follows that G(d) is an elimination algebra for G(t) (see Remark 16.10).

Now, since μ is transversal to G(t) so is λ. Thus we can construct an elimination

algebra of G(t) in V (m), say ˜G(m). Notice that by construction,

G(m) ⊂ ˜G(m),

and hence by 16.5,

Sing G(m) ⊃ Sing ˜G(m).

By 16.7 (6) and (7) we have that: any G(d)-local sequence induces a G(m)-local
sequence and a G(t)-local sequence and identification of singular loci. Any G(t)-

local sequence in turn induces a ˜G(m)-local sequence with identification of singular

loci. Iterating this argument it can be checked that ˜G(m) and G(m) are weakly
equivalent. Therefore, (V (m),G(m)) is an elimination pair for (V (t),G(t)). The
claim on (V (r),G(r)) follows from a similar argument. �

Lemma 21.10. Being identifiable is preserved by considering local se-
quences. Suppose that (V (n),G(n)) and (V (d),G(d)) are identifiable via a diagram
of identifications:

(V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

(V (n),G(n)) (V (d),G(d)).

Then any local G(n)-sequence as the ones considered in Remark 11.7,

(21.2) (V (n),G(n)) = (V
(n)
0 ,G(n)

0 ) ←− (V
(n)
1 ,G(n)

1 ) ←− . . . ←− (V (n)
s ,G(n)

s ),

induces a G(d)-local sequence

(21.3) (V (d),G(d)) = (V
(d)
0 ,G(d)

0 ) ←− (V
(d)
1 ,G(d)

1 ) ←− . . . ←− (V (d)
s ,G(d)

s ),
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and a G(m)-local sequence

(21.4) (V (m),G(m)) = (V
(m)
0 ,G(m)

0 ) ←− (V
(m)
1 ,G(m)

1 ) ←− . . . ←− (V (m)
s ,G(m)

s ),

and vice versa. Moreover, the pairs (V
(n)
i ,G(n)

i ) and (V
(d)
i ,G(d)

i ) from sequences
( 21.2) and ( 21.3) are identifiable for each i = 0, 1, . . . , s via diagrams of identifi-
cation

(V
(m)
i ,G(m)

i )

λi









λ′
i

����
���

���
���

(V
(n)
i ,G(n)

i ) (V
(d)
i ,G(d)

i ),

and for i = 0, 1, . . . , s:

(1) Sing G(n)
i is homeomorphic to Sing G(d)

i ;

(2) A smooth center Yi ⊂ Sing G(n)
i corresponds to a smooth center in Sing G(d)

i

and vice versa.

Proof. From the hypotheses, (V (n),G(n)) and (V (d),G(d)) are elimination
pairs for the pair (V (m),G(m)). Now the assertion follows from 16.7 (1), (2), (6)
and (7). �

Identifiable pairs and invariants

In the following sections we will be interested in studying what we call invari-
ant functions on identifiable pairs (see Definition 22.1 below). Examples of these
functions will be the dimensional type of a pair, Hironaka’s order function, and the
corresponding satellite functions (see Section 14).

22. Invariant functions on pairs

Suppose that (V (n),G(n)) and (V (d),G(d)) are identifiable and fix a diagram of
identifications as in Remark 21.4,

(22.1) (V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

(V (n),G(n)) (V (d),G(d)).

For each ξ ∈ Sing G(n), let ξλ ∈ Sing G(m) be the unique point dominating ξ, and
set ξ′ := λ′(ξλ). In other words, since (V (n),G(n)) and (V (d),G(d)) are identifiable,
the closed sets Sing G(n) and Sing G(d) are homeomorphic, and ξ′ is the image of ξ
via the homeomorphism induced by the diagram of identifications (22.1).

Definition 22.1. With the same notation as above, an invariant function for
identifiable pairs is an assignment of a function γ(V (n),G(n)) to each pair (V (n),G(n))
so that the following conditions hold:

(1) Each γ(V (n),G(n)) is defined on Sing G(n) and takes values in some well
ordered set Λ:

γ(V (n),G(n)) : Sing G(n) −→ Λ;
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(2) If (V (n),G(n)) and (V (d),G(d)) are identifiable with a diagram of identifi-
cations like (22.1) then, for all ξ ∈ Sing G(n)

γ(V (n),G(n))(ξ) = γ(V (d),G(d))(ξ
′).

23. Trivial pairs

23.1. Simple pairs, trivial pairs. A pair (V (n),G(n)) is said to be simple
(resp. e-simple) at ξ ∈ Sing G(n) if G(n) is simple (resp. e-simple) at ξ (see 13.3
(3)). Recall that if τG(n),ξ ≥ e ≥ 1 then there is a regular system of parameters

x1, . . . , xn ∈ OV (n),ξ, so that, up to weak equivalence, x1W, . . . , xeW ∈ G(n). Thus,

if (V (n),G(n)) is e-simple at ξ, then it is e-simple in a neighborhood of ξ. We will
say that (V (n),G(n)) is simple (resp. e-simple) if it is simple (resp. e-simple) at
any point ξ ∈ Sing G(n).

If (V (n),G(n)) is e-simple pair for some e ≥ 1 then the e-codimensional com-
ponents of Sing G(n) are smooth and disconnected in Sing G(n), and Sing G(n) is a
disjoint union

Sing G(n) = Fe � Z

where Fe denotes the (disjoint) union of the components of codimension e. We will
say that (V (n),G(n)) is e-trivial at each point ξ ∈ Fe (see 13.3 (5)).

Proposition 23.2. Assume (V (n),G(n)) and (V (d),G(d)) are identifiable with
a diagram of identifications as in ( 22.1). Let ξ ∈ Sing G(n), and let ξ′ ∈ Sing G(d)

be the point identified with ξ via the homeomorphism induced by λ and λ′. Then,
(V (n),G(n)) is e-trivial at ξ for some e ≥ 1 if and only if (V (d),G(d)) is e′-trivial at
ξ for some e′ ≥ 1.

Proof. Assume that (V (n),G(n)) is e-trivial at ξ for some e ≥ 1 and let ξ′′ ∈
Sing G(m) be its preimage via λ. Then by the Claim 1 in Remark 16.10, G(m) is
(m − n) + e trivial. Observe that here necessarily (m − n) + e > (m − d) (since
(V (d),G(d)) is an elimination pair for (V (m),G(m))). Again by Remark 16.10, G(d)

one has that (m− n) + e− (m− d) = (d+ e− n)-trivial. �

Conclusion. Being trivial is an invariant quality of identifiable pairs.

24. The dimensional type of a pair

Definition 24.1. A pair (V (n),G(n)) is said to be of dimensional type d if
it is identifiable with some d-dimensional pair. A pair (V (n),G(n)) is said to be
locally of dimensional type d at a point ξ ∈ Sing G(n) if it is identifiable with some
d-dimensional pair in a neighborhood of ξ.

Remark 24.2. If (V (n),G(n)) is of dimensional type d, then, in particular, we
can see a homeomorphic copy of Sing G(n) embedded in some d-dimensional smooth
scheme.

Remark 24.3. Since being identifiable is an equivalence relation among pairs,
it is clear that if a pair (V (n),G(n)) is of dimensional type d, then so is any other
pair identifiable with (V (n),G(n)). Thus the dimensional type is an invariant on
identifiable pairs according to Definition 22.1 (as opposed to the codimensional
type of a pair, see 13.3 (3), which is an invariant only for weakly equivalent pairs).
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What are the possible dimensional types of a given pair? Let (V (n),G(n)) be an
n-dimensional pair. By Remark 21.6, (V (n),G(n)) has dimensional type m for any
m ≥ n. What about smaller dimensions? This question requires a more careful
analysis, and will be discussed in the following lines.

24.4. Trivial pairs. If (V (n),G(n)) is e-trivial for some e ≥ 1 then it can be
represented in dimensions n, . . . , n−(e−1) in a neighborhood of ξ, but, of course, it
cannot be represented in dimension (n− e) (recall that in our setting, the singular
locus of a Rees algebra G in V is a proper subset of V ). This settles the question
about the representability of trivial pairs in lower dimensions. Proposition 23.2
states that if two pairs are identifiable, then the homeomorphism between their
singular loci maps the trivial components of one of them to the trivial components
of the other.

Definition 24.5. Let (V (n),G(n)) be an e-simple pair. We will say that
(V (n),G(n)) is non-e-trivial if Fe = ∅ (see the notation in 23.1).

Proposition 24.6. An n-dimensional pair (V (n),G(n)) has dimensional types
(n − 1) ≥ . . . ≥ (n − e) in a neighborhood of a point ξ ∈ Sing G(n) if and only if
τG(n)ξ ≥ e ≥ 1 and (V (n),G(n)) is non-e-trivial.

Proof. If τG(n) ≥ e > 1 in a neighborhood U of ξ ∈ Sing G(n) and G(n) is

non-e-trivial at ξ then G(n)-admissible projections can be constructed to smooth
(n− i)-dimensional schemes V (n−i) for all i = 1, . . . , e,

βn,n−i : U ⊂ V (n) → V (n−i),

and elimination algebras G(n−i) ⊂ OV (n−i) [W ] can be defined (see 16.7).
To show the converse, assume, to get a contradiction, that (V (n),G(n)) is rep-

resentable in dimensions (n − 1) ≥ . . . ≥ (n − e) in a neighborhood of ξ. Then
(V (n),G(n)) is identifiable with some (n− e)-dimensional pair say (V (n−e),G(n−e)).
Fix a diagram of identifications:

(24.1) (V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

�

(V (n),G(n)) (V (n−e),G(n−e)),

and let ξ′ ∈ Sing G(m) be such that λ(ξ′) = ξ. By Remark 16.10, there is a regular
system of parameters x1, . . . , xm ∈ OV (m),ξ′ such that

OV (m),ξ′ [x1W, . . . , xm−(n−e)W ] ⊂ G(m).

Hence τG(m),ξ′ ≥ m− (n− e) and by 16.7 (5), τG(n),ξ ≥ (m− (n− e))− (m−n) = e.

Now, if G(n) were e-trivial at ξ, then, again by Remark 16.10, G(m) would be
(m− n) + e-trivial at ξ′ (see also Proposition 23.2) and by the discussion in 24.4 it
only be would be representable up to dimension m− ((m− n) + e) + 1 = n− e+ 1
which is a contradiction. �

24.7. Summarizing: bounds on the dimensional type of a pair. Let
(V (n),G(n)) be an e-simple pair. We distinguish two cases:
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The trivial case. If (V (n),G(n)) is e-trivial for some e ≥ 1, then it is easy to
see that its dimensional types are . . . , (n+ 1), n, . . . , (n− e+ 1). If a pair is trivial
then so is any other pair identifiable with it (see Proposition 23.2).

The non-trivial case. If (V (n),G(n)) is non-e-trivial and τG(n) = e ≥ 0 then

the dimensional types of (V (n),G(n)) are at least . . . , (n+ 1), n, . . . , (n− e).

25. Other invariant functions on identifiable pairs: order functions

Let (V (n),G(n)) be a pair. As indicated before, our purpose is to define invariant
functions on pairs. In this section, we will present upper-semi continuous functions
with values in some well ordered set (Λ,≥),

FG(n) : Sing G(n) −→ (Λ,≥)

that are invariants on identifiable pairs (see Section 22) and that are defined at
each step of a G(n)-local sequence. So if

(25.1)
V

(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

is a local sequence, then the functions

FG(n)
i

: Sing G(n)
i −→ (Λ,≥)

are natural extensions of FG(n)
0

for i = 1, . . . ,m in some sense to be discussed.

Remark 25.1. Let (V (n),G(n)) be a pair. An interesting example of an upper-
semi continuous function on pairs is Hironaka’s order function (see 9.8):

(25.2)
ord

(n)

G(n) : Sing G(n) −→ Q

η �→ ordG(n)(η).

Notice that Hironaka’s order function is defined at any step of a G(n)-local sequence
like (25.1):

(25.3)
ord

(n)

G(n)
i

: Sing G(n)
i −→ Q

η �→ ordG(n)
i

(η),

and takes the same value on weakly equivalent pairs. The purpose of this section is
to study these order functions and to show that in fact, these are invariant functions
on identifiable pairs (see 25.4)).

25.2. Order functions defined for a given pair. Assume that (V (n),G(n))
is of dimensional type d, and fix a diagram of identifications:

(25.4) (V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

(V (n),G(n)) (V (d),G(d)).

For each η ∈ Sing G(n), let η′ ∈ Sing G(d) be the corresponding point via the
homeomorphism induced by λ and λ′. Then define:

(25.5)
ord

(d)

G(n) : Sing G(n) −→ Q

η �→ ordG(d)(η′).
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To see that this function is well defined, we consider two cases:

Case d > n. Notice that ord
(d)

G(n) is constantly equal to 1 on Sing G(n) for any

d-dimensional pair identifiable with (V (n),G(n)) with d > n. This follows from the
fact that G(d) is necessarily (d− n)-simple, see Proposition 24.6.

Case d ≤ n. If n = d then the assertion follows from Theorem 17.1. If n > d,
then, since the assumption is that (V (n),G(n)) is of dimensional type d, necessarily
τG(n) ≥ (n − d) (see Proposition 24.6), and G(n) is not (n − d)-trivial, so a G(n)-
admissible projection can be constructed to some d-dimensional smooth scheme,

β′
n,d : V (n) −→ V ′(d)

with a corresponding elimination algebra G′(d).
(25.6)

(V (m),G(m))

λ



���
���

���
��

λ′

���
��

��
��

��
��

��
��

��
��

(V (n),G(n))
β′
n,d



���
���

���
��

(V ′(d),G′(d)) (V (d),G(d))

But, via λ, the pair (V ′(d),G′(d)) is also an elimination pair for (V (m),G(m)). Thus,

by Theorem 17.1 again, the function ord
(d)

G(n) coincides with that defined by any

d-dimensional elimination pair for (V (n),G(n)), and hence it is well defined.

Definition 25.3. Assume that (V (n),G(n)) is of dimensional type d. Then we
will refer to the d-th order function of G(n) as the function

ord
(d)

G(n) : Sing G(n) → Q,

from 25.2.

Remark 25.4. From the discussion in 25.2, it follows that the functions of
Definition 25.3 are invariant functions on identifiable pairs.

Remark 25.5. If (V (n),G(n)) and (V ′(n),G′(n)) are isomorphic via some iso-
morphism φ : V (n) −→ V ′(n) as in Example 21.5, then the pairs (V (n),G(n)) and
(V ′(n),G′(n)) are identifiable, and by Remark 25.4,

ord
(n)

G(n)(ξ) = ord
(n)

G′(n)(φ(ξ)).

Moreover, if (V (n),G(n)) is of dimensional type d, then so is (V ′(n),G′(n)), and

ord
(d)

G(n)(ξ) = ord
(d)

G′(n)(φ(ξ)).

26. More invariant functions on pairs: satellite functions

Let (V (n),G(n)) be a pair. Recall that we will focus our attention on upper-
semi continuous functions FG(n) defined on Sing G(n) that can be naturally extended

along a G(n)-local sequence, and that are invariants on identifiable pairs in the sense
of Definition 22.1.
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The maximum value of an upper-semi continuous function FG(n) will be denoted
by max FG(n) , and we associate to this value the closed set:

Max FG(n) :=
{

ξ ∈ Sing G(n) : FG(n)(ξ) = max FG(n)

}

.

Definition 26.1. Let FG(n) be an upper-semi continuous function defined on

a pair (V (n),G(n)). A G(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

is said to be max−FG(n)-local, if whenever Vi ← Vi+1 is the blow up at a permissible

center Yi ⊂ V
(n)
i , one has that

Yi ⊂ Max FG(n)
i

⊂ Sing G(n)
i .

Remark 26.2. We stress here that some of the functions that will be considered
may also depend on the particular choice of the G(n)-local sequence above. An
example of such a function would be the second coordinate of the t(n)-function
introduced in 14.4.

Definition 26.3. An upper-semi continuos function FG(n) defined on a pair

(V (n),G(n)) is said to be strongly upper-semi continuous if given any max− FG(n)-
local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

one has that:

max FG(n)
0

≥ max FG(n)
1

≥ . . . ≥ max FG(n)
m

.

Let G(n) be an OV (n) -Rees algebra, and suppose that max ord
(n)

G(n) > 1 (this is

the case of the points ξ ∈ Sing G(n) where τG(n),ξ = 0). Then, if

V (n) ←− V
(n)
1

G(n) G(n)
1

is the blow up at a permissible Y ⊂ Max ord
(n)

G(n) it is no longer true that

max ord
(n)

G(n) ≥ max ord
(n)

G(n)
1

.

In the same manner, if d < n and ord
(d)

G(n) is not constantly equal to 1 (this is

the case of the points ξ ∈ Sing G(n) where τG(n),ξ = n− d), and if

V (n) ←− V
(n)
1

G(n) G(n)
1

is the blow up at a permissible Y ⊂ max ord
(d)

G(n) it is no longer true that

max ord
(d)

G(n) ≥ max ord
(d)

G(n)
1

.
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26.4. Satellite functions are invariants on identifiable pairs. The dis-

cussion above motivates the use of the so called w-ord
(d)

G(n)-functions (see Section

14), which are slight modifications of Hironaka’s order function that in addition
have a good behavior under blow ups at permissible centers. In other words, they
all are strongly upper-semi continuos functions. The fact that they are well defined
at any step of a G(n)-local sequence, assuming that (V (n),G(n)) is of dimensional
type d, follows from the discussion in 25.2 and from 14.5. The same argument

applies to the t
(d)

G(n) -functions from Section 14. These are all examples of (strongly)

invariant upper-semicontinuous functions on (identifiable) pairs (see Remark 25.4
and 14.5). In particular, if two pairs are isomorphic as in Example 21.5, then their
satellite functions take the same value on identified points (see Remark 25.5).

Now the following theorem can be proven:

Theorem 26.5. Let (V (n),G(n)) and (V (d),G(d)) be identifiable pairs, and fix
a diagram of identifications

(26.1) (V (m),G(m))

λ



���
���

���
��

λ′

����
���

���
���

(V (n),G(n)) (V (d),G(d)).

Then the stratification of Sing G(n) into smooth strata given by Theorem 17.4, in-
duces via the diagram ( 26.1) the stratification of Sing G(d) given by Theorem 17.4.

Proof. The theorem follows from the fact that the stratification is built taking
into account the t(i)-functions and the dimensional type of a pair (see Theorem 17.4
and Remark 17.5), and both are invariant functions on pairs. More details can be
found in Appendix B. �

Remark 26.6. If two pairs (V (n),G(n)) and (V ′(n),G′(n)) are isomorphic in the
sense of Example 21.5, via an isomorphism φ : V (n) −→ V ′(n), then the strat-
ification of Sing G(n) given by Theorem 17.4, induces, via φ, a stratification of
Sing G′(n). This stratification of Sing G′(n) coincides with that given by Theorem
17.4 when applied to (V ′(n),G′(n)). This follows from the fact that isomorphic pairs
are identifiable.

Constructive resolution of identifiable basic objects

27. Resolution

As indicated in Section 14, when V (n) is a smooth scheme over a field of char-
acteristic zero, a resolution of a OV (n) -Rees algebra G(n) can be constructed (see
Theorem 18.9).

Fundamental fact. To face the constructive resolution of a
Rees algebra two main invariants are used: Hironaka’s order
function and Hironaka’s τ -invariant (see Section 13). All the
other invariants that are involved in the resolution process (the so
called satellite functions) derive from these two main invariants
(see Sections 14 and 18).
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Hironaka’s order function and Hironaka’s τ -invariant are usually referred to as
resolution invariants. Thus, taking this fact for granted, it immediately follows that
a resolution of a given OV (n) -Rees algebra G(n) leads to the resolution of any other
OV (n)-Rees algebra weakly equivalent to G(n), since they share the same resolution
invariants (see Section 18).

In this section we will see that if (V (n),G(n)) and (V (d),G(d)) are identifiable,
then the constructive resolution of (V (n),G(n)) given by Theorem 18.9 induces,
via the identification, the constructive resolution of (V (d),G(d)) given by the same
theorem, and vice versa.

Exceptional divisors. Recall that once we start a resolution process, excep-
tional divisors appear after each blow up, and that we will require that the collection
of all of them have normal crossing support at the end of the resolution process. As
indicated in Section 12 we collect this information in terms of the so called basic
objects, and that there is accordingly a notion of permissible transformation. Now
we introduce the notion of identifiable basic objects.

Definition 27.1. We will say that two basic objects (V (n),G(n), E(n)) and
(V (d),G(d), E(d)) are identifiable if there is an m-dimensional basic object

(V (m),G(m), E(m))

so that:

(1) Both (V (n),G(n)) and (V (d),G(d)) are elimination pairs of (V (m),G(m)),

(27.1) (V (m),G(m))

β



���
���

���
��

β′

����
���

���
���

(V (n),G(n)) (V (d),G(d));

thus in particular (V (n),G(n)) and (V (d),G(d)) are identifiable;
(2) There are equalities of sets:

β−1(E(n)) = E(m) = β′−1(E(d)).

We will say that (V (n),G(n), E(n)) and (V (d),G(d), E(d)) are identifiable locally, in
a neighborhood U of a point ξ ∈ Sing G(n), if conditions (1) and (2) are satisfied
locally in U .

Remark 27.2. Suppose that (V (n),G(n), E(n)) and (V ′(n),G′(n), E′(n)) are iso-
morphic meaning that there is an isomorphism φ : V (n) −→ V ′(n) with φ∗(G(n)) =
G′(n) as in Example 21.5, which in addition maps E(n) to E′(n), i.e., φ(E(n)) = E′(n).
Then it can be checked that (V (n),G(n), E(n)) and (V ′(n),G′(n), E′(n)) are identifi-
able.

Definition 27.3. We will say that (V (n),G(n), E(n)) is of dimensional type d
if (V (n),G(n), E(n)) is identifiable with some basic object of dimensional type d.

Remark 27.4. In characteristic zero, if (V (n),G(n)) is an elimination pair for
some m-dimensional pair (V (m),G(m)) via a morphism

βm,n : V (m) −→ V (n),
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then any sequence of permissible transformations for (V (m),G(m)), say

(27.2) (V (m),G(m), E(m) = ∅) ← (V
(m)
1 ,G(m)

1 , E
(m)
1 ) ← . . . ← (V (m)

s ,G(m)
1 , E(m)

s )

induces, via βm,n, a permissible sequence of transformations for (V (n),G(n))

(27.3) (V (n),G(n), E(n) = ∅) ← (V
(n)
1 ,G(n)

1 , E
(n)
1 ) ← . . . ← (V (n)

s ,G(n)
1 , E(n)

s )

and for each i = 1, . . . , s, the basic objects (V
(m)
i ,G(m)

i , E
(m)
i ) and (V

(n)
i ,G(n)

i , E
(n)
i )

are identifiable. And conversely, any permissible sequence like (27.3) induces a
permissible sequence like (27.2) (see 16.7 (6), (7)). As a consequence if (V (n),G(n))
and (V (d),G(d)) are identifiable then the corresponding basic objects that arise after
considering a sequence of permissible transformations of one of them are identifiable
with the ones induced by the other.

Theorem 27.5. Resolution Theorem for Rees algebras revisited. Sup-
pose (V (n),G(n), E(n)) and (V (d),G(d), E(d)) are identifiable via some diagram like
( 27.1). Then the constructive resolution of (V (n),G(n), E(n)) given by Theorem 18.9
induces, via the identification ( 27.1), the constructive resolution of (V (d),G(d), E(d))
given by Theorem 18.9 and vice versa.

Proof. The string of relevant invariants that leads to the constructive resolu-
tion of both basic objects is the same (see Theorem 18.9): identifiable pairs share
the same satellite functions (see 26.4 and Section 24). The proof of resolution of
basic objects follows by (increasing) induction on the dimensional type (see Remark
27.6 below). �

Remark 27.6. Theorem 18.9 was proved by induction on the codimensional
type of a given basic object, namely by assuming that one can resolve basic object
of higher codimensional type. Since the codimensional type is not an invariant for
identifiable basic objects, we have therefore introduced the notion of dimensional
type. We can now change the form of induction in the resolution of basic objects,
by arguing by induction on the dimensional type. We assume that we can resolve
basic objects of smaller dimensional type. The theorem clearly holds for basic
objects of dimensional type 1. Now suppose that the theorem holds for basic
objects of dimensional type smaller than n, and let (V,G, E) be a basic object. If
the dimensional type of (V,G, E) is smaller than n, then the result follows from the
inductive hypothesis. Otherwise, if the dimensional type of (V,G, E) is n, then by

Proposition 18.2, we associate to the maximum value of the function t
(n)
G a basic

object (V, ̂G, ̂E) of smaller dimensional type.

Remark 27.7. If (V (n),G(n), E(n)) and (V ′(n),G′(n), E′(n)) are isomorphic ba-
sic objects as in Remark 27.7, then it follows that the constructive resolution of
(V (n),G(n), E(n)) given by Theorem 18.9 induces, via the isomorphism, the con-
structive resolution of (V ′(n),G′(n), E′(n)) given by the same theorem.
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Part IV: Stratification of the singular locus and resolution of
singularities

In this part of the notes we will see how the Theorem of resolution of singu-
larities of algebraic varieties follows from the Theorem of constructive resolution of
basic objects, when the characteristic is zero. As we will see, this will be a conse-
quence of the notion of local presentations introduced at the end of Part I, and the
Theorem of resolution of basic objects stated in Parts II and III. There are several
ways to approach resolution of singularities using the Theorem of Resolution of
Basic Objects. Here we will address the resolution of singularities in a way which
differs from that in previous literature (see [Cu1], [EV1], [Vi1], [Vi2]).

28. Strongly upper-semi continuous functions on varieties

Let X be a variety. A local sequence on X will be defined as a sequence of
morphisms:

(28.1) X = X0
ϕ1←− X1

ϕ2←− . . .
ϕm←− Xm

where each Xi ←− Xi+1 is either blow up at a smooth center Yi ⊂ Xi, or a smooth
morphism of one of the following forms (see Remark 11.7):

(1) The restriction to an open Zariski subset of Xi;
(2) Xi+1 is of the form Xi × An

k , and then Xi ←− Xi+1 is the projection on
the first coordinates.

We will be interested in studying certain upper-semi continuous functions on
X that naturally extend at each step of a local sequence on X.

Now fix a well ordered set (Λ,≥). Given an upper-semi continuous function F
defined on each variety,

FX : X �→ (Λ,≥)

we will denote by max FX the maximum value of FX , and define the closed subset
of X,

Max FX := {ξ ∈ X : FX(ξ) = max FX}.
A local sequence on X like (28.1) is said to be FX-local, if whenever ϕi :

Xi+1 −→ Xi is the blow up at a smooth center Yi ⊂ Xi, one has that Yi ⊂ Max FXi
.

Definition 28.1. We will say that FX is a strongly upper-semi continuous if :

(1) Given any FX -local sequence,

(28.2) X = X0
ϕ1←− X1

ϕ2←− . . .
ϕm←− Xm one has that

max FX0
≥ max FX1

≥ . . . ≥ max FXm
.

(2) If α : X ′ → X is étale, then FX′ = FX ◦ α.

Example 28.2. For a given varietyX, both, the Hilbert-Samuel function, HSX ,
and the multiplicity, MX , are examples of strongly upper-semi continuous functions.

As we will be studying upper-semi continuous functions defined for every vari-
ety, we will refer to them as upper-semi continuous functions defined on varieties.
If F is an upper-semi continuous function defined on varieties, we denote by FX

the function defined on a concrete X.
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Definition 28.3. Let F be an upper-semi continuous function defined on va-
rieties. We will say that F is globally representable for a variety X, if whenever
X admits an embedding in some smooth scheme X ⊂ V (n) there is an OV (n)-Rees
algebra G(n) so that the following conditions hold:

(1) There is an equality of closed sets:

Max FX = Sing G(n);

(2) Any FX -local sequence X = X0 ← X1 ← . . . ← Xm with

max FX = max FX0
· · · = max FXm−1

≥ max FXm

induces a sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

and:

Max FXi
= Sing G(n)

i for i = 1, . . . ,m− 1,

Max FXm
= Sing G(n)

m , if max FXm−1
= max FXm

,

Sing G(n)
m = ∅, if max FXm−1

> max FXm
.

(3) Conversely, any G(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

with Sing Gi �= ∅ for i = 0, . . . ,m− 1,

induces an FX -local sequence

X = X0 ← X1 ← . . . ← Xm with

max FX = max FX0
· · · = max FXm−1

≥ max FXm
,

and:

Max FXi
= Sing G(n)

i for i = 1, . . . ,m− 1,

max FXm−1
= max FXm

if Max FXm
= Sing G(n)

m �= ∅,

max FXm−1
> max FXm

if Sing G(n)
m = ∅.

Definition 28.4. We will say that a strongly upper-semi-continuous function
defined on varieties F is representable via local embeddings, if for each variety X
and every point ξ ∈ X, the previous definition holds at some étale neighborhood.

Example 28.5. A Theorem of Aroca (see [Hi5, §4]) asserts that the Hilbert-
Samuel function, HSX , is representable via local embeddings. Moreover, if X is
globally embedded in a smooth ambient space V (n), then after taking a suitable
étale cover of V (n), we may assume that there is an OV (n)-Rees algebra G(n) unique
up to weak equivalence, such that Sing G(n) = Max HSX (see [Hi7] or [BrG-EV,
§9]).
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Example 28.6. Let X be a variety over a perfect field. In Appendix A it is
shown that there is a finite covering in étale topology so that at each restriction,
say X ′, a finite morphism δ : X ′ → V is defined with the conditions of Proposition
8.8. In particular, the expression in (8.10) in Remark 8.9 is a local presentation
(a Rees algebra) attached to the multiplicity. Therefore if X is a variety defined
over a perfect field field then the multiplicity is a strongly upper-semicontinuous
function that is representable via local embeddings.

Remark 28.7. From the definition it follows that if F is is globally repre-
sentable for a variety X, and if FX is represented by a pair (V (n),G(n)), then a
resolution of (V (n),G(n), E(n) = {∅}) induces a sequence of blowing ups on X,

(28.3) X = X0 X1
�� . . .�� Xm

��

so that

max FX = max FX0
· · · = max FXm−1

> max FXm
.

This observation leads naturally to the following questions:

(1) Here the data are F andX. Does sequence (28.3) depend on the particular
choice of the pair (V (n),G(n))?

(2) Some of the strongly upper-semi continuous functions that we will be
interested in are the Hilbert Samuel function and the Multiplicity. How-
ever, as indicated above, they are only representable via local embeddings.
Does this (étale-local) information lead to the construction of a globally
defined sequence like (28.3)?

The following theorem will be the key to answer the previous questions.

Theorem 28.8. Identification Theorem for Varieties. Suppose that F is
a strongly upper-semi continuous function defined on varieties that is representable
via local embeddings, and let X be a variety defined over a perfect field k. Let
ξ ∈ Max FX , and suppose that there is a neighborhood of ξ so that FX is globally
represented via two different local embeddings. Then the two corresponding pairs
are identifiable (see Section 21).

The proof of the previous theorem will be addressed in Section 29 (see 29.3).
Using this result, and the theorem of resolution of basic objects in characteristic
zero (see Theorems 18.9 and 27.5) we will answer affirmatively to questions (1) and
(2) from Remark 28.7 (see Theorem 30.2).

As another application of the output of Theorem 28.8 the next definition can
be established:

Definition 28.9. Assume that F is a strongly upper-semicontinuous func-
tion defined on varieties, and let X be a variety. We will say that FX is locally
representable in dimension d if locally, in some étale neighborhood of each point
ξ ∈ Max X there is an pair, say (V,G), of dimensional type d, (see Section 24) so
that the conditions of Definition 28.3.

The following theorem illustrates a feature of representable functions:

Theorem 28.10. Let F be a strongly upper-semi continuous function defined
on varieties that is representable via local embeddings. Then, if the characteristic
is zero, FX is locally representable in dimension d = dim X.
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Proof: The proof of [BrV2, Proposition 11.4] can be adapted to show that any
upper-semi continuous function FX that is representable via a local embedding
under the hypotheses of the theorem is of dimensional type is less than or equal to
the dimension of X. �

Remark 28.11. It follows from Theorem 28.10 that both, the Hilbert-Samuel
function and the multiplicity of a d-dimensional variety are representable in di-
mension d, if the characteristic is zero. See also Theorem 7.2, Proposition 7.5,
Proposition 8.4 in this manuscript, which also indicate that the Multiplicity is
locally representable in dimension d when the characteristic is zero. When the
characteristic is positive Theorem 28.10 may not hold: it suffices to consider the
example of the multiplicity for the curve {z2+x3 = 0} in the affine plane when the
characteristic is two. As it is shown in [BrG-EV, §11] the multiplicity cannot be
represented in dimension one.

28.12. Equivariance. A variety is a scheme obtained by patching k-algebras
for some field k, together with some additional conditions. We say that a variety
induces an abstract scheme simply by neglecting the structure over the field k.
Suppose that F is an upper-semi continuous function defined on varieties. We say
that F is equivariant if whenever Θ : X ′ −→ X is an isomorphism of the underlying
abstract schemes, one has that

FX′(ξ) = FX(Θ(ξ))

for all ξ ∈ X ′. Notice that condition (2) in Definition 28.1 above already says that
if F is strongly upper semicontinuous, then, in particular, it is equivariant.

Both, the Hilbert-Samuel function and the multiplicity are examples of strongly
upper-semi continuous (hence equivariant) functions defined on varieties.

If F is locally representable, and if FX is represented by a pair (V (n),G(n)),
then (V (n),G(n)) also represents FX′ via Θ. Thus, a resolution of (V (n),G(n), E(n) =
{∅}) induces a sequence of blowing ups at smooth centers for both X and X ′, by
considering pull backs,

X = X0 X1
�� . . .�� Xm

��

X ′ = X ′
0

θ=θ0

		

X ′
1

��

θ1

		

. . .�� X ′
m

��

θm

		

so that

max FX′ = max FX′
0
· · · = max FX′

m−1
> max FX′

m

and

max FX = max FX0
· · · = max FXm−1

> max FXm
.

One readily checks from this fact that a sequence like (28.3) in Remark 28.7
is compatible with isomorphisms. This is a deep observation due to Hironaka, and
the key for the property of equivariance in constructive resolution which we discuss
in our proofs below (see also [Vi2]).

29. Proof of Theorem 28.8

The proof of Theorem 28.8 (which is given in 29.3) will make use of Lemma
29.1 and Remark 29.2.
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Lemma 29.1. Let F be a strongly upper-semi continuous functions defined on
varieties, and let X be a variety defined over a perfect field k. Assume that:

(1) There is an embedding of X in some n-dimensional smooth scheme V (n),

in : X ↪→ V (n)

and a pair (V (n),G(n)) representing FX ;
(2) There is a smooth morphism of smooth schemes

βm,n : V (m) −→ V (n)

for some m ≥ n;
(3) There is an embedding of im : X ↪→ V (m) inducing a commutative diagram

of embeddings and smooth morphisms:

(29.1) V (m)

βm,n

��

X
� �

im

�����������
� �

in ���
��

��
��

�

V (n).

Then, locally at any point ξ ∈ Max FX , FX is also representable via the embedding
im : X ↪→ V (m), i.e., there is a pair of the form (V (m),G(m)) that represents FX .
Moreover, (V (n),G(n)) and (V (m),G(m)) are identifiable (see Section 21).

Proof. By the Canonicity Principle (see Theorem 10.11) it suffices to exhibit
the algebra G(m) locally. Let ξ ∈ V (m) be a point and let {x1, . . . , xn} be a regular
system of parameters at OV (n),βm,n(ξ). Via the inclusion of local rings,

β∗
m,n : OV (n),βm,n(ξ) ↪→ OV (m),ξ

extend {x1, . . . , xn} to a regular system of parameters in OV (m),ξ, say

{x1, . . . , xn, y1, . . . , ym−n}.
Since diagram (29.1) is commutative, there are (m− n) functions g1, . . . , g(m−n) ∈
OV (n),βm,n(ξ) so that:

y1 − g1, . . . , y(m−n) − g(m−n) ∈ Im(X)ξ ⊂ OV (m),ξ,

where Im(X)ξ denotes the defining ideal of X at OV (m),ξ. Now set

G(m) := OV (m),ξ[(y1 − g1)W, . . . , (y(m−n) − g(m−n))W ]� β∗
m,n(G(n)).

Observe that G(n) is an elimination algebra of G(m) (see Remark 16.10), so it remains
to show that

(29.2) Sing G(m) = Max FX

via the embedding im : X ↪→ V (m). Replacing V (n) by an étale neighborhood if
needed, it can be assumed that V (n) is isomorphic to V(〈(y1 − g1), . . . , (y(m−n) −
g(m−n))〉). Thus

Sing G(m)(⊂ V (n)) = Sing G(n),

where the equality follows because G(n) is an elimination algebra of G(m). �
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Remark 29.2. Some properties of étale topology. In what follows we will
list some properties of étale topology that will be used in the proof of Theorem
28.8. For more details and definitions we refer to Section 32 in Appendix A.

(1) Let ξ ∈ X be a point and let X ′ → X be an étale morphism mapping
ξ′ ∈ X ′ to ξ ∈ X. Then OX′,ξ′ is isomorphic to an étale OX,ξ- algebra of the
form (OX,ξ[X]/〈P (X)〉)G(X), with P (X) and G(X) in OX,ξ[X], P (X) is monic
and G(X) is chosen so that P ′(X) is a unit in (OX,ξ[X]/〈P (X)〉)G(X) (see [R,
Théorème 1, p. 51]).

(2) If, in addition, there is a closed immersion X ⊂ Y in a neighborhood of
ξ ∈ X, then there is an étale neighborhood of ξ ∈ Y , say ξ′ ∈ Y ′, and a closed
immersion X ′ ⊂ Y ′ locally at ξ′. To check this, use (1) and the local surjection
OY,ξ → OX,ξ to lift the polynomial P (X) and the element G(X) to OY,ξ[X].

(3) Suppose given a commutative diagram of étale morphisms

(29.3) X ′

����
��
��
��

���
��

��
��

�

X1

���
��

��
��

� X2

����
��
��
��

X

together with points ξ ∈ X, ξ1 ∈ X1, ξ2 ∈ X2, ξ
′ ∈ X ′ that are in correspondence.

Suppose, in addition, that there are local embeddings, say X1 ⊂ V1 in a neighbor-
hood of ξ1 and X2 ⊂ V2 in a neighborhood of ξ2 , with V1 and V2 smooth. Then,
by (2) we get two different embeddings, say

X ′ ⊂ V ′
1 and X ′ ⊂ V ′

2

in a neighborhood of ξ′, so that each V ′
i is a (smooth) étale neighborhood of Vi,

for i = 1, 2. Namely, there is an étale neighborhood of X that admits two different
embeddings.

29.3. Proof of Theorem 28.8. By the arguments exhibited in Remark 29.2
(3), the proof of the Theorem is reduced to to the following setting. Let ξ ∈
Max FX , and suppose that there are two pairs (V (n),G(n)) and (V (d),G(d)) rep-
resenting FX in a neighborhood U of ξ. Consider the fiber product V (m) :=
V (n) ×Spec k V (d) with m = n + d, and the commutative diagram of embeddings
and smooth morphisms:

(29.4) V (m)

βm,n

����
��
��
��
��
��
��
��
��
��

βm,d

���
��

��
��

��
��

��
��

��

U
� 	

i

��
















� 


i1
��

� �

i2 ������
�����

�����
�����

�����
��

(V (n),G(n)) (V (d),G(d))

that follow from the universal property of products. Applying Lemma 29.1 to the
embeddings of U in V (m) and V (n) we conclude that there is an OV (m) -Rees algebra
G(m) representing FX .
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The same lemma now applied to (V (d),G(d)) and V (m) ensures that there is an
OV (m)-Rees algebra G′(m) representing FX . Hence G(m) and G′(m) are weakly equiv-
alent, and moreover, from the proof of Lemma 29.1 it follows that both (V (n),G(n))
and (V (d),G(d)) are elimination pairs of (V (m),G(m)) and therefore both are iden-
tifiable. �

30. Constructive resolution, equivariance, and stratifications into
smooth strata

The purpose of this section is to state different versions of the Theorem of
Resolution of Singularities of Algebraic varieties in characteristic zero: Theorems
30.1, 30.6, 30.7.

Theorem 30.1. Let X be a non-smooth variety defined over a field of charac-
teristic zero. Then there is a finite sequence of blow ups at smooth centers:

(30.1) X = X0 ←− X1 ←− . . . ←− Xs

so that:

(1) Xs is smooth;
(2) The morphism X ← Xs induces an isomorphism on X \ Sing X.

Moreover, the process is constructive and equivariant (see 28.12).

The proof of the theorem (to be addressed in 30.5) follows from Theorem 30.2,
Corollary 30.3 (to be discussed below), and an inductive argument.

Theorem 30.2. Let F be a strongly upper-semi continuous function defined on
varieties, and let X be a variety defined over a perfect field k. Assume that F is
representable via local embeddings. Then:

(1) Max FX can be stratified in smooth strata in a natural manner (indepen-
dently of the particular choice of the local representation of FX);

(2) If the characteristic is zero, a finite sequence of blow ups at smooth centers
can be constructed,

(30.2) X = X0 ←− X1 ←− . . . ←− Xs

so that

(30.3) Max FX = Max FX0
= Max FX1

= . . . > Max FXs
,

and the sequence ( 30.2) does not depend on the particular choice of the
(local) representation of FX .

(3) (Equivariance) If Θ : X ′ → X is an isomorphism then the smooth strat-
ification of Max FX′ from (1) coincides with that induced by the smooth
stratification of Max FX from (1) via pull back; moreover, if the charac-
teristic is zero, the sequence

(30.4) X ′ = X ′
0 ←− X ′

1 ←− . . . ←− X ′
s′

with

(30.5) Max FX′ = Max FX′
0
= Max FX′

1
= . . . > Max FX′

s′
,

from (2) coincides with that induced by the sequence ( 30.2) for X via pull
backs. Thus in particular, s′ = s.
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Proof. Consider an open covering of X, {Ui}∈I so that for each i ∈ I there is
a local embedding Ui ↪→ V (ni) in some smooth V (ni) together with an OV (ni)-Rees

algebra G(ni) so that the pair (V (ni),G(ni)) represents Max FX ∩ Ui.
(1) By Theorem 17.4, Sing G(ni) can be stratified in smooth strata. This strat-

ification induces a smooth stratification of Max FX ∩ Ui. By Theorems 28.8 and
26.5, this stratification is independent of the choice of the pair (V (ni),G(ni)) chosen
for the representation of Max FX ∩ Ui. And by the same reason, the stratification
of Max FX ∩Ui ∩Uj induced by (V (ni),G(ni)) and (V (nj),G(nj)) coincides for each
i, j ∈ I. This gives a (global) smooth stratification of Max FX .

(2) When the characteristic is zero, a resolution of (V (ni),G(ni)) can be con-
structed for all i ∈ I (see Theorem 12.6). For each i ∈ I, a resolution of (V (ni),G(ni)),

(30.6)
V

(ni)
0 = V (ni) ←− V

(ni)
1 ←− . . . ←− V

(ni)
si

G(ni)
0 = G(ni) G(ni)

1 . . . G(ni)
si

induces a sequence of blow ups at smooth centers,

(30.7)
Ui,0 = Ui ←− Ui,1 ←− . . . ←− Ui,si

∩ ∩ . . . ∩
X0 = X X1 . . . Xsi ,

so that

max FX0
∩ Ui,0 = max FX1

∩ Ui,1 = . . . = max FXs−1
∩ Ui,s−1 > max FXs

∩ Ui,si .

By Theorem 28.8 and Theorem 27.5, sequence (30.7) is independent on the choice of
the pair representing Max FX on Ui. And by a similar argument, for each i, j ∈ I,
the resolution of (V (ni),G(ni)) and (V (nj),G(nj)) induce the same sequence of blow
ups at smooth centers on Ui ∩ Uj . Therefore, the sequences (30.7) patch so as to
define a sequence of blow ups at smooth centers

(30.8) X0 = X ←− X1 ←− . . . ←− Xs,

so that

max FX0
= max FX1

= . . . = max FXs−1
> max FXs

.

Finally, part (3) follows from the fact that local representations for FX induce,
via Θ, local representations for FX′ (see 28.12). �

Corollary 30.3. Let X be a non-smooth variety. Then both, the maximum
stratum of the Hilbert-Samuel Function of X, Max HSX , and the maximum stratum
of the multiplicity of X, Max MX , can be stratified (in a natural way). When the
characteristic of the base field is zero, the maximum value of any of those functions
can be lowered via a finite sequence of blow up at smooth centers. Moreover, the
process is constructive and equivariant.

Proof. Both, the Hilbert-Samuel Function and the Multiplicity of X are rep-
resentable via local embeddings (see Examples 28.5 and 28.6; and Propositions
8.4 and 8.8 in this manuscript) and equivariant. Thus the assertions follow from
Theorem 30.2. �

Remark 30.4. In [Hi1], Hironaka showed that the singularities of a non smooth
algebraic variety can be resolved by successively lowering the maximum value of
the Hilbert-Samuel function. On the other hand, an equidimensional dimensional
variety is smooth if an only if its maximum multiplicity is one (see 2.4 and 2.10).
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30.5. Proof of Theorem 30.1. Using either the Hilbert-Samuel function or
the multiplicity (see Remark 30.4), a resolution can be constructed by Corollary
30.3 and an inductive argument. �

Next we state other versions of the Theorem of Resolution of Singularities.

Theorem 30.6. Let X be a non-smooth variety defined over a field of character-
istic zero. Then a finite sequence of blow ups at smooth centers can be constructed:

(30.9) X = X0 ←− X1 ←− . . . ←− Xr

so that:

(1) Xr is smooth;
(2) The composition X ← Xr induces an isomorphism on X \ Sing X;
(3) The exceptional divisor of X ← Xr has normal crossing support.

Moreover, the process is constructive and equivariant.

Proof. Use Theorem 30.1 to construct a resolution of singularities of X,

(30.10) X = X0 ←− X1 ←− . . . ←− Xs.

Thus X
π←− Xs satisfies conditions (1) and (2).

Since each step Xi ←− Xi+1 in the sequence (30.10) is the blow at a smooth
center Yi ⊂ Sing Xi, we can attach to it a well defined invertible sheaf I(Yi)OXi+1

.
Now define K as I(Y1) · · · I(Ys−1)OXs

. Observe that K is a locally invertible ideal
supported on π−1(Sing X) ⊂ Xr.

Set Ks := K, Fs := ∅, and use Theorem 12.6 to construct a resolution of the
the basic object expressed in terms of pairs (Xs, (Ks, 1), Fs), say

(30.11) (Xs, (Ks, 1), Fs) ←− (Xs+1, (Ks+1, 1), Fs+1) ←− . . . ←− (Xr, (Kr, 1), Fr).

See 14.1 and 14.2 for the dictionary between Rees algebras and pairs. Notice that:

(1) Since sequence (30.11) is a composition of blow ups at smooth centers, Xr

is smooth.
(2) Since for i = s, . . . , r − 1 the center of each blow up

(Xi, (Ki, 1), Fi) ←− (Xi+1, (Ki+1, 1), Fi+1)

is contained in Sing (Ki, 1), the composition

X ←− Xs ←− Xr

induces an isomorphism on X \ Sing X;
(3) Since Sing (Kr, 1) = ∅, the total transform of K in Xr is supported on Fr.

Thus the exceptional divisor of X ←− Xr has normal crossings support.

Finally, to see that the process is equivariant, observe that if Θ : X ′ → X is an
isomorphism, then the equivariant resolution of X (30.10) given by Theorem 30.1,
induces the resolution of X ′ given by the same theorem,

X = X0 X1
�� . . .�� Xs

��

X ′ = X ′
0

θ=θ0

		

X ′
1

��

θ1

		

. . .�� X ′
m.��

θs
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The latter is therefore obtained by blowing up smooth centers Y ′
i ⊂ Sing X ′

i with
θi(Y

′
i ) = Yi. Thus, if K′ = I(Y ′

1) · · · I(Y ′
s−1)OX′

s
, then θs induces an isomor-

phism between K and K′. Therefore, the basic objects, (Xs, (Ks, 1), Fs = ∅) and
(X ′

s, (K′
s, 1), F

′
s = ∅) are identifiable (see Remark 27.2), and the resolution of one

of them given Theorem 18.9 induces the resolution of the other given by the same
theorem (see Theorem 27.5 and Remark 27.7). �

Theorem 30.7. Embedded resolution of singularities. Let X be a non-
smooth variety defined over a field of characteristic zero, embedded in a smooth V .
Then a finite sequence of blow ups at smooth centers can be constructed:

(30.12)
V = V0 ←− V1 ←− . . . ←− Vt

∪ ∪ . . . ∪
X = X0 ←− X1 ←− . . . ←− Xt

so that:

(1) Xt is smooth;
(2) The composition X ← Xt induces an isomorphism on X \ Sing X;
(3) Xt has normal crossings with the exceptional divisor of V ← Vt;
(4) The exceptional divisor of V ← Vt has normal crossing support.

Moreover, the process is constructive and equivariant.

Proof. Use Theorem 30.1 to construct a resolution of singularities of X,

(30.13) X = X0 ←− X1 ←− . . . ←− Xs,

so that:

(1) Xs is smooth;
(2) The morphism X ← Xs induces an isomorphism on X \ Sing X.

Sequence (30.13) induces a finite sequence of blow ups at smooth centers and com-
mutative diagrams of blow ups and closed immersions:

(30.14) V = V0 V1
π0�� · · ·π1�� Vs

πs−1��

X = X0

		

X1

		

π0�� · · ·π1�� Xs.

		

πs−1��

This follows from the fact that if Yi ⊂ Xi ⊂ Vi is our choice of center, then the
blow up at Yi induces a commutative diagram of blow ups and closed immersions:

Vi Vi+1
πi��

Xi

		

Xi+1.
πi

��

		

Also, if Hi+1 ⊂ Vi+1 denotes the exceptional divisor, then

I(Hi+1)|Xi+1
= πi

∗(I(Yi)).

Now let L be the exceptional divisor of V ←− Vs (i.e., define L := I(Y1) · · · I(Ys)OVs
),

and set:

• Ls := L;
• Es = ∅;
• Fs = ∅.
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Then, Ls|Xs
is a locally invertible ideal, and coincides with the invertible ideal K

from the proof of Theorem 30.6.
The constructive resolution of (Xs, (Ls|Xs

, 1), Fs) that we considered in Theo-
rem 30.6, induces the constructive resolution of the basic object

(Vs, (I(Xs) + Ls), 1), Es)

(see 20.2). This induces an enlargement of sequence (30.14),

(30.15) Vs Vs+1
πs�� · · ·

πs+1�� Vr

πr−1��

Xs

		

Xs+1
πs��

		

· · ·
πs+1�� Xr,

		

πr−1��

and we have that:

• Since all the centers are smooth, both Xr and Vr are smooth;
• For i = s, . . . , r−1 the centers are contained in Sing (Li, 1)∩Xi, therefore
X ←− Xr induces an isomorphism on X \ Sing X;

• Xr does not intersect the strict transforms of the components of L in Vr;
and since for i = s, . . . , r − 1 all centers were strictly contained in Xi

it follows that Xr has normal crossings with the exceptional divisor of
V ←− Vr.

Finally, to address (4), define ˜Lr as the locally invertible sheaf of ideals that re-
sults after factoring out from LOVr

those components supported on Er. Then the
constructive resolution of

(Vr, ( ˜Lr, 1), Er)

induces an enlargement of sequence (30.15),

(30.16) Vr Vr+1
πr�� · · ·

πr+1�� Vt

πtr−1��

Xr

		

Xr+1

		

πr�� · · ·
πr+1�� Xt,

		

πt−1��

and has the following properties (see 20.1):

• Since for i = r, . . . , t − 1 all centers are contained in Sing ( ˜Li, 1), the
composition Xr ←− Xt is the identity map; thus Xt is smooth; X ←− Xt

induces an isomorphism on X \Xt and Xt has normal crossings with Et;
• The locally invertible sheaf of ideals LOVt

is supported on Et, therefore
the exceptional divisor of V ←− Vt has normal crossings support.

�
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Appendix A: Transversality

In Part I of these notes, we studied the multiplicity of varieties. More precisely,
suppose given an affine variety X over a field k, with coordinate ring B. Then, the
multiplicity at points of X was studied under the additional assumption that there
is a finite extension of k-algebras,

S ⊂ B

where S is smooth, satisfying some extra conditions (which we will recall below).
One purpose of this appendix is to show that, at a given point ξ ∈ X, one can
define, locally (in and étale neighborhood), a finite morphism on a smooth variety,
say,

X → V = Spec S

which satisfies the previous extra conditions.
In the discussion above, we do not view X as embedded in a smooth scheme,

whereas in Proposition 36.1, we study X together with an immersion (see 36).
More precisely, it is proved that if X ⊂ W (d) is a hypersurface, where W (d) is
a smooth scheme of dimension d, then one can construct a smooth morphism of
smooth schemes,

W (d) → W (d−1)

so that, at least locally, in an (étale) neighborhood of a point, the hypersurface
X ⊂ W (d) can be expressed as the zero set of a monic polynomial with coefficients
in OW (d−1) .

31. The initial setting and main results

Let k be a perfect field, let X ′ be a scheme of finite type over k, and let ξ′ ∈ X ′

be a closed point. In this part of the notes we show how to construct an étale
morphism of k-schemes in a neighborhood of (X ′, ξ), say,

(X, ξ) −→ (X ′, ξ′)

and a morphism of k-algebras in a neighborhood of ξ′,

δ : X → V

so that:

(A) The local rings OV,δ(ξ) and OX,ξ have the same residue field;
(B) mδ(ξ)OX,ξ is a reduction of mξ, where mξ and mδ(ξ) denote the maximal

ideals of OX,ξ and OV,δ(ξ) respectively;
(C) ξ is the only point of X mapping to δ(ξ) ∈ V ;
(D) V is smooth and δ : X → V is finite.

In this way we answer the question posed in 1.8. Recall that, under conditions
(A)-(D), the Multiplicity Formula of Zariski ensures that if ξ ∈ X is a point of
multiplicity n, then the finite morphism δ : X → V has generic rank n, i.e.,
[L : K] = e(OX,ξ), where K denotes the ring of rational functions of the smooth
scheme V , and L = OX,ξ ⊗OV

K.
As indicated, the construction of δ : X → V will be done in a neighborhood of

a closed ξ′ of X ′. We must qualify here that the notion of neighborhood is meant
in the sense of étale topology. This will lead us to the definition of étale morphisms
(see 32.1), and, in particular, to explain why we require the field k to be perfect.
In fact, finite extensions of the base field k will be required in our construction of
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δ : X → V , and these extensions induce étale morphisms over X ′ when the field k
is perfect.

The precise formulation of the previous construction is given in Proposition
31.1 below, whose proof will be addressed in Section 35.

Proposition 31.1. Let k be a perfect field, let D be k-algebra, and let M ⊂ D
be a maximal ideal. Then, after replacing D by a suitable étale extension, if needed,
a morphism

α : Spec(D) → Ad

can be constructed, so that:

(a) The local rings OAd,α(M) and DM have the same residue field;
(b) The maximal ideal of OAd,α(M) generates a reduction of M in DM .

Moreover, there is a commutative diagram of affine schemes of finite type over k,
say,

(31.1) Spec(D)

��

X��

δ

��
Ad = Spec(k[X1, . . . , Xd]) V��

so that V is smooth and:

(1) Both horizontal maps are étale.
(2) There is a (unique) point ξ ∈ X mapping to M ∈ Spec(D).
(3) There is a (unique) point η ∈ V mapping to the origin in Ad.
(4) Both local rings OX,ξ and OV,η have the same residue field.
(5) δ is finite, and the maximal ideal of OV,η induces a reduction of the max-

imal ideal of OX,ξ.

In addition δ : X → V can be constructed so that ξ ∈ X is the unique point
dominating η ∈ V .

Finally, and starting in Section 36, we discuss an embedded version of Proposi-
tion 31.1 for the case of a hypersurface embedded in a smooth scheme (see Propo-
sition 36.1).

32. Étale morphisms

Along these notes we have considered the notions of varieties and of schemes.
An affine variety Y over a field k is a structure defined in correlation with a domain,
say D, which is a k-algebra of finite type. In this correspondence Y is the set of
maximal ideals of D, and given ξ ∈ Y the local ring OY,ξ is a localization at the
corresponding maximal ideal, say DM .

It is more convenient, at least for our further discussion, to replace varieties
by schemes. Namely, if Y is defined in terms of the domain D, it is convenient to
replace Y by Spec(D). The latter is a scheme of finite type over k.

There are many problems in local algebraic geometry which lead us, in a natural
manner, to consider a change of the base field k. Let k ⊂ K be a field extension,
then one can replace D by D ⊗k K. For example, if k ⊂ K is a finite extension,
D ⊂ D′ = D ⊗k K is a finite extension of rings. So if M is a maximal ideal in D,
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there is at least one maximal ideal, say M ′ in the K-algebra D ⊗k K, dominating
M , so

(32.1) DM ⊂ D′
M ′ ,

and we would like to replace DM by D′
M ′ . For example, if the residue field of the

first is K, we would like to replace DM by a local ring D′
M ′ with residue field K.

The point here is to make sure that the information concerning DM is preserved
when replacing it by D′

M ′ . For instance, if one of them is regular, then we want to
make sure that so is the other one.

In taking changes of the base field k, the first observation is that it is too rigid
to consider only k-algebras D which are domains. In fact this last property is not
preserved by these changes. The first advantage of taking into account perfect fields
is that if we relax this condition by letting D be a reduced algebra, then at least
D ⊗k K is also reduced, for any field extension k ⊂ K.

On the other hand, most of the important information of a local ring DM

will be encoded in the graded ring GrM (D). Such is the case of the Hilbert-
Samuel function, or the multiplicity. Another major advantage of working over
perfect fields, at least for our purpose, is that it ensures a peculiar condition on the
morphism

(32.2) GrM (D) → GrM ′(D′)

induced by (32.1): that it is also defined by a change of base field in degree zero.
Namely that

(32.3) GrM ′(D′) = GrM (D)⊗D/M D′/M ′.

This property ensures, for example, that both local rings, DM and D′
M ′ , have the

same Hibert-Samuel function, and hence that one is regular if and only the other
is regular. Property which fails when k is not perfect.

32.1. Flat and étale morphisms. Let f : Y ′ → Y , be a morphism of
affine k-varieties, induced by a morphism of k-algebras, D → D′ (or consider
f : Spec(D′) → Spec(D)). Suppose that ξ′ ∈ Y ′ maps to ξ ∈ Y , so if M ′ and
M are the corresponding maximal ideals, there is an homomorphism of local rings
DM → D′

M ′ .

(1) The morphism f : Y ′ → Y is said to be flat at ξ when DM → D′
M ′ is flat.

In such a case DM ⊂ D′
M ′ is an inclusion.

When D → D′ is given by a finite extension of the base field, the morphism
f : Y ′ → Y is flat (i.e., is flat at every point). Another example is given by
D → D′ = D[X]/〈f(X)〉 where f(X) is a monic polynomial in D[X]. In this case
D′ is a (finite and) free extension of D, in particular it is flat, and therefore the
induced morphism, say g : Spec(D′) → Spec(D), is flat.

(2) The morphism f : Y ′ → Y (or say f : Spec(D′) → Spec(D)) is said to be
étale at ξ′ ∈ Y ′, or say at M ′, if DM → D′

M ′ fulfills the following three
conditions:
(a) It is flat (in particular DM ⊂ D′

M ′);
(b) MD′

M ′ = M ′D′
M ′ .

(c) D/M ⊂ D′/M ′ is a finite separable extension.
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When these conditions hold we say that (Y ′, ξ′), or say f : (Y ′, ξ′) → (Y, ξ), is an
étale neighborhood of (Y, ξ). We abuse the notation and also say that DM ⊂ D′

M ′ is
an étale neighborhood. Observe that, by definition, an étale morphism is of finite
type.

Example 32.2. Given an algebra D there is a simple manner to construct non
trivial homomorphisms D → D′ that are étale. Let f(X) ∈ D[X] be a monic
polynomial, and recall that the composition of flat homomorphisms is flat, so

(32.4) D → D1 = D[X]/〈f(X)〉 → D′ = (D1) ∂f
∂X

is flat. This ensures that D → D′ is flat at every point (every time we fix a maximal
ideal M ′ in D′ dominating at a maximal ideal M in D, DM → D′

M ′ is flat). We
claim now that this homomorphism of local rings, say DM ⊂ D′

M ′ is always étale.
In fact, given a maximal ideal M in D, and setting K = D/M , the fiber over M is
given by

D/M ⊗D D′ = (K[X]/f(X)) ∂f
∂X

and one readily checks that this is a reduced ring, and a finite direct sum of sep-
arable extensions of K. Therefore conditions (b) and (c) in the definition of étale
morphisms are fullfilled, and hence the morphism is étale. In fact, a theorem con-
cerning étale maps states that any étale homomorphism DM ⊂ D′

M ′ arises from a
construction as in (32.4) (see [R, Remark 2, pg. 19]).

Note here, in addition, that conditions (b) and (c) of 32.1 guarantee that

GrM ′(D′) = GrM (D)⊗D/M D′/M ′,

and therefore, when the inclusion of local rings is étale, both rings have the same
Hilbert-Samuel function. The similarity with (32.3) is not casual: if k is a perfect
field, any finite field extension defines an étale morphism.

Remark 32.3. The notions of flat and étale morphism were introduced in 32.1
for a morphism f : Y → Y ′ between two affine varieties, and the definitions extend
naturally to morphisms of schemes of finite type over k.

It is convenient to extend the notion of flat morphisms to the more general
class of schemes. At least for a more general class of affine schemes. A morphism of
affine schemes Spec(B) → Spec(R), defined in terms of a homomorphism R → B,
is said to be flat when R → B is flat. One example of this arises when R is local,
and B denotes the completion of R at the maximal ideal. Note that even if R is the
localization of a k-algebra of finite type, the completion is no longer of this form.

32.4. Flatness and étalness are open conditions. A) Let E1 and E2 be
two algebras of finite type over k, and let P1 and P2 be prime ideals in E1 and E2

respectively. Suppose given a k-homomorphism of local rings,

(32.5) φ : (E1)P1
→ (E2)P2

.

In such case there is a natural homomorphism E1 → (E2)P2
. Moreover, since E1

is finitely generated over k, there is an element h ∈ E2 \ P2 and a homomorphism,
say

φ′ : E1 → E2

[

1

h

]

,
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with the property that P2 contracts to P1, and that φ′ : E1 → E2

[

1
h

]

induces
(32.5) by localization. In other words, a morphism of local rings as that in (32.5)
can always be lifted to a morphism between algebras of finite type.

B) Let now δ : E1 → E2 be a homomorphism between k-algebras of finite
type. Let P1 and P2 be prime ideals in E1 and E2 respectively, and assume that
P2 contracts to P1. This defines a morphism of k-schemes, say

Spec(E2) → Spec(E1)

mapping P2 to P1.
We define a localization of δ : E1 → E2 locally at P1 and P2, as a morphism

say:

δf,g : E1

[

1

f

]

→ E2

[

1

g

]

for some f ∈ E1 \ P1 and g ∈ E2 \ P2. In this definition we are assuming that the

image of f in E2

[

1
g

]

is invertible so that δf,g : E1

[

1
f

]

→ E2

[

1
g

]

is defined by the

universal property of localization.
Localization of morphisms allows us to formulate the two following properties

of homomorphisms between algebras of finite type. Set δ : E1 → E2 and P1 and P2

as above:

Property 1: If the induced homomorphism (E1)P1
→ (E2)P2

is flat homo-

morphism of local rings, then there is a localization δf,g : E1

[

1
f

]

→ E2

[

1
g

]

which is flat.

Similarly for étale homomorphisms:

Property 2: If (E1)P1
→ (E2)P2

is étale homomorphism of local rings, then

there is a localization δf,g : E1

[

1
f

]

→ E2

[

1
g

]

which is étale.

32.5. Flat and étale morphisms are preserved by base change. Let
α : R → B and β : R → C be two ring homomorphisms. Then there is a natural
(commutative) diagram:

(32.6) B
β′
�� B ⊗R C

R

α

		

β �� C

α′

		

which induces the diagram of affine schemes:

(32.7) Spec(B)

α1

��

Y = Spec(B ⊗R C)
β′
1��

α′
1

��
Spec(R) Spec(C)

β1

��

where Y is the fiber product of Spec(B) and Spec(C) over Spec(R). Then:

(1) If β1 : Spec(C) → Spec(R) is flat (i.e., if β : R → C is flat), then
β′
1 : X → Spec(B) is flat.
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(2) If β1 : Spec(C) → Spec(R) is étale (i.e., if β : R → C is étale), then
β′
1 : X → Spec(B) is étale.

33. Henselian rings

In this section we will consider a class of local rings which has a property that
is always fulfilled by fields: If K is a field, and if K ⊂ F is a finite extension, then F
is semilocal and it is the direct sum of the localizations at such local rings. Namely

F = F1 ⊕ · · · ⊕ Fr,

where each Fi is a local artinian ring, and the localization of F at a maximal ideal.
This ensures, in particular, that each localization Fi is also a finite extension of K.

Definition 33.1. A local ring (R,m) is said to be henselian if for any finite
extension, R ⊂ C, the semilocal ring C is a direct sum of the localizations at the
maximal ideals, i.e.,

C = CM1
⊕ · · · ⊕ CMr

where {M1, . . . ,Mr} denote the maximal ideals in C. In particular, each localiza-
tion CMi

is finite over R.

Example 33.2. Complete rings are examples of henselian rings, in particular if
we replace the local ring T = k[x1, . . . , xd]〈x1,...,xd〉 by its completion k[[x1, . . . , xd]],
the latter is henselian.

Proposition 33.3. Let (R,m) be a local henselian ring, let B be an R-algebra
of finite type and let n be a prime ideal in B. Assume that:

(i) The prime ideal n maps to the closed point m of Spec(R);
(ii) The prime ideal n is an isolated point of the fiber of Spec(B) → Spec(R)

over the closed point m.

Then there is an element g ∈ B, g /∈ n, such that:

(1) Bg is a finite extension of R; and
(2) Bg = Bn.

Proof. To proof the proposition we will make use of Zariski’s Main Theorem:

Zariski’s Main Theorem as proved by Grothendieck. [R,
Thm 1, pg. 41, and Corollaries 1 and 2, pg. 42]. Let R be a ring,
let B be an R-algebra of finite type, and let q ⊂ B be dominating
R at a prime p. Assume that q is an isolated point of the fiber
over p. Then, there is an R-algebra C,

R ⊂ C ⊂ B

such that:
• C is finite over R;
• There is an element f ∈ C \ q, so that Bf = Cf .

In other words, locally, B is the localization of a finite extension
of R.

According to Zariski’s Main Theorem there is a finite extension C of R, with
C ⊂ B, and an element f ∈ C, f /∈ n, so that Bf = Cf . Since R is henselian,

C = CM1
⊕ · · · ⊕ CMr
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where {M1, . . . ,Mr} denote the maximal ideals in C. Assume that M1 = n. There
is an index s, 1 < s ≤ r, so that

Bf = Cf = CM1
⊕ · · · ⊕ CMs

.

One can further localize at a multiple of f , say g in B, so that Bg = CM1
. Since

each localization is finite over R, Bg = CM1
is also a finite extension of R. �

The previous result indicates that there is a neighborhood of the point n in
Spec(B), say Spec(Bf ), which is finite over Spec(R). Moreover, Bf is a local ring,
so there is a unique prime dominating R at m.

33.4. The henselization of a local ring. Given a local ring (R,m) with

residue field K, there is a local ring, say (R̃, m̃), and a homomorphism of local

rings (R,m) → (R̃, m̃), such that (R̃, m̃) is henselian. The local ring (R̃, m̃) is
called the strict henselization of (R,M) (see [R]). Roughly speaking, the local ring

(R̃, m̃) is constructed by taking the direct limit of all local étale neighborhoods of

(R,m), and, in general, (R,m) → (R̃, m̃) is not a morphism of finite type.
By construction, the homomorphism

(R,m) → (R̃, m̃)

complies properties which are similar to those in 32.1, (2) (a-c) of the definition of

étale homomorphism. In fact, the residue field of (R̃, m̃) is the separable closure

of K, the local morphism (R,m) → (R̃, m̃) is flat, and mR̃ = m̃. Moreover, the
following properties hold:

• For any local étale homomorphism (R,m) ⊂ (R′,m′) there is an inclusion

R ⊂ R′ ⊂ R̃.
• Given finitely many elementsg1, . . . , gr ∈ R̃, there is a local étale homo-
morphism (R,m) ⊂ (R′,m′) so that g1, . . . , gr ∈ R′.

Remark 33.5. Let k[X1, . . . , Xd] be a polynomial ring, let N = 〈X1, . . . , Xd〉
denote the maximal ideal at the origin, let k̃ be the separable closure of k, and let
k̃{{X1, . . . , Xd}} denote the strict henselization of k[X1, . . . , Xd]N .

Suppose given a k-algebra of finite type D and a rational maximal ideal M
(i.e., D/M = k). Let {Y1, . . . , Yd} be a system of parameters in DM . Note that
there is a natural k-homomorphism of local rings

k[X1, . . . , Xd]N → DM ,

that maps Xi to Yi. It can be checked that this homomorphism is an inclusion, for
example, by taking completions, in which case the setting is similar to that in (1.1)
(it defines a finite extension of the complete rings of the same dimension).

34. Local-transversal morphisms

Let S ⊂ B be an inclusion of k-algebras of finite type (not necessarily a finite
extension), where S is irreducible and smooth over a field k. Let P ⊂ B be a prime
ideal and let p = P ∩ S. We say that the morphism

Spec(B) → Spec(S)

is local-transversal at P , or that S ⊂ B is local-transversal at P , if the following
conditions hold:

(1) BP /PBP = Sp/pSp;
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(2) pBP is a reduction of PBP ;
(3) P is an isolated point in the fiber over p.

The following proposition will be proven:

Proposition 34.1. Let k be a perfect field, let B be a k-algebra of finite type,
let η ∈ Spec(B) be a closed point and, let n be its corresponding maximal ideal.
Then, after considering a suitable étale extension (B′, n′) of (B, n) if needed, we
can construct a local-transversal morphism at n′,

S −→ B′,

from some smooth k-algebra of finite type S.

The next theorem will be used in the proof of Proposition 34.1 since it gives
a simple criterion to find parameter ideals which span a reduction of the maximal
ideal (in any local noetherian ring). The proof of Proposition 34.1 will be detailed
in 34.3.

Theorem 34.2. (see, e.g. [He, Th 10.14]) Let (R,m) be a noetherian local
ring, and let {x1, . . . , xd} be elements in the maximal ideal m. Let Xi denote the
class of xi in m/m2. Then the following are equivalent:

(1) 〈x1, . . . , xd〉 is a reduction of m.
(2) Grm(R)/〈X1, . . . , Xd〉 is a graded ring of dimension zero.

This result gives a nice geometrical condition for parameters to span a reduc-
tion of the maximal ideal. In fact, it asserts that a sufficiently general choice of
parameters in (R,m) will have this property. To be precise, we will use the fact
that if a local ring (R,m) has dimension d, then the corresponding graded ring
Grm(R) is also d dimensional. Thus:

• If d = 0, R is an artinian local ring, and the ideal zero is a reduction of
m;

• If d ≥ 1, and using prime avoidance on the graded ring Grm(R), one can
choose homogeneous elements in degree one, say {x1, . . . , xd} ⊂ m/m2 so
that the quotient Grm(R)/〈x1, . . . , xd〉 is zero dimensional.

One can also see this last observation as an application of Noether’s Theorem
in the context of graded algebras: if k as the residue field of the local ring, then
there is a finite extension

k[X1, . . . , Xd] ⊂ Grm(R)

which is also a morphism of graded rings.

34.3. Proof of Proposition 34.1. Observe that after extending the base
field k if needed, it can be assumed that the closed point η is rational over k.Thus
we can express B as a quotient of a polynomial ring T = k[x1, . . . , xn], i.e.,

B = k[x1, . . . , xn],

where the closed point η corresponds to the origin.
Let d = dimBm. So Grmη

(B) is a d-dimensional ring, and a quotient of
Gr(0,...,0)(T ) (the graded ring of An at the origin).

Again, after a finite extension of the base field if necessary, and making a linear
change of variables, by Noether’s Lemma (although k may not be an infinite field,
a suitable finite extension will enable us to fulfill this condition) it can be assumed
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that Grmη
(B) is a finite extension of k[X1, . . . , Xd], where Xi denotes the class of

xi in mη/m
2
η for i = 1, . . . , d, and hence in Grmη

(B). Note that x1, . . . , xd ∈ Bmη

are algebraically independent over k, and one can chose g ∈ B \mη so that

k[x1, . . . , xd] = k[x1, . . . , xd] ⊂ Bg.

Observe that Bg is also a k-algebra of finite type. This shows already that, after
replacing B by an open neighborhood of mη, there is an inclusion k[x1, . . . , xd] ⊂ B
which induces a morphism that is local-transversal at mη.

Therefore, after a finite change of the underlying field, and taking an open
restriction at mη, we can construct a morphism

˜δ : Spec( ˜B) → An

which is local-transversal at mη. �

34.4. Fibers and fiber products. Let α : A → B and β : A → C be two
ring homomorphisms. Then there is a natural (commutative) diagram:

(34.1) B
β′
�� B ⊗A C

A

α

		

β �� C

α′

		

which induces the diagram of affine schemes:

(34.2) Spec(B)

α1

��

Y = Spec(B ⊗A C)
β′
1��

α′
1

��
Spec(A) Spec(C)

β1

��

where Y is the fiber product of Spec(B) and Spec(C) over Spec(A).
Let P ⊂ A be a prime. Then the fiber of β1 over P is:

β−1
1 (P ) = Spec(kA(P )⊗A C),

where kA(P ) denotes the residue field of AP . Now, if Q is a prime in B mapping
to P , then the fiber (via β′

1) over Q is

(β′
1)

−1(Q) = Spec(kB(Q)⊗A C)

where kB(Q) denotes denotes the residue field of BQ.

Lemma 34.5. Suppose that in the previous setting kA(P ) = kB(Q). Then:

(1) The fiber of β′
1 over Q can be identified with the fiber of β1 over P . In

particular, for each point P ′ of Spec(C) mapping to P , there is a unique
point Q′ in Y , that maps to P ′ and to Q. Moreover,

kC(P
′) = kB(Q)⊗A kC(Q

′).

(2) If the fiber of β1 over P is a unique point, say P ′, then the fiber of β′
1 over

Q is a unique point, say Q′.
(3) If, in addition to (2), AP → CP ′ is flat, then BQ → (B ⊗A C)Q′ is flat.

Corollary 34.6. With the same notation as before, assume that:
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(1) A = AP is a local regular ring, Q is a prime in B contacting to P , and
kA(P ) = kB(Q).

(2) C = CP ′ is a local regular ring and AP → CP ′ is a flat homomorphism of
local rings.

(3) PCP ′ = P ′CP ′ .

Then setting Q′ as the unique prime in B ⊗A C mapping to P ′ and to Q, there is
a graded morphism of graded rings

GrP ′(CP ′) → GrQ′(A⊗B)Q′

which arises from GrP (AP ) → GrQ(B), by taking the change of base field kA(P ) →
kCP ′ (P

′).

Example 34.7. One example in which this situation occurs is that when we
set C to be the completion of the local regular ring A.

Example 34.8. Local-transversal morphisms are preserved by étale
base change. Another example, in which Corollary 34.6 applies is that in which
AP , BQ and C = CP ′ are localizations of k-algebras of finite type at maximal
ideals, where condition (1) of Corollary 34.6 holds, and where C = CP ′ is an étale
neighborhood of AP . If, in addition, we assume that AP , BQ and C = CP ′ are
localizations of k-algebras A, B, and C, and that Spec(B) → Spec(A) is local-
transversal at Q, then Spec(B ⊗A C) → Spec(C) is local-transversal at Q′.

35. Proof of Proposition 31.1

Let k be a perfect field, let D be k-algebra, and let M ⊂ D be a maximal ideal
as in the proposition. Then, by Proposition 34.1, after replacing D by an étale
extension if needed, it can be assumed that there is a local-transversal morphism
at M :

α : k[X1, . . . , Xd] −→ D,

mapping the closed point M to the origin of An
k . This means that:

• DM/MDM = k[X1, . . . , Xd]/〈X1, . . . , Xd〉 = k;
• 〈X1, . . . , Xd〉DM is a reduction of MDM ;
• M is an isolated point in the fiber over 〈X1, . . . , Xd〉.

Under these assumptions, Zariski’s Main Theorem asserts that there is a finite
extension, k[X1, . . . , Xd] ⊂ A(⊂ D), and an element f ∈ A \M , so that Af = Df .

To ease the notation let M ⊂ A denote also the intersection M ∩ A. Thus
DM = AM . Let {M1 = M,M2, . . . ,Ms} denote the maximal ideals of A dominating
N = 〈X1, . . . , Xd〉(⊂ k[X1, . . . , Xd]). If s > 1 select g ∈ A so that

g ∈ (M2 ∩ · · · ∩Ms) \M.
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Therefore Spec(Afg) is also an open neighborhood of M at Spec(D). Thus, there
is a diagram like this:

D �� Df
�� Dfg = DM

A

		

�� Af
�� Afg=AM

K[X1, . . . , Xd]

		 �������������������

Notice that the morphism K[X1, . . . , Xd] → Dfg = DM fulfills properties (1)-
(5) of Proposition 31.1 except for the fact that it may not be finite. In what
follows we will show that, after considering suitable étale extension of both Dfg,
and K[X1, . . . , Xd], all conditions (1)-(5) of Proposition 31.1 will be satisfied.

Let k̃{{X1, . . . , Xd} be the strict henselization of k[X1, . . . , Xd]〈X1,...,Xd〉, and
consider the diagram

(35.1) D
β′

�� D ⊗ k̃{{X1, . . . , Xd}}

k[X1, . . . , Xd]

α

		

β �� k̃{{X1, . . . , Xd}}.

α′

		

To ease the notation set D′ = D⊗k[X1,...,Xd] k̃{{X1, . . . , Xd}. The previous diagram
induces the fiber product of affine schemes,

(35.2) Spec(D)

α1

��

Z = Spec(D′)
β′
1��

α′
1

��
An

k Spec(k̃{{X1, . . . , Xd}})
β1

��

where Z is the fiber product.
Since D/M = k, and the fiber of β1 over the origin is Spec(k̃), it follows that

the fiber of β′
1 over M is also isomorphic to Spec(k̃). In particular, using Lemma

34.5 and 32.5 we conclude that:

(1) There is a unique maximal ideal, say M ′, in D′ mapping to M in D;
(2) DM → D′

M ′ is flat; and
(3) MD′

M ′ = M ′D′
M ′ .

Consider the diagram

(35.3) B
β′

�� D′ = D ⊗ k̃{{X1, . . . , Xd}}

A ��

		

A′ = A⊗ k̃{{X1, . . . , Xd}}

		

k[X1, . . . , Xd]

α

		

β �� k̃{{X1, . . . , Xd}}

α′
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Let {M ′′
1 ,M

′′
2 , . . . ,M

′′
S} be the maximal ideals of the semi-local ring A′ = A⊗

k̃{{X1, . . . , Xd}}. The same arguments used before show that:

(1) There is a unique maximal ideal, say M ′′, in A′ mapping to M in A.
(2) AM → A′

M ′′ is flat, and
(3) MA′

M ′ = M ′′A′
M ′′ .

Set M ′′
1 = M ′′.

By definition of henselian rings (see Definition 33.1) we get

A′ = A′
M ′′ ⊕A′

M ′′
2
⊕ · · · ⊕A′

M ′
S
,

and each summand is a finite extension of k̃{{X1, . . . , Xd}}.
Now recall that f, g ∈ A were chosen so that Afg = AM . On the other hand,

since fg /∈ M , the image of fg in A′
M ′′ is invertible. Therefore the element 1

fg ∈
A′

M ′′ .

On the other hand, since A′
M ′′ is finite over k̃{{X1, . . . , Xd}}, there is an integer

n and there are elements d1, . . . , dn ∈ k̃{{X1, . . . , Xd}} such that

(35.4)

(

1

fg

)n

+ d1

(

1

fg

)n−1

+ · · ·+ dn = 0.

Consider an étale neighborhood, of k[X1, . . . , Xd]N , say

k[X1, . . . , Xd]N ⊂ E′
N ′(⊂ k̃{{X1, . . . , Xd}})

which contains all coefficients di, for i = 1, . . . , n (see 33.4). Note that

E′
N ′ ⊂ E′

N ′ ⊗A

is a finite extension, and that there is a unique maximal ideal in E′
N ′ ⊗A, say M,

dominating A at M . This shows that

(E′
N ′ ⊗A)fg = (E′

N ′ ⊗A)M.

Moreover, since E′
N ′ ⊂ k̃{{X1, . . . , Xd}} is flat,

(E′
N ′ ⊗A)fg ⊂ A′

M ′

is a flat morphism of local rings. As flat morphisms of local rings are injective we
conclude that (35.4) holds at (E′

N ′ ⊗A)fg = (E′
N ′ ⊗ A)[ 1

fg ], so this ring is a finite

extension of E′
N ′ . Note also that

(E′
N ′ ⊗A)fg = E′

N ′ ⊗ (A)fg = E′ ⊗ (D)fg.

From the discussion in 32.4, it follows that E′
N ′ can be assumed to be the

localization of a k-algebra E′ of finite type over k that is étale over k[X1, . . . , Xd].
So, there is a diagram
(35.5)

Spec(Afg = Dfg)

�����
��
��
��

  ��
��
��
��
��
��
��
��
�

X = Spec((E′ ⊗A)fg = E′ ⊗ (D)fg)
γ′′
1

��

!!����
����

����
���

δ

""��
��
��
��
��
��
��
��
��
��
��
�

Spec(A)

α1

��

Spec(E′ ⊗A)
γ′
1��

α′
1

��
An

k V = Spec(E′)γ1

��
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where γ1, γ
′
1, and γ′′

1 are étale, and δ : X → V is finite. We conclude from this
construction that the diagram

(35.6) Spec(D)

��

X = Spec(E′ ⊗ (D)fg)
γ′
1��

δ

��
An

k V = Spec(E′)γ1

��

fulfills all the conditions in Proposition 31.1. �

36. On the construction of finite-transversal morphisms for an
embedded hypersurface

There is a small variation of the result in Proposition 31.1, which is worth
pointing out as it is well adapted to the case in which the initial data are given by
a singular variety together with an embedding in a smooth scheme. Therefore we
discuss here an embedded version of the Proposition 31.1, which will be addressed
only for the case of an embedded hypersurface.

In the formulation of Proposition 31.1 the starting point is a k-algebra D to-
gether with a maximal ideal M . The result is the construction of a morphism at
what is called an étale neighborhood of M in Spec(D), with prescribed properties.
Now suppose we enlarge the initial data by considering a point M in Spec(D),
together with an inclusion

Spec(D) ⊂ W,

where W is a smooth scheme. We will clarify and discuss this issue here for the
case in which Spec(D) is a hypersurface of dimension d in a smooth affine scheme,
say W (d+1) = Spec(E), of dimension d+1. Within this frame we prove Proposition
36.1.

Proposition 36.1. Let X be a hypersurface embedded in some smooth (d+1)-
dimensional scheme W of finite type over a perfect field k. Let ξ ∈ W be a rational
point where the ideal I(X) has order n (thus the multiplicity of X at ξ is n). Then,
at a suitable (étale) neighborhood of ξ, say (W ′, ξ′) there is a smooth morphism to
some d-dimensional smooth scheme π : W ′ → V , and an element Z of order one
at OW ′,ξ′ so that:

(1) The smooth line π−1(π(ξ′)) and the smooth hypersurface {Z = 0} cut
transversally at ξ′.

(2) If X ′ denotes the pull back of the hypersurface X to W ′, then I(X ′) is
spanned by a monic polynomial of the form

f(Z) = Zn + a1Z
n−1 + . . .+ a1Z + a0 ∈ OV [Z],

and the restriction of W ′ → V , namely δ : X ′ → V , is finite (of generic
rank n).

(3) ξ′ ∈ X ′ is the unique point in δ−1(δ(ξ′)), both points have residue field k,
and the maximal ideal of OV,δ(ξ′) spans a reduction of the maximal ideal
of OX′,ξ′ .

Proof. The basic tool for the proof of the proposition will be Weierstrass
Preparation Theorem. This is a theorem which holds at henselian regular rings.
These are local rings which are not localizations of k-algebras of finite type, however
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we shall extract from Weierstrass Preparation Theorem some consequences within
the class of algebras of finite type.

Let E be an open affine neighborhood of ξ ∈ W . Then E is a finitely generated
k-algebra which is regular. Suppose that the point ξ corresponds to a maximal ideal
M ⊂ E. From the hypothesis one has that the residue field of the local regular
ring EM is k. Given a regular system of parameters, {X1, . . . , Xd, Xd+1} ⊂ EM

one has that the strict henselization of EM , denoted by k̃{{X1, . . . , Xd, Xd+1}},
is also a regular ring having {X1, . . . , Xd, Xd+1} as regular system of parameters.

The residue field k̃ is the separable closure of k.
The graded ring of EM , GrM (EM ), is a polynomial ring of dimension d + 1

over k,

GrM (EM ) = k[X1, . . . , Xd+1]

where we identify Xi with its initial form InM (Xi), for i = 1, . . . , d+ 1. Similarly,

the graded ring of k̃{{X1, . . . , Xd, Xd+1}} is the polynomial ring k̃[X1, . . . , Xd+1].
Now, let f be a non-invertible element of EM , defining the hypersurface X in a

neighborhood of the closed point M in Spec(E), and let n denote the multiplicity
of the hypersurface at this point. Let InM (f) ∈ k[X1, . . . , Xd+1] be the initial form.
We will assume that {X1, . . . , Xd, Xd+1} has been chosen so that the inclusion of
graded rings

k[X1, . . . , Xd] ⊂ k[X1, . . . , Xd+1]/〈InM (f)〉
is a finite extension.

Since Weierstrass Preparation Theorem holds at the henselization of EM , i.e.,
at k̃{{X1, . . . , Xd, Xd+1}}, we may assume that there is a unit u so that

(36.1) uf = (Xd+1)
n + a1(Xd+1)

n−1 + · · ·+ an ∈ k̃{{X1, . . . , Xd}}[Xd+1],

where n is the multiplicity of f at EM .
Set

P (Xd+1) = (Xd+1)
n + a1(Xd+1)

n−1 + · · ·+ an,

we claim that:

(36.2) k̃{{X1, . . . , Xd, Xd+1}}/〈f〉 = k̃{{X1, . . . , Xd}}[Xd+1]/〈P (Xd+1)〉.
To prove this claim we argue as for the case of complete rings. In fact the proof
we now sketch is exactly the same which is used when considering complete rings
instead of henselizations. Note first that as f has multiplicity n at the regular ring
k̃{{X1, . . . , Xd, Xd+1}},

ai ∈ 〈X1, . . . , Xd〉i ⊂ k̃{{X1, . . . , Xd}},
for i = 1, . . . , n. This already implies that the ring at the right in (36.2) is local.

Since it is also a finite extension of k̃{{X1, . . . , Xd}}, it is also henselian, and there-
fore it coincides with its strict henselization. This, with the fact that henselization
commutes with quotients, proves the equality in (36.2), since both rings are strictly
henselian.

The regular system of parameters {X1, . . . , Xd, Xd+1} define an inclusion of
regular local rings,

k[X1, . . . , Xd]〈X1,...,Xd〉 ⊂ EM .

This inclusion define a morphism

Spec(E) −→ Spec k[X1, . . . , Xd]〈X1,...,Xd〉
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and M is the unique point of the fiber over the the closed point of

Spec k[X1, . . . , Xd]〈X1,...,Xd〉

where Xd+1 = 0.
Any étale neighborhood F ′

N ′ of k[X1, . . . , Xd]〈X1,...,Xd〉 induces, by base change,
an étale extension of EM ,

F ′
N ′ ⊂ F ′

N ′ ⊗k[X1,...,Xd]〈X1,...,Xd〉 EM .

Notice that the ring on the right is also local. This holds because we assume that
the residue field of EM is k, and this ensures, in addition, that both local rings
have the same residue field.

Note also that {X1, . . . , Xd} is a regular system of parameters in F ′
N ′ , and that

{X1, . . . , Xd, Xd+1} ⊂ F ′
N ′ ⊗k[X1,...,Xd] E defines a regular system of parameters

at the local regular ring F ′
N ′ ⊗k[X1,...,Xd] EM . So, its strict henselization is again

k̃{{X1, . . . , Xd, Xd+1}}.
Let P (Xd+1) = (Xd+1)

n + a1(Xd+1)
n−1 + · · ·+ an be as in (36.1), and let F ′

N ′

be an étale neighborhood of k[T1, . . . , Td]〈T1,...,Td〉 which contains all coefficients

ai ∈ k̃{{X1, . . . , Xd}} for i = 1, . . . , n.
Now f and P (Xd+1) are two elements at the local ring F ′

N ′ ⊗k[X1,...,Xd] EM ,
and they both span the same ideal in this local ring since they span the same ideal
at k̃{{X1, . . . , Xd, Xd+1}}. This shows that

F ′
N ′ ⊗k[X1,...,Xd] (EM/〈f〉) = (F ′

N ′ ⊗k[X1,...,Xd] EM )/〈P (Xd+1)〉.
Since ai ∈ N ′ for i = 1, . . . , n, it follows that the quotient ring

(F ′
N ′ ⊗k[X1,...,Xd] E)/〈P (Xd+1)〉

is local. Moreover, the maximal ideal is that induced by F ′
N ′ ⊗k[X1,...,Xd] EM and

(F ′
N ′ ⊗k[X1,...,Xd] EM )/〈P (Xd+1)〉 = (F ′

N ′ ⊗k[X1,...,Xd] E)/〈P (Xd+1)〉.
We claim now that F ′′

N ′′ can be chosen so that the finitely generated extension

F ′
N ′ ⊂ (F ′

N ′ ⊗k[X1,...,Xd] E)/〈P (Xd+1)〉
is, in addition, a finite extension.

Recall that E is a finitely generated and smooth k-algebra, say k[α1, . . . , αr].
There is an inclusion of local rings

(36.3) k[X1, . . . , Xd]〈X1,...,Xd〉 ⊂ EM/〈f〉,
which induces, by change of the base ring, say k[X1, . . . , Xd]〈X1,...,Xd〉 →
k̃{{X1, . . . , Xd}}, the finite extension

k̃{{X1, . . . , Xd}} ⊂ k̃{{X1, . . . , Xd}}[Xd+1]/〈(Xd+1)
n + a1(Xd+1)

n−1 + · · ·+ an〉
where the latter ring is the strict henselization of EM/〈f〉 (36.2).

Let αi denote that class of αi in EM/〈f〉, for i = 1, . . . , r. As each αi can be
identified with the image in the strict henselization of this local ring, each αi fulfills
a monic polynomial relation with coefficients in k̃{{X1, . . . , Xd}}. Each such monic
polynomial involves only finitely many coefficients, and therefore one can choose
F ′
N ′ so that each αi is an integral element over this ring. Therefore F ′

N ′ can be
chosen so that the extension

F ′
N ′ ⊂ (F ′

N ′ ⊗k[X1,...,Xd] E)/〈P (Xd+1)〉



200 A. BRAVO AND O. E. VILLAMAYOR U.

is finite. The previous discussion shows that the finitely generated F ′
N ′-algebra at

the right is a local ring, which we view here as a subring in the strict henseization
of EM/〈f〉, where

(F ′
N ′ ⊗k[X1,...,Xd] E)/〈P (Xd+1)〉 = F ′

N ′ [α1, . . . , αr],

and each αi, i = 1, . . . , r, is integral over F ′
N ′ .

The proposition follows finally from this fact, where we now lift these con-
structions of morphisms to morphisms of finite type over a field by using general
properties of localization of homomorphisms (see 32.4). This enables us to construct
a square diagram of smooth schemes defined by a fiber product, say

(36.4) Spec(E)

��

W ′��

��
An V = Spec(F ′)��

Moreover, the choice of coordinates {X1, . . . , Xd, Xd+1} in this construction, to-
gether with Theorem 3.1, show that the conditions (1), (2), and (3) hold.

�
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Appendix B: An approach to Proposition 18.2

The purpose of this appendix is to give some hints about the proof of Propo-
sition 18.2.

37. Describable strongly upper-semi continuous functions

Definition 37.1. Let (V (n),G(n)) be a pair. A strongly upper-semi continuous
function defined for (V (n),G(n)), FG(n) , is said to be describable in V (n) if there is

an OV (n) -Rees algebra ˜G(n) attached to maxFG(n) such that:

(1) There is an equality of closed sets:

Max FG(n) = Sing ˜G(n);

(2) Any max− FG(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

G(n)
0 = G(n) G(n)

1 . . . G(n)
l

with
maxFG(n)

0
= maxFG(n)

1
= . . . = maxFG(n)

l

induces a ˜G(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

˜G(n)
0 = ˜G(n)

˜G(n)
1 . . . ˜G(n)

l

with
Max FG(n)

i
= Sing ˜G(n)

i

for i = 1, . . . , l;

(3) Any ˜G(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

˜G(n)
0 = ˜G(n)

˜G(n)
1 . . . ˜G(n)

l

with
Sing ˜G(n)

i �= ∅
for i = 0, 1, . . . , l, induces a max− FG(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

G(n)
0 = G(n) G(n)

1 . . . G(n)
l

with
maxFG(n)

0
= maxFG(n)

1
= . . . = maxFG(n)

l

and
Max FG(n)

i

= Sing ˜G(n)
i

for i = 1, . . . , l.
(4) If a max− FG(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

G(n)
0 = G(n) G(n)

1 . . . G(n)
l

is so that

maxFG(n)
0

= maxFG(n)
1

= . . . = maxFG(n)
l−1

> maxFG(n)
l
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then

Max FG(n)
i

= Sing ˜G(n)
i

for i = 1, . . . , l − 1 and Sing ˜G(n)
l = ∅;

(5) If a ˜G(n)-local sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
l

˜G(n)
0 = ˜G(n)

˜G(n)
1 . . . ˜G(n)

l

is so that

Sing ˜G(n)
i �= ∅

for i = 1, . . . , l− 1 but Sing ˜G(n)
l = ∅, then the induced max− FG(n)-local

sequence

V
(n)
0 = V (n) ← V

(n)
1 ← . . . ← V

(n)
m

G(n)
0 = G(n) G(n)

1 . . . G(n)
m

is so that

Max FG(n)
i

= Sing ˜G(n)
i

for i = 1, . . . , l − 1, and

maxFG(n)
0

= maxFG(n)
1

= . . . = maxFG(n)
l−1

> maxFG(n)
l

.

In such case, we will also say that the pair (V (n), ˜G(n)) describes FG(n) .

Remark 37.2. Observe that the previous definition implies that a resolution

of ˜G(n) induces a max − FG(n)-local sequence which terminates with a lowering of
the maximum value of FG(n) .

Example 37.3. Let (V (n),G(n)) be a pair and consider Hironaka’s order func-

tion ord
(n)

G(n) as in Example 25.1. If ord
(n)

G(n) is constant and equal to 1 in a neighbor-

hood U of a point ξ ∈ Sing G(n) (i.e., if τG(n),η ≥ 1 for all η ∈ U), then Max ord
(n)

G(n)

is describable by G(n) on U , and the integral closure of the differential satura-
tion of G(n) is a canonical representative within all OV (n)-algebras that describe

Max ord
(n)

G(n) on U .

Example 37.4. More generally, let G(n) be an OV (n)-Rees algebra with τG(n) ≥
e ≥ 1 in a neighborhood U of some point ξ ∈ Sing G(n). Then the upper-semi

continuous functions ord
(n−i)

G(n) of Example 25.2 are constantly equal to 1 on U for

i = 0, 1, . . . , e− 1. Thus, in this case,

Max ord
(d−i)

G(n) = Sing G(n) ∩ U

and, moreover, the integral closure of the differential saturation of G(n) is a canonical

representative within all OU -Rees algebras describing Max ord(d−i) on U for i =

0, 1, . . . , e−1. Also, any other pair identifiable with (U,G(n)|U ) describes ord(n)G(d−i) .

Now we face the question of the describability of the functions w-ord
(d)

G(n) for a

given pair (V (n),G(n)):



ON THE BEHAVIOR OF THE MULTIPLICITY ON SCHEMES... 203

Theorem 37.5. [BrV1, Theorems 12.7, 12.9] Let (V (n),G(n)) be a pair and
let ξ ∈ Sing G(n). Assume that τG(n),η ≥ e for all η ∈ Sing G(n) in a neighborhood

U of ξ. Then either (V (n),G(n)) is e-trivial in U , or else, we can associate to

max w-ord
(n−e)

G(n−e) a pair (V (n), ˜G(n)), such that

G(n) ⊂ ˜G(n); and Max w-ord
(n−e)

G(n) = Sing ˜G(n)

for all η ∈ Max w-ord(n−e)G(n) in U . Moreover:

(1) The dimensional type of (V (n), ˜G(n)) in U is larger than that of (V (n),G(n))
(i.e., τG̃(n),η ≥ e+ 1 for all η ∈ U);

(2) If e = 0, then (V (n), ˜G(n)) describes the strongly upper-semi continuous

function w-ord
(n)

G(n) in U .

(3) If e ≥ 1 and if the characteristic of the base field is zero, then (V (n), ˜G(n))

describes the strongly upper-semi continuous function w-ord
(n−e)

G(n) in U .

Moreover, the pair (V (n), ˜G(n)) is unique (up to weak equivalence).

Remark 37.6. Although the proof of this Theorem is detailed in [BrV1], we
give here a brief outline of the idea of the argument. Suppose G(n) = ⊕lI

lW l. The
hypotheses is that τG(n),η = e for all η ∈ Sing G(n) in a neighborhood U of ξ. If

e = 0 then set ω = max ord
(n)

G(n) on U and define ˜G(n) as the smallest Rees algebra

containing both G(n) and the differential saturation of the twisted algebra

G(n)(ω) := ⊕l≥0I l
ω
W l

where it is assumed that I l
ω

= 0 if l
ω is not an integer (see [Vi5]). This can be

shown to be unique (up to integral closure) among all the Rees algebras verifying
the conclusions of the theorem. If e ≥ 1, then choose a G(n)-admissible projection
to some (n− e)-dimensional smooth scheme:

βn,n−e : V
(n) −→ V (n−e)

and consider the corresponding elimination algebra G(n−e). Then set

ω = max ord
(n−e)

G(n−e)

on βn,n−e(U), and consider the differential saturation H(n−e) of the twisted algebra

G(n−e)(ω) in the same manner as above. Then

˜G(n) := G(n) � β∗
n,n−e(H(n−e))

is shown to verify the conclusion of the theorem.

37.7. Proposition 18.2 asserts that the strongly upper-semi continu-
ous functions tG(n) are describable. In this paragraph we give only a hint on

why Proposition 18.2 holds. Let (V (n),G(n), E(n)) be an n-dimensional basic ob-

ject. Consider a sequence of permissible transformations where each V
(n)
i ← V

(n)
i+1

is defined with center Yi ⊂ Max w-ord
(n)
i ,

(37.1) (V (n),G(n), E(n)) (V
(n)
1 ,G(n)

1 , E
(n)
1 )

ρ0�� · · ·ρ1�� (V
(n)
m ,G(n)

m , E
(n)
m ),

ρm−1��

Then,

(37.2) maxw-ord(n) ≥ maxw-ord
(n)
1 ≥ · · · ≥ maxw-ord(n)m .
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Recall that the function t
(n)
m is defined only under the assumption that max

w-ordm > 0. Set l ≤ m such that
(37.3)

maxw-ord(n) ≥ . . . ≥ maxw-ord
(n)
l−1 > maxw-ord

(n)
l = maxw-ord

(n)
l+1 · · · = maxw-ord(n)

m ,

and write:

(37.4) E(n)
m = E+

m � E−
m (disjoint union),

where E−
m are the strict transforms of hypersurfaces in El. Then, recall that

(37.5)
t
(n)
m : Sing (Jm, b) −→ Q× N

ξ �−→ t
(n)
m (ξ) = (w-ord(n)m (ξ), �{Hi ∈ E−

m : ξ ∈ Hi})
where Q×N is a set ordered lexicographically, and �S denotes the total number of
elements of a set S.

Now, suppose that (V
(n)
l ,G(n)

l , E
(n)
l ) is an arbitrary non necessarily simple basic

object, i.e., of codimensional type ≥ 0. Set ˜G(n)
l as in Theorem 37.5, and define for

ξ ∈ Max t
(n)
l ,

n(ξ) := max{r : ξ ∈ Hi1 ∩ . . . ∩Hir , with Hi ∈ E−
l }

and define the Rees algebra

̂G(n) := ˜G(n)
l �O

V
(n)
l

[HW ]

with

H =
∏

Hi∈E−
l

(

∑

i1<...<ir

I(Hi)

)

.

Then the basic object

(V
(n)
l , ̂G(n), E+

l )

describes the strongly upper-semi continuous function t
(n)

G(n)
l

and has codimensional

type ≥ 1. See [EV1, §9.5].

37.8. Other strongly upper-semi continuous functions on pairs. With
the same notation as in Theorem 37.5, observe that new strongly upper-semi con-

tinuous functions can be defined on the closed set Max w-ord(n−e)G(n). Namely, if

(V (n), ˜G(n)) is representable in dimensions . . . , (n+ 1), n, . . . , n− e− 1, . . . , l, then
for i = e+ 1, . . . , l, one can define:

(37.6)
w-ord

(n−i)

G(n) : Max-w-ord
(n−e)

G(n) −→ Q

η �→ w-ordG̃(n−i)(βn,n−i(η)).

In the same fashion, t
(n−i)

G(n) -functions can be defined on Max-w-ord
(n−e)

G(n) . These are

strongly upper-semi continuous functions.
Now observe that if (V (n),G(n)) and (V (d),G(d)) are identifiable, then the closed

sets Max w-ord(n−e)G(n) and Max w-ord(n−e)G(d) can be identified via the homeo-

morphisms from Lemma 21.10. Thus functions w-ord
(n−i)

G(d) can be defined similarly

on Max w-ord
(n−e)

G(d) , and it can be checked that w-ord
(n−i)

G(n) and w-ord
(n−i)

G(d) are in-

variants in the sense of Definition 22.1.
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[BrG-EV] A. Bravo, M.L Garćıa-Escamilla, O.E. Villamayor U., On Rees algebras and invariants
for singularities over perfect fields. Indiana U. Math. J., 61 (2012), 3, 1201–1251.

[BrV1] A. Bravo, O.E. Villamayor U., Singularities in positive characteristic, stratification and
simplification of the singular locus, Adv. in Math., 224, (2010), 4, 1349-1418. MR2646300
(2011j:14031)

[BrV2] A. Bravo, O.E. Villamayor U., Elimination algebras and inductive arguments in resolution
of singularities, Assian J. Math., 15 (2011), 312-356. MR2838211

[CP1] V. Cossart, O. Piltant, Resolution of singularities of threefolds in positive characteristic.
I. Reduction to local uniformization on Artin-Schreier and purely inseparable coverings, J.
Algebra, 320, (2008) 3, 1051–1082. MR2427629 (2009f:14024)

[CP2] V. Cossart, O. Piltant, Resolution of singularities of threefolds in positive characteristic.
II, J. Algebra, 321, (2009), 7, 1836–1976. MR2494751 (2010c:14009)

[Cu1] S. D. Cutkosky, Resolution of Singularities, Graduate Studies in Mathematics volume 63,
American Mathematical Society (2004). MR2058431 (2005d:14022)

[Cu2] S. D. Cutkosky, Resolution of singularities of 3-folds in positive characteristic, Amer. J.
Math., 131, (2009), 1, 59–127. MR2488485 (2010e:14010)

[Cu3] S. D. Cutkosky, A skeleton key to Abhyankar’s proof of embedded resolution of characteristic
p surfaces, Asian J. Math., 15 (2011), 3, 369–416. MR2838213 (2012m:14023)

[D] E. C. Dade, Multiplicity and monoidal transformations, Thesis, Princeton University, 1960.
MR2613132

[EH] S. Encinas, H. Hauser, Strong Resolution of Singularities, Comment. Math. Helv., 77,
(2002), 4, 821–845. MR1949115 (2004c:14021)

[ENV] S. Encinas, A. Nobile, O. Villamayor On algorithmic equiresolution and stratification of
Hilbert schemes, Proc. London Math. Soc., 86, (2003), 3, 607–648. MR1974392 (2004e:14027)

[EV1] S. Encinas, O.E. Villamayor, A Course on Constructive Desingularization and Equivari-
ance, Resolution of Singularities, A research textbook in tribute to Oscar Zariski, Edts. H:
Hauser, J. Lipman, F. Oort, A. Quirós, Progr. Math., 181, Birkhäuser, Basel, 2000, pp.
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A Simplified Game for Resolution of Singularities

Josef Schicho

Abstract. We will describe a combinatorial game that models the problem
of resolution of singularities of algebraic varieties over a field of characteristic
zero. By giving a winning strategy for this game, we give another proof of the
existence of resolution.

Introduction

The proof of existence and construction of resolution of singularities of alge-
braic varieties in characteristic zero can be divided into two parts. First, there is
an algebraic part, providing necessary constructions such as blowups, differential
closure, transforms along blowup, descent in dimension, transversality conditions,
and properties of these constructions. Second, there is a combinatorial part that
consists in the setup of a tricky form of double induction taking various side condi-
tions into account. The combinatorial part can be formulated as a game. The two
parts of the proof can be cleanly separated: once the properties of the algebraic
constructions are clear, it is no more necessary to do any algebra in the induction
proof. In [7], the algebraic parts and the combinatoric parts of the proof are in
separate sections that are logically independent of each other. The formulation is
based on Villamayor’s constructive proof [15, 5, 16], using ideas from other proofs
[4, 3, 18, 13, 2]. It is needless to say that there are many more proofs that indi-
rectly influenced our formulation. We just mention [8, 1]. For a more exhaustive
account of other proofs, see [7] and the references cited therein.

In this paper, we give a simplified version of the game described in [7]. In
contrast to the description there, the combinatorial part is not entirely independent
of the algebraic part. In the game there, there are two players, one who tries to
resolve and one who provides combinatorial data for the singularities according to
a set of rules (and who is destined to lose). In this paper, the second player is
replaced by an algebraic oracle that has complete information on the singularity,
so that the rules are not needed. Also, the combinatorial data has been reduced:
the stratification of the singular locus is not used any more.

The game described here has been introduced at the Clay Summer School in
Obergurgl, 2012 on Resolution of Singularities. For me, this event was a unique ex-
perience full of intensive interactions with many highly qualified young researchers.
Several simplifications are owed to the participants, for instance the precise notion
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of the equivalence relation. The simplified game has actually been played at the
summer school; see section 2 for a description of this play.

As a consequence of the winning strategy for the second player, we get another
formulation of the resolution algorithm. A new aspect of this formulation is that it
does not depend on local choices. All substeps in the algorithm can be done globally
or locally, whichever is more useful. There is a single substep which requires an
intermediate passing to a local cover, but the result of this substep is again global
(see Remark 1.42).

Most proofs in Section 1 have been done as exercises in the Clay Summer School;
we give them here (mostly through references) just for the sake of completeness.
Apart from these, the existence proof of resolution in this paper is self-contained,
and we hope that it serves as a gentle introduction/explanation of this classical
result.

This version of the paper has been read by four reviewers, and I would like to
thank them for their truly formidable reviews. They contained in total 116 sug-
gestions, some of them independently by several reviewers, 9 additional references
to the literature, on 17 pages in total. There was not a single comment which was
not clear. I tried to follow most of their suggestions; many remarks and examples,
for instance Example 1.29 of a singularity for which there is no global descent, are
only here because of their persistence.

1. Habitats, Singularities, and Gallimaufries

In this section, we introduce the algebraic concepts which are needed for our
setup of the resolution problem and algorithm: habitats, singularities, transform
along blowups, differential closure, gallimaufries and descents. The terminology
used in this paper is the same as in [7].

Let K be a field of characteristic zero.

Definition 1.1. A habitat over K is an equidimensional nonsingular algebraic
variety W over K together with a finite sequence of nonsingular hypersurfaces
(E1, . . . , Er) such that no two have a common component, and such that their sum
is a normal crossing divisor. We denote this habitat by (W, (E1, . . . , Er)), and when
the hypersurface sequence is not important, we denote the habitat by (W, ∗).

Examples of Habitats are the affine spaces An, n ≥ 0, with divisors defined
by coordinates xi, 1 ≤ i ≤ n. In the analytic category, every habitat is locally
isomorphic to such a habitat. It is also possible that some of the hypersurfaces
are empty. This is a necessity because we consider habitats as local/global objects
where we would like to restrict to open sets, or glue together habitats on an open
cover when the restrictions to the intersections coincide. If we restrict to an open
subset of the complement of Ei, 1 ≤ i ≤ r, then the restricted habitat has an empty
hypersurface at the i-th place.

Definition 1.2. A subvariety Z of a habitat as above is called straight iff
it is pure-dimensional, and for every point p ∈ Z, there is a regular system of
parameters u such that Z is locally defined by a subset of u and every hypersurface
of the habitat sequence that contains p is defined by an element of u. This concept
also arises in [7], where it is called transversal, and in [16], where it is called normal
crossing.
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For instance, in the habitat (An, (x1, . . . , xn)), the variety defined by (x1, . . . ,
xm), m ≤ n, is straight. If the habitat sequence is empty, then straightness is
equivalent to smoothness.

Definition 1.3. Let Z be a straight subvariety of a habitat (W, (E1, . . . , En)).
The blowup along Z is the habitat (W ′, (E′

1, . . . , E
′
n, En+1)), whereW

′ is the blowup
of W along Z, E′

i is the strict transform of Ei for i = 1, . . . , n, and En+1 is the
exceptional divisor introduced by the blowup (the inverse image of the center Z).

We allow the following degenerate cases: if Z = E1, then the blowup is
(W, (∅, E2, . . . , En, E1)). If Z = W , then the blowup is (∅, (∅, . . . , ∅)).

Definition 1.4. For any habitat (W, ∗), we define an operator Δ from the set
of ideal sheaves on W to itself, as follows. For I ⊂ OW and affine open subset
U ⊂ W , Δ(I)|U is the ideal sheaf generated by I|U and all first order partial
derivatives of elements in I|U .

The i-th iteration of the operator Δ is denoted by Δi.

Definition 1.5. A singularity on a habitat (W, ∗) is a finitely generated sheaf of
Rees algebras A = ⊕∞

i=0Ai over A0 = OW , i.e. a sequence of ideal sheafs Ai ⊂ OW

such that A0 = OW and Ai · Aj ⊆ Ai+j and equality holds for sufficiently large
indices i, j (this is equivalent to finite generation).

We say a singularity A is of ideal-type if there is an integer b > 0 and ideal
sheaf I such that Anb = In for all indices which are multiples of b, and Ai = (0)
otherwise. These singularities are denoted by (I, b). (This is Hironaka’s notion of
pairs.)

The singular locus Sing(A) of a singularity A = ⊕∞
i=0Ai is the intersection of

the zero sets of Δi−1(Ai), i > 0. We say that a singularity is resolved if its singular
locus is empty.

Remark 1.6. The above concept of singularity is based on Hironaka’s definition
[9] of idealistic exponents (ideal-type singularities). I learned the description of
singularities in terms by Rees algebras from [6], which is based on [17]. Similar
description by algebras or filtration of rings have been used systematically in [10,
11, 12]. Note that our definition of Rees algebras slightly differs from the definition
in [14].

Note that the intersection defining the singular locus is a finite intersection by
Nötherianity. For computing the singular locus, it suffices to consider generating
degrees.

The singular locus of an ideal-type singularity of the form (I, 1) is just the zero
set of I. The singular locus of an ideal-type singularity of the form (I, b) with b > 1
is the zero set of points where the order of I is at least b.

The trivial singularities are the zero singularity Ai = 0 for i > 0 and the unit
singularity Ai = OW for all i ≥ 0. The singular locus of the zero singularity is
W , and the singular locus of the unit singularity is the empty set (and so, the unit
singularity is resolved).

Definition 1.7. Let Z be a straight subvariety in the singular set of a sin-
gularity A. The transform of A is the singularity A′ = ⊕∞

i=0A
′
i on the blowup

(W, (Â, ∗, En+1)), where A′
i is such that f∗(Ai) = AiOW ′ = Ideal(En+1)

i · A′
i for

i > 0. Recall that En+1 = f−1(Z) is the exceptional divisor.
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Example 1.8. We consider the ideal-type singularity (〈x2−y3〉, 2) in the habi-
tat (A2, ()). The singular locus of A is the only point where x2 − y3 has order 2,
namely (0, 0). The blowup of A2 can be covered by two open affine charts, with
coordinates (x, ỹ = y

x ) and (x̃ = x
y , y), respectively. In the first chart, the transform

is the ideal-type singularity (〈1− xỹ3〉, 2); in the second chart, it is the ideal-type
singularity (〈x̃2 − y〉, 2). Note that in both charts the singularity is resolved.

Definition 1.9. A thread is a sequence of singularity-habitat pairs, where the
next is the transform of the previous under blowup of a straight subvariety in the
singular locus. If the last singularity has empty singular locus, then we say the
thread is a resolution of the first singularity of the thread.

For instance, the transform in the example above has empty singular locus.
Therefore the thread consisting of the single blowup above is a resolution of the
singularity (〈x2 − y3〉, 2).

The objective in this paper is to show that every singularity admits a reso-
lution. Desingularization of algebraic varieties over characteristic zero is then a
consequence.

Theorem 1.10. Assume that every singularity over K has a resolution. Then
every irreducible variety X over K that can be embedded in a nonsingular ambient
space has a desingularization, i.e. a proper birational map from a nonsingular
variety to X.

Proof. Let X ⊂ W be a variety embedded in a nonsingular ambient space W .
If X is a hypersurface, then we simply resolve the singularity (Ideal(X), 2). The
proper transform of X is then a subscheme of the transform of (Ideal(X), 2). Since
the transform of (Ideal(X), 2) has no points of order 1, also the proper transform
has no points of order 1, and therefore it is a nonsingular hypersurface.

In higher codimension, there exist singular varieties with an ideal of order 1,
namely varieties that are embedded in some smooth hypersurface; so it is not enough
to resolve the (Ideal(X), 2). Instead, we resolve the singularity (Ideal(X), 1) and
take only the part of the resolution where the proper transform of X is not yet
blown up. In the next step, when the proper transform is blown up, it must be a
nonsingular subvariety. So the thread defines a sequence of blowing ups such that
the proper transform is nonsingular, and this is a desingularization. �

Remark 1.11. The resolutions obtained in this way are embedded resolutions:
the singular variety X is embedded in a nonsingular ambient space W , and one
constructs a proper birational morphism π : W̃ → W such that the proper trans-
form of X is nonsingular. Moreover, the morphism π is an isomorphism at the
points outside X and at the smooth points of X. In the hypersurface case, the
singularity is already resolved in a neighborhood of these points. In the general
case, the singularity is resolved at the points outside X, and it can be resolved by
a single blowing up step locally in a neighborhood of a smooth point of X. But
this is precisely the step where the resolution of the singularity is truncated.

Definition 1.12. Let A1 and A2 be two singularities on the same habitat.
Then their sum A1 + A2 is defined as the singularity defined by the Rees algebra
generated by A1 and A2.
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Remark 1.13. If A1 = (I1, b) and A2 = (I2, b) are ideal-type singularities with
the same generating degree, then A1+A2 = (I1+I2, b). For ideal-type singularities
with different generating degrees, there is no such easy construction.

Lemma 1.14. The singular locus of A1+A2 is equal to Sing(A1)∩Sing(A2). If Z
is a straight subvariety contained in this intersection, then TransformZ(A1+A2) =
TransformZ(A1) + TransformZ(A2).

Proof. Straightforward. �
As a consequence, resolution ofA+B separates the singular loci. More precisely,

the resolution of A + B defines threads starting with A and B, and the singular
sets of the final singularities of these threads have disjoint singular loci.

Definition 1.15. A singularity A = ⊕∞
i=0Ai is differentially closed iff Δ(Ai+1) ⊆

Ai for all i ≥ 0.
The differential closure of a singularity A is the smallest differentially closed

singularity containing A.

A priori it is not clear if the differential closure exists, or in other words if the
intersection of all differentially closed finitely generated Rees algebras containg A is
again finitely generated. Assume that A has generators fi in degree di, i = 1, . . . , N .
Then one can use the Leibniz rule to show that the differential closure is generated
by all partial derivatives of order j < di in degree di − j.

Remark 1.16. The notion of differential closure is closely related to differential
Rees algebras used in [17] and with differential saturation of an idealistic filtration
defined in [11]. These two cases are different but both use higher order differential
operators. Here we only use first order differential operators; this would not work
for positive characteristic.

Definition 1.17. Two singularities A,B on the same habitat are equivalent iff
there exists N > 0 such that Closure(A)kN = Closure(B)kN for all k ∈ Z+.

Lemma 1.18. If two singularities A and B are equivalent, then their singular
loci coincide.

Assume that A and B are equivalent, and let Z be a straight subvariety in the
singular locus. Then the transforms of A and B on the blowup at Z are again
equivalent.

Proof. The first statement is straightforward. For the second statement, we
use [7, Lemma 9]: If C is the differential closure of A, and A′ and C ′ are the
transforms of A and C along a center inside the singular locus, then the differential
closures of A′ and C ′ are equal. (In general, the transform of a differentially closed
singularity may not be differentially closed.) �

Definition 1.19. A number b > 0 is a generating degree of a singularity A iff
A is equivalent to the ideal-type singularity (Ab, b).

If A is generated by elements of Ab as an algebra over OW , then it is an easy
exercise that b is a generating degree for A.

Definition 1.20. A subhabitat of a habitat (W, (E1, . . . , En)) is a straight
subvariety V ⊂ W which does not have components that are contained in one of
the Ei, together with the sequence of the intersections (V ∩ E1, . . . , V ∩ En).
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If Z is a straight subvariety of a subhabitat (V, ∗) of (W, ∗), then it is also
a straight subvariety of (W, ∗). The blowup of (V, ∗) at Z is a subhabitat of the
blowup of (W, ∗) at Z; its underlying variety V ′ is the proper transform of V .

Example 1.21. Let 0 ≤ l ≤ m ≤ n. On the habitat (An, ()), we have the
subhabitat (V, ()) where V is the hypersurface defined by xm+1 = · · · = xn = 0
(say that x1, . . . , xn are the coordinate variables). Note that V is isomorphic to
Am. Let Z be the subvariety defined by xl+1 = · · · = xn = 0. Then the blowup is
covered by n− l charts with coordinate functions x1, . . . , xl, xk,

xl+1

xk
, . . . , xn

xk
, where

k = l+1, . . . , n. The proper transform of V has a non-empty intersection with the
m − l charts corresponding to k = l + 1, . . . ,m. It is isomorphic to to the blowup
of Am at the subvariety defined by the last m− l coordinates.

Definition 1.22. Let i : V → W be the inclusion map of a subhabitat (V, ∗) of
(W, ∗). The restriction of a singularity B = ⊕∞

i=0Bi on (W, ∗) to (V, ∗) is defined as
the singularity A = ⊕∞

i=0Ai where Ai := i∗(Bi)OV and i∗(Bi) denotes the pullback
of Bi along the inclusion map.

If (Ideal(V ), 1) is a subalgebra of B, then we say that B restricts properly to
V .

Example 1.23. Let A be the ideal-type singularity (〈x, y2 − z3〉, 1) on the
habitat (A3, ()). Then the hyperplane x = 0 is a subhabitat to which A restricts
properly.

Remark 1.24. If V has codimension 1, then the statement “B restricts properly
to V ” is equivalent to the statement “V is a hypersurface of maximal contact” in
[16].

If B restricts properly to V , then the singular locus of B is contained in V and is
equal to the singular locus of the restriction of B to V . The proof is straightforward.

Assume that B restricts properly to V , and let A be the restriction. Let
Z ⊂ Sing(B) ⊂ V be a straight subvariety. Then the transform of A on the blowup
(V ′, ∗) is equal to the restriction of the transform of B to the restriction to the
subhabitat (V ′, ∗).

Definition 1.25. Let i : V → W be the inclusion map of a subhabitat (V, ∗) of
(W, ∗). Let A be a differentially closed singularity on (V, ∗). Then the extension of
A to (W, ∗) is defined as the largest differentially closed algebra which is contained
in ⊕∞

i=0(i
∗)−1(Ai).

Example 1.26. On the habitat (A2, ()), we consider the singularity (〈x, y2〉, 1)+
(〈y3〉, 2) (this is the differential closure of (〈x2 + y3〉, 2)). Its restriction to the sub-
habitat defined by x is equal to (〈y2〉, 1) + (〈y3〉, 2). The inverse of the pullback
is (〈x, y2〉, 1) + (〈x, y3〉, 2). It is not differentially closed, because ∂x(x) = 1 is not
contained in the degree 1 component. When we remove x from the list of generators
in degree 2, we get (〈x, y2〉, 1) + (〈y3〉, 2), and this is the extension.

Lemma 1.27. Let i : V → W be the inclusion map of a subhabitat (V, ∗) of
(W, ∗). Let B be a differentially closed singularity on (W, ∗) which restricts properly
to V . Then the extension of the restriction of B to V is equal to B.

Let A be a differentially closed singularity on (V, ∗). Then the extension of A
restricts properly to V , and its restriction is equal to A.
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Proof. This is [7, Theorem 11]. It compares to the “commutativity” state-
ment in [4]. �

Definition 1.28. Let (W, ∗) be a habitat, and let m ≤ dim(W ) be a non-
negative integer. A gallimaufry of dimension m on (W, ∗) is a differentially closed
singularity A, such that for every point p in the singular locus, there is an open
subset U ⊂ W and a subhabitat (V, ∗) of the open restriction (U, ∗) of dimension
m, such that A|U restricts properly to V . Such an open subhabitat is called zoom
for A at p.

Let A be a gallimaufry of dimension m > 0. Assume that there exists an open
cover of the habitat of A such that for every open subset U , there is a subhabitat
of dimension m− 1 to which A|U properly restricts; in other words, A can also be
considered as a gallimaufry of dimension m− 1. Then we say that the gallimaufry
A descends to dimension m− 1.

Any singularity can be considered as a gallimaufry of dimension dim(W ). Any
gallimaufry of dimension m < dim(W ) can also be considered as a gallimaufry of
dimension m+ 1. The dimension of the singular locus of a gallimaufry is less than
or equal to the dimension of the gallimaufry. The unit singularity on (W, ∗) can be
considered as a gallimaufry of any dimension m ≤ dim(W ).

Example 1.29. Here is an example that shows that the passage to local covers
is really necessary. Let C ⊂ A3 be an affine smooth space curve which is a complete
intersection with ideal generated by F,G ∈ K[x, y, z]. Let f : C → P1 be a regular
map that cannot be extended to A3. For instance, we could set K = R and C to be
the circle x2 + y2 − 1 = z = 0 and f as the map (x, y, z) → (y : 1−x) = (1+x : y).
Let I be the ideal of all functions g vanishing along C such that for all p ∈ C, the
gradient of p is a multiple of the gradient of f1(p)F +f2(p)G, where f(p) = (f1(p) :
f2(p)). In the concrete case of the unit circle and f as above, the ideal is generated
by (x2 + y2)(1 + x) + yz, (x2 + y2 − 1)y + z(1− x), (x2 + y2 − 1)z, z2.

The ideal-type singularity (I, 1) is locally analytically isomorphic to (〈x, y〉, 1),
bacause locally analytically we can assume C is the line x = y = 0 and the gradient
of elements in the ideal are multiples of the gradient of x. Still locally analytically,
the hyperplane defined by x is a subhabitat with proper restriction. In the concrete
example of the unit circle, one can cover A3 by the three open subsets: U1 is
defined by x + 1 �= 0 and removing the point (x, y, z) =

(

1
3 , 0, 0

)

, U2 is defined by
x− 1 �= 0, and U3 is the complement of the unit circle. In U1, the restriction to the
subhabitat defined by (x2 + y2 − 1)(1 + x) + yz is proper (the only singular point
of the habitat has been removed from U1); in U2, the restriction to the subhabitat
(x2+y2−1)y+z(1−x) is proper; in U3, the singularity is resolved, so the restriction
to any subhabitat is proper. Therefore we can consider (I, 1) as a gallimaufry in
dimension 2.

On the other hand, we can show that (I, 1) does not globally restrict properly
to a subhabitat of dimension 2. Assume, indirectly, that H is the equation of such
a surface. Then H lies in the ideal of C, hence we can write H = AF+BG for some
A,B ∈ K[x, y, z]. Then (x, y, z) �→ (A(x, y, z) : B(x, y, z)) would be an extension
of f : C → P1, contradicting our assumption that such an extension does not exist.

Lemma 1.30. Let A be a gallimaufry of dimension m > 0. If A descends to
m− 1, then any transform of A also descends to m− 1.
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Proof. If V is a subhabitat of dimension m− 1 to which A properly restricts,
then the transform restricts properly to the proper transform of V . �

Definition 1.31. A gallimaufry A of dimension m is bold if dim(Sing(A)) = m.

Example 1.32. A gallimaufry A of maximal dimension n = dim(W ) is bold if
and only if there is an irreducible component ofW on which A is the zero singularity.

Lemma 1.33. Let A be a bold singularity. Then the m-dimensional locus Z of
Sing(A) is straight, and the transform of A on the blowup along Z is not bold.

Proof. Let V be a subhabitat of dimension m to which A properly restricts.
Then Sing(A) is the equal to the union of all irreducible components V0 of V such
that the restriction to V0 is the zero singularity. Since V is straight, it follows that
Z is straight.

Let π : W ′ → W be the blowup along Z. Locally at some neighbourhood of a
point p in an irreducible component V0 of Z, the blowup manifold of the subhabitat
V is empty. Hence the blowup of V along Z just removes all components in Z.
It follows that the transform of the restricted singularity is not bold. Hence the
transform of the A as a gallimaufry of dimension m is not bold. �

The next definition introduces a numerical invariant of the order of the sin-
gularity. It is based on Hironaka’s order function. Other authors used iterated
order functions to construct an invariant governing the resolution process. Here,
the resolution process should not be determined by an invariant, but we still need
some order concept.

Definition 1.34. Let (I, b) be an ideal-type singularity on (W, (E1, . . . , Er))
which is not bold as a gallimaufry in dimension dim(W ), i.e. I is not the zero
ideal on any component of W . Let {i1, . . . , ik} be the set of all hypersurface in-
dices i such that Ei ∩ Sing(A) �= ∅. The monomial factor of (I, b) is defined as
the sequence

(

e1
b , . . . ,

ek
b

)

such that I ⊆ Ideal(Ei1)
e1 · · · Ideal(Eik)

ek , with integers
e1, . . . , ek chosen as large as possible.

The maxorder of (I, b) is defined as min{a|Δa(Ĩ)=〈1〉}
b , where Ĩ is the ideal sheaf

Ideal(E1)
−e1 · · · Ideal(Er)

−erI. Note that this the maximum of the function p �→
ordp(Ĩ)/b.

For an arbitrary singularity that is not bold, monomial factor and maxorder
are defined by passing to an equivalent ideal-type singularity.

For a gallimaufry that is not bold, monomial factor and maxorder are defined
by restricting to a subhabitat of correct dimension.

In order to show that the definitions are valid for arbitrary singularities, we
use that any singularity is equivalent to an ideal-type singularity, by the comment
after Definition 1.19. Moreover, one needs to show that two equivalent ideal-type
singularities have the same monomial factors and order; in our setup, this is a
straightforward consequence of the statement that if the ideal-type singularities
(I1, b1) and (I2, b2) are equivalent, then there exist positive integers n1, n2 such that
b1n1 = b2n2 and In1

1 = In2
2 . One may compare with [9], where te independence of

the choice of ideal-type representative is shown for a similar equivalence relation.
The validity of the definitions for gallimaufries (independence of the choice of the
local subhabitat) is a consequence of [7, Proposition 13]. The proof, which uses
local isomorphisms of restrictions to different subhabitats, is far from being trivial.
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The idea to use local isomorphisms to compare orders on coefficient ideals defined
on different hypersurfaces of maximal contact has been introduced in [18].

Example 1.35. We consider the singularity (〈x2−y3〉, 1) on the habitat (A2, ()).
We blowup the origin (0, 0), which is contained in the singular locus. The blowup
variety can be covered by two charts, which already occured in Example 1.8. In the
first chart, the transform is (〈(1−xỹ3)x〉, 1); in the second chart, it is the ideal-type
singularity (〈(x̃2 − y)y〉, 1). For the transform, the monomial factor is (1); and the

ideal sheaf Ĩ is 〈1− xỹ3〉 in the first chart and 〈x̃2 − y〉 in the second chart, hence
the maxorder is 1.

Lemma 1.36. Let A be a non-bold gallimaufry of dimension m on a habitat
(W, (E1, . . . , Er)). Assume, for simplicity, that all hypersurfaces Ei have a non-
empty intersection with the singular locus. Let (a1, . . . , ar) be the monomial factor
of A, and let o be the maxorder.

Let {i1, . . . , ik} be a subset of {1, . . . , r}. If ai1 + · · · + aik + o < 1, then
Ei1 ∩ · · · ∩Eik ∩ Sing(A) = ∅. If ai1 + · · ·+ aik ≥ 1, then Ei1 ∩ · · · ∩Eik ⊂ Sing(A).

Let Z ⊂ Sing(A) be a straight subvariety of (W, (E1, . . . , Er)), and let {i1, . . . , ik}
be the subset of {1, . . . , r} of all i such that Z ⊂ Ei. Then the monomial factor of
the transform on the blowup at Z is of the form (a1, . . . , ar, ar+1), where

ai1 + · · ·+ aik − 1 ≤ ar+1 ≤ ai1 + · · ·+ aik + o− 1.

Proof. Straightforward (using local analytic coordinates where the center and
all hypersurfaces are defined by coordinate functions). �

Example 1.37. On the habitat (A3, (x, y, z)), we consider the singularity
(〈x3y5z7(x2+y5)〉, 1). Its monomial factor is (3, 5, 7), and its maxorder is 2. When
we blowup the line x = y = 0, we get two charts. In the chart with coordinate
functions (x̃ = x

y , y, z), the transform is (〈x̃3y9z7(x̃2 + y3)〉, 1), and in the chart

with coordinate functions (x, ỹ = y
x , z), the transform is (〈x9ỹ5z7(1 + x3ỹ5)〉, 1).

The monomial factor of the transform is (3, 5, 7, 9).
In this example, the maxorder of the transform is again equal to 2, and the

transform of the ideal-type singularity (〈x2 + y5〉, 2) is (〈x̃2 + y3〉, 2) in the first
chart and (〈1 + x3ỹ5〉, 2) in the second chart (see also Lemma 1.43 below).

Definition 1.38. A gallimaufry is called monomial if its maxorder is 0.

Lemma 1.39. The transform of a monomial gallimaufry is monomial. If (a1,
. . . , ar) is the monomial factor, and if {i1, . . . , ik} is the subset of hypersurface
indices such that Z ⊂ Ei, then (a1, . . . , ar, ai1 + · · · + aik − 1) is the monomial
factor of the transform on the blowup at Z.

Proof. This is a consequence of Lemma 1.36. �

Definition 1.40. A non-bold and non-resolved singularity/gallimaufry is tight
if it has trivial monomial factor (0, . . . , 0) and maxorder 1.

Let (I, b) be an ideal-type singularity such that I is not zero on any component
of the habitat. Let

(

e1
b , . . . ,

er
b

)

be its monomial factor, and let o be the maxorder.
Assume o > 0. The tightification of a (I, b) is defined as the differential closure

of (Ĩ, ob) + (I, b), where Ĩ := Ideal(E1)
−e1 · · · Ideal(Er)

−erI (note that ob is an
integer).
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The tightification of a general singularity is defined by passing to an equivalent
ideal type singularity followed by tightification as defined above.

The tightification of a gallimaufry is defined by restriction to a zoom, singularity
tightification, and extension. The tightification of a gallimaufry A is denoted by
Tightify(A). If A is bold or resolved, then Tightify(A) is not defined.

Example 1.41. Let m,n be positive integers. On the habitat (A1, ()), the
ideal-type singularity (〈xm〉, n) has maxorder m

n , so it is tight if and only if m = n.
If m < n, then the singularity is resolved. If m ≥ n, then the tightification is equal
to (〈xm〉,m).

It is not apparent that the tightification is well-defined for gallimaufries, one
has to show independence of the local choice of the subhabitat of dimension m.
We refer to [7, Proof of Theorem 19] for the proof. This proof uses local analytic
isomorphisms between restrictions to different habitats (see [18]).

Remark 1.42. For given gallimaufry A, it would also be possible to compute
monomial factor and maxorder using Jacobian ideals. Hence the computation of
the tightification is the only construction of the resolution algorithm which uses
subhabitats and therefore local choices (the result is independent of the local choices
by the statement before). If we had a different construction without local choices
we would have a global algorithm for resolution of singularities that never passes
to local coverings. The author does not have an idea for such a construction.

Lemma 1.43. The transform of a tight gallimaufry is either tight or resolved.
Let A be a non-bold gallimaufry. Let a = (a1, . . . , ar) be its monomial fac-

tor. Assume that A has maxorder o > 0. Let Z be a straight subvariety in the
singular locus of Tightify(A). Let {i1, . . . , ik} be the subset of hypersurface in-
dices such that Z ⊂ Ei. Then the monomial factor of TransformZ(A) is a′ :=
(a1, . . . , ar, ai1 + · · · + aik + o − 1), and if o′ is the maxorder, then o′ ≤ o. Equal-
ity holds if and only if TransformZ(Tightify(A)) is not resolved; and in this case,
TransformZ(Tightify(A)) is equivalent to Tightify(TransformZ(A)).

Proof. Locally at any open subset in which the maximal order is assumed,
we can restrict to a subhabitat of dimension m, and it suffices to show the state-
ment for singularities. In this situation, the proof is straightforward (compare with
Example 1.37).

In any other open subset, we get a monomial factor a′′ with last exponent
, ai1 + · · · + aik + o1 − 1) with some o1 < o. In the transform of this open subset,
the order is bounded by o1. �

Example 1.44. Let A be the singularity (〈(x2 − yn)ym〉, 1) on the habitat
(A2, x), where n ≥ 2,m ≥ 0. Its monomial factor is (m), its maxorder is 2, and
its tightification is (〈x2 − yn〉, 2). Let Z be the point (0, 0). The blowup can
be covered by two charts, which already occured in Example 1.8. In the first,
the transform of A is (〈(x̃2 − yn−2)ym+1〉, 1). In the second, the transform is
(〈(1 − xn−2ỹ2)xm+1ỹm〉, 1). The monomial factor (m,m + 1). The transform of
Tightify(A) is (〈x̃2− yn−2〉, 2) in the first chart and (〈1−xn−2ỹ2〉, 2) in the second
chart. If n ≥ 4, then the transform of the tightification is the tightification of the
transform, and the maxorder of TransformZ(A) is 2. If n = 2, 3, then the transform
of the tightification is resolved, and the maxorder is 1. The new tightification is
(〈x̃2 − yn−2〉, 1) in the first chart.
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Lemma 1.45. Let A be a tight gallimaufry of dimension m > 0 on a habitat
(W, (E1, . . . , Er)). Assume that Sing(A)∩Ei = ∅ for i = 1, . . . , r. Then A descends
to dimension m− 1.

Proof. It suffices to show the statement for singularities. Moreover, we may
assume that A is differentially closed. Then Δ(A1) = OW . For any p ∈ Sing(A),
there exists f ∈ (A1)p of order 1 at p. This local section is defined and still in some
open neighbourhood U of p. Moreover, the zero set X of f is a hypersurface in p is
a nonsingular point of X. We define U ′ as U minus the singular locus of X. Then
A|U ′ restricts properly to the hypersurface defined by f . �

2. The Game and How to Win It

In this section, we explain the combinatoric part of the resolution.
In any step of the game, the player is given some combinatorial information on

a main gallimaufry which is to be resolved, as well as additional gallimaufries which
are related in various ways, for instance if a gallimaufry is not bold and has positive
maxorder then there might be a tightification. During the game, threads are cre-
ated; a blowup step adds one gallimaufry to each existing thread. In the beginning
of the game, there is only one thread of length zero with a single gallimaufry A. In
the end, this thread should be extended to a resolution of A.

This is the combinatorial information on a gallimaufry A on a habitat (W , (E1,
. . . , Er)) which is given to the player:

• a simplicial complex Ξ with vertices in the set {1, . . . , r}, consisting of all
faces {i1, . . . , ik} such that Ei1 ∩ . . . Eik ∩ Sing(A) �= ∅;

• the gallimaufry dimension m;
• a generating degree of A;
• the information whether A is bold or not;
• if A is not bold, then the monomial factor a : Vertices(Ξ) → Q≥0. This is
just a labelling og the vertices by rational numbers;

• the maxorder o ∈ 1
bZ, where b is the generating degree provided as speci-

fied above.

Note that we have to distinguish the empty set complex that has no vertices
and consists of one -1-complex whose set of vertices is the empty set, and the empty
complex that has no faces at all. A gallimaufry is resolved if and only if its complex
is the empty complex.

Now the player has to choose a move. There are six possible moves, two blowup
moves and four moves that create additional gallimaufries. We may distinguish two
types of blowups.

Type I: For a gallimaufry A on a habitat (W, (E1, . . . , Er)) and monomial
factor (a1, . . . , ar) and indices i1, . . . , ik such that ai1 + · · · + aik ≥ 1,
the intersection of E1, . . . , Er and some locally defined zoom is a straight
subvariety contained in the singular locus. It is independent of the choice
of the zoom because it can also be defined as the intersection of E1, . . . , Er

and the singular locus. A type I blowup is a blowup of such a subvariety.
In the winning strategy we describe here, type I blowups are only needed
when A is monomial. However, one has to keep in mind that the blowup
not only transforms A but also other gallimaufries that are given at the
same time in the game.
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Type II: For a bold gallimaufry A of gallimaufry dimension m, the union of
allm-dimensional components of the singular locus is a straight subvariety,
by Lemma 1.33. A type II blowup is a blowup at such a subvariety. By
Lemma 1.33, the transform of A is not bold, but again, the blowup also
transforms other gallimaufries that are given at this step.

Here is an overview on the possible moves of the player at each turn.

(1) If a gallimaufry complex has a face with sum of labels greater than or
equal to 1, then she may issue a blowup of type I on that face.

(2) If a gallimaufry is bold, then she may issue a blowup of type II on that
gallimaufry.

(3) If a gallimaufry is tight and its complex Ξ is the empty set complex, then
she may issue a descent.

(4) If a gallimaufry is not bold and has maxorder o > 0, then she may issue
a tightification.

(5) For some gallimaufry with complex Ξ and vertex j ∈ Vertices(Ξ), she may
issue a relaxation. This will create a gallimaufry with a smaller sequence
of hypersurfaces, as defined below.

(6) For some gallimaufry with complex Ξ and vertex j ∈ Vertices(Ξ), she may
issue an intersection.

A blowup move includes a unique specification of the blowup center: for type I,
the center is the intersection of the singular locus with all hypersurfaces in the
habitat sequence corresponding to the vertices of the face occuring in the description
of the move; for type II, it is the m-dimensional locus of the singular locus, where
m is the gallimaufry dimension. The consequences of a blowup move are that the
habitat is blown up at the indicated center Z and all gallimaufries with Z ⊂ Sing(A)
are transformed, so that their threads are prolongued. The remaining threads are
removed, their threads are differentially closed. The combinatorial data of the
transformed gallimaufries are partially determined by the properties of gallimaufries
in the previous sections. The dimension and generating degree are never changed.
Also, the relation between two gallimaufries in two threads (descent, quotient,
intersection) are kept. The remaining data (for instance maxorder of non-tight
gallimaufries) are again given to the player.

In the remaining moves, a new gallimaufry is created and a thread is opened
starting with it. In a descent move, the new gallimaufry is given by the same Rees
algebra on the same habitat, but it is considered as a gallimaufry in dimension
one less; this has an effect on the monomial factor, on the maxorder, and on the
boldness property. In a relaxation move with gallimaufry A and vertex j, the new
gallimaufry is defined by the same Rees algebra A, but the habitat is changed: Ej

is replaced by ∅. In an intersection move with gallimaufry A and vertex j, the new
gallimaufry is A+ (Ideal(Ej), 1).

Remark 2.1. It is possible that an intersection move follows a relaxation move
for the same vertex. In this situation, we do not want to form the sum with
(Ideal(∅), 1) because this is the unit singularity. So by convention, the added sum-
mand in the intersection move is always computed from the habitat in the main
thread.

Lemma 2.2. There is a winning strategy for monomial gallimaufries.
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Proof. The winning strategy is to blowup a minimal face among all faces
with sum of labels greater than or equal to 1. Then the complex of the transformed
gallimaufry is a subdivision, where the label sum of any of the new faces is strictly
smaller than the label sum of the old face which contains that new face topologically
and which has disappeared in the subdivision. This is only possible a finite number
of times because the labels are in 1

bZ≥0, where b is the generating degree. �
Lemma 2.3. Let m ≥ 0 be an integer. If there is a winning strategy for tight

gallimaufries of dimension m, then there is a winning strategy for all gallimaufries
of dimension m.

Proof. By a type II blowup, we may reduce to a non-bold gallimaufry A.
Then we have a maxorder o ∈ 1

bZ≥0, where b is the generating degree. If o > 0,
then we create the tightification Tightify(A). By assumption, there is a resolution
of Tightify(A). The sequence of blowups defines a thread starting with A. By
Lemma 1.43, the last singularity A′ of this thread has maxorder o′ < o. If o′ >
0, then we start a new thread starting with Tightify(A′) and apply the winning
strategy to the tight gallimaufry. The resolution of the Tightify(A′) induces a
prolongation of the thread of A passing A′ and ending with a singularity A′′ of
maxorder o′′ < o′. Since the maxorder can only drop finitely many times, we
eventually achieve the monomial case o = 0, which can be won by Lemma 2.2. �

Lemma 2.4. Let m > 0 be an integer. If there is a winning strategy for galli-
maufries of dimension m−1, then there is a winning strategy for tight gallimaufries
of dimension m.

Proof. Let A be a gallimaufry of dimension m, and let Ξ be its simplicial
complex. If Ξ is the empty set complex, then A is tight, so it descends to dimension
m − 1. Then we can construct a resolution by assumption (the resolution for the
descent is also a resolution for A itself).

In general, we create a relaxation gallimaufry B on (W, ()). Since B is tight
and its complex is the empty set complex, B descends to dimension m− 1. In the
following, we construct a “careful” resolution of B. The extra care is necessary to
avoid blowing up centers that are not straight for the habitat of A.

Let f be a maximal face of Ξ. We form the intersection gallimaufry Bf with
respect to all vertices of f and construct a resolution for Bf . The blowup centers
are contained in the intersection of the hypersurfaces corresponding to f , therefore
they are also straight for the habitat of the singularity in the thread of A. Then
we set A′ and B′ to be the last singularities of the threads of A and B, and Ξ′

to be the complex obtained by removing the face f from Ξ. Again, the vertices of
Ξ′ are the indices of hypersurfaces that have been relaxed in the thread of B, and
the faces correspond to sets of hypersurfaces which have a non-empty intersection
within the singular locus in the singularity in the thread of A.

If Ξ′ is not the empty complex, then we choose a maximal face f ′ of Ξ′ and
repeat. In each step, the number of faces of Ξ drops. After finitely many steps, we
get the empty complex, and A is resolved. �

Remark 2.5. There are no tight gallimaufries of dimension m = 0. Actually,
a gallimaufry of dimension 0 is either bold or resolved, hence it can be resolved in
at most one step.

Theorem 2.6. Every gallimaufry has a resolution.
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Proof. This is now an obvious consequence of the three lemmas and the re-
mark above. �

As a consequence of Theorem 2.6 and Theorem 1.10, every irreducible variety
over a field of characteristic zero has a resolution.

Example 2.7. Let A be the differential closure of (〈xy(x−y)〉, 2) on the habitat
(A2, ()). In order to resolve the singularity it, one would start the game by giving
the singularity to Mephisto. He would then give the following information to Dido:
In thread T0 (the main thread), we have dimension 2 and generating degree 2.
Currently, its complex is the empty set complex, the gallimaufry is not bold, the
monomial factor is obvious, and the maxorder is 1.

Since T0 is tight, Dido will now descend T0, creating a thread T1 of dimension
1 (using Lemma 2.4 for winning the game). Mephisto would then tell Dido that
the maxorder of T1 is again 1.

Since T1 is tight, Dido will descend T1, creating a thread T2 of dimension 0.
Mephisto will then tell Dido that T2 is bold.

Now, Dido will issue a type II blowup on T2. The blowup at the 0-dimensional
part of the singular locus (which in this case coincides with the whole singular
locus) will resolve all threads. The game is won and the singularity in thread T0 is
resolved.

The game described in this section was played in the Clay Summer School in
Obergurgl. The participants formed two teams, called Mephisto and Dido. Each
team was working on a blackboard that was not readable by the other team. The
actual player was Dido, and it was Mephisto’s task to provide the combinatorial
information by computation. The singularity was not revealed to Dido, but the
team did guess it.

(1) Mephisto was given the habitat (A2, ()) and the singularity (〈x2 − y3〉, 1).
After a short computation, Mephisto gave Dido a piece of paper with the
following information: In thread T0 (the main thread), you have dimen-
sion 2 and generating degree 1. Currently, its complex is the empty set
complex, the gallimaufry is not bold, the monomial factor is obvious, and
the maxorder is 2.

(2) Dido decided to tightify T0, creating the thread T1. The dimension of T1

is 2, the monomial factor is trivial and the maxorder is 1; this is already
clear.

(3) Mephisto computed the tightification of T0: it is (〈x2− y3〉, 2). The infor-
mation given to Dido was: T1 has generating degree 2. Its complex is the
empty set complex (this could have been deduced by Dido, because the
complex of the tightification is always a non-empty subcomplex).

(4) Dido decided to descend T1, creating the thread T2. Its dimension is 1.
The generating degree and the complex is inherited from T1.

(5) To compute the maxorder, Mephisto restricted T2 to the subvariety de-
fined by x. The restriction is (〈y3〉, 2). Mephisto told Dido: T2 is not bold,
has trivial monomial factor, and maxorder 3

2 .
(6) Dido decided to tightify T2, creating the thread T3.
(7) Mephisto computed the tightification (〈y〉, 1) and told Dido: the generat-

ing degree of T3 is 1, and the complex is the empty set complex.
(8) Dido decided to descend T3, creating the thread T4 of dimension 0.
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(9) Mephisto told Dido: T4 is bold.
(10) Dido demanded a type II blowup on T4.
(11) Mephisto computed the blowup and transforms. In the first chart (which

is the interesting one), the habitat is (A2, (y)), and the main singularity
in the thread T0 is (〈(x̃2 − y)y〉, 1). The other singularities are resolved.
Mephisto told Dido: The complex in T0 consist of the 0-face {1} and the
empty face. The threads T1, T2, T3, T4 are resolved. The monomial factor
of T0 is (1), and the maxorder is 1.

(12) Dido decided to tightify T0, creating a thread T5.
(13) Mephisto computed the tightification (〈x̃2 − y〉, 1) and told Dido: The

complex of T5 is currently the full complex of T0. The generating degree
is 2000. This is correct, it is not required to give the minimal generating
degree to the player.

(14) Dido decided to intersect T5 with vertex 1, creating thread T6. For an
intersection move, the combinatorial data can be inferred, so Mephisto
does not need to provide information.

(15) Dido decided to relax vertex 1 from T6, creating T7. Also here, no addi-
tional information from Mephisto is needed.

(16) Dido decided to descend T7, creating the thread T8 of dimension 1.
(17) The restricted singularity is (〈x̃2〉, 1). Mephisto told Dido: Currently, the

monomial factor of T8 is trivial and the maxorder is 2.
(18) Dido decided to tightify T8, creating a thread T9.
(19) For T8, Mephisto gave the generating degree 2000. The complex of T8 is

currently the empty set complex (because 1 was relaxed).
(20) Dido decided to tightify T9, creating the thread T10 of dimension 0.
(21) Mephisto announced that T10 is bold.
(22) Dido demanded a type II blowup at T10.

The game went on for some time, but after 90 minutes the game was interrupted
without a victory of Dido. No doubt Dido would have won when given more time,
because the members of the team already had a clear strategy.
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Abstract. In this article we survey the problems of resolution of singularities

in positive characteristic and of local and global monomialization of algebraic
mappings. We discuss the differences in resolution of singularities from char-
acteristic zero and some of the difficulties. We outline Hironaka’s proof of
resolution for positive characteristic surfaces, and mention some recent results
and open problems.

Monomialization is the process of transforming an algebraic mapping into
a mapping that is essentially given by a monomial mapping by performing
sequences of blow ups of nonsingular subvarieties above the target and domain.
We discuss what is known about this problem and give some open problems.

1. Resolution of singularities in characteristic p

We will restrict to the case of positive characteristic p > 0, referring to other
lectures for a discussion of the extensive results on resolution in equicharacteristic
zero. We will restrict to discussion of classical results in the subject, and again,
we refer to other lectures for discussion of the exciting programs and methods
currently being pursued towards the general proof in all dimensions and positive
characteristic.

We restrict our consideration to irreducible, reduced varieties over an alge-
braically closed field (this case is already hard enough).

Resolution of singularities is true quite generally in dimension 1. There are
several proofs which are not difficult.

Resolution of singularities is true in dimension 2. This is a very difficult prob-
lem. The first proof was given by Abhyankar [2]. The proof appeared in 1956.
Some other particularly important proofs in print are by Hironaka [19], Lipman
[20] and by Cossart, Jannsen and Saito [4].

Resolution of singularities is true in dimension 3. This was first proven by
Abhyankar over fields of characteristic ≥ 7. The proof is given in the book [3]
which appeared in 1966, and in a series of earlier papers by Abhyankar, which are
refered to in the book. A greatly simplified proof is given in my article [15]. A
proof valid in all characteristics was recently given by Cossart and Piltant [5] and
[6].
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Suppose that X is a subvariety of a nonsingular variety W . An embedded
resolution of X is a sequence of blowups of nonsingular subvarieties W ′ → W such
that the strict transform X ′ of X in (the nonsingular variety) W ′ is nonsingular.

In dimension 2 embedded resolution of singularities is known. The first proofs
are the proof of Abhyankar in [3] and earlier papers, and the proof of Hironaka in
[19]. A very general theorem on embedded resolution of surfaces has recently been
given by Cossart, Jannsen and Saito in [4]. Embedded resolution is not known in
dimension 3.

Suppose that K/k is an algebraic function field. local uniformization holds on
K if whenever ν is a valuation of K, there exists a regular, algebraic local ring R of
K such that the valuation ring Vν dominates R. The words used in this definition
will be explained in detail in the beginning of the third lecture.

If X is a projective variety with function field K (a model of K) and ν is a
valuation of K, then there is a unique point p ∈ X (which is not necessarily closed)
such that the valuation ring Vν dominates the local ring OX,p. The point p is called
the center of ν on X. Further, if φ : X ′ → X is a birational morphism, and p′ is the
center of ν on X ′, then φ(p′) = p. Thus resolution along a valuation involves only
looking at local issues in resolution, and is thus a little easier. It is also possible to
make special use of properties of a particular valuation.

The introduction of valuation theory into algebraic geometry, and the above
observations are due to Zariski. Zariski made ingenious use of these techniques in
his beautiful papers [21] and [22], where he proves resolution of singularities of
surfaces and 3-folds in characteristic zero.

in [3], Abhyankar makes use of a classical method using projections, by Al-
banese, to prove the following statement:

Embedded resolution in dimension n implies local uniformization in dimension n+1
and characteristic > (n+ 1)!.

Abhyankar uses an extension of a classical method using projections of Al-
banese, to construct a model of an n+1 dimensional algebraic function field which
has only singularities of multiplicity ≤ (n + 1)!. Then the assumption that the
characteristic is smaller than the multiplicity is used to prove local uniformization.
Abhyankar uses a generalization of Jung’s method to prove this result. Embed-
ded resolution is used to make the branch divisor of a generic projection onto a
nonsingular n + 1 dimensional germ a simple normal crossings divisor. The as-
sumption on the multiplicity implies that the degree of the projection is less than
the characteristic, so the ramification is tame.

This is enough to prove resolution of singularities in dimension three, by us-
ing extensions of methods that Zariski used in his characteristic zero proof [22].
The proof involves a patching argument which has not been extended to higher
dimensions.

More discussion of this proof can be found in my paper [15].
Using standard bases of ideals, Hironaka gives a general method of reducing

embedded resolution of singularites to embedded resolution for a hypersurface (one
defining equation locally). This method is developed in [18]. This reduction does
not depend on the characteristic.
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A significant method in most proofs of resolution in characteristic zero is the
existence of hypersurfaces of maximal contact. This allows the reduction (locally) of
resolution to a resolution problem in one dimension less. This method was discussed
in the lectures on resolution of singularities in characteristic zero. Hypersurfaces of
maximal contact do not exist for varieties of dimension ≥ 2 in positive characteristic.
Hauser gave some examples of this failure in his lectures.

If a hypersurface singularity (of any dimension) has multiplicity less than the
characteristic p of the ground field, then a hypersurface of maximal contact does
exist. This can be found, for instance, by applying a Tschirnhausen transformation.
The first cases which really involve essential problems to resolve are hypersurfaces
of degree p. The two essential cases are the inseparable degree p case,

(1.1) f = xp
n + g(x1, . . . , xn−1) = 0

with g
1
p �∈ k[[x1, . . . , xn−1]], and the Artin-Schreier case,

(1.2) f = xp
n + gp−1xn + h

with 0 �= g, h ∈ k[[x1, . . . , xn]] and h
1
p �∈ k[[x1, . . . , xn−1]]. Using ramification

theory, Abhyankar reduces the proof of local uniformization in [2] for algebraic
surfaces to the case of an Artin-Schreier extension, and then gives a direct proof for
both the inseparable degree p and Artin-Schreier cases. Cossart and Piltant extend
this method to dimension three in [5], to reduce local uniformization in dimension
three to the inseparable degree p and Artin-Schreier cases. In [6], they give an
extremely long proof of embedded local uniformization of inseparable degree p and
Artin-Schreier equations of dimension three.

2. Resolution of surface singularities in characteristic p

We give an exposition of a proof of Hironaka. Hironaka gives a sketch of the
proof in “Desingularization of Excellent Surfaces” [19]. Our exposition is given
in more detail in our book “Resolution of Singularities” [14] and in our paper
on resolution of embedded surfaces and of 3-folds [15]. Another exposition from
a different perspective is given by Hauser in [17]. A general proof of embedded
resolution of excellent surfaces, starting from Hironaka’s algorithm, has been given
recently by Cossart, Jannsen and Saito [4].

Let S be an irreducible surface over an algebraically closed field K of charac-
teristic p > 0. Suppose that S is embedded in an nonsingular 3-fold V . Let

r = max{νp(S) | p ∈ S},

Singr(S) = {q ∈ S | νq(S) = r}.
Suppose that f = 0 is a local equation of S at q. Let x, y, z be regular param-

eters in OV,q .

ÔV,q = K[[x, y, z]].

f =
∑

i+j+k=r

aijkx
iyjzk

with aijk ∈ K. The leading form of f is

L =
∑

i+j+k=r

aijkx
iyjzk.
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2.1. The τ invariant. For q ∈ S, τ (q) is the dimension of the smallest K-
linear subspace M of the K-span of x, y, z in K[[x, y, z]] such that L ∈ K[M ].

N = V (M) ⊂ Spec(OV,q) is called an approximate manifold to S at q.

Recall that a hypersurface of maximal contact does not always exist
in characteristic p.

We have that

1 ≤ τ (q) ≤ 3.

Example 2.1. Let

f = y2 + 2xy + x2 + z2 + z5

with char(K) > 2. The leading form of f is

L = (y + x)2 + z2,

and

τ = 2.

x+ y = z = 0

are local equations of an approximate manifold.

If q ∈ C ⊂ Singr(S) is a nonsingular curve, then there exist an approximate
manifold M at q such that C ⊂ M . In this case we have τ (q) ≤ 2.

Lemma 2.2. Suppose that Y ⊂ Singr(S) is a nonsingular subvariety (a point
or a curve). Let π1 : V1 → V be the blow up of Y and S1 be the strict transform
of S on V1. Suppose that α ∈ Y and let Mα be an approximate manifold to S at α
containing the germ of Y at α and β ∈ π−1

1 (α). Then

(1) νβ(S1) ≤ r.
(2) νβ(S1) = r implies β is on the strict transform M ′

α of Mα and τ (β) ≥
τ (α).

(3) Suppose that νβ(S1) = r and τ (β) = τ (α). Then there exists an approxi-

mate manifold Mβ to S at β such that Mβ ∩ π−1(α) = M ′
α ∩ π−1

1 (α).

Example 2.3.

f = zp + x2p−1y

is a local equation of a surface S. z = 0 is an approximate manifold Mα at the
origin α.

Let π1 : V1 → V be the blow ups of α, and suppose that β ∈ π−1
1 (α)∩Singp(S1).

Since z = 0 is an approximate manifold, β must have regular parameters x1, y1, z1
of one of the following forms:

x = x1, y = x1(y1 + c), z = x1z1

with c ∈ K or

x = x1y1, y = y1, z = y1z1.

There is a point β ∈ π−1
1 (α) ∩ Singp(S1), with regular parameters defined by

x = x1, y = x1(y1 + 1), z = x1z1.
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f1 = 0 is a local equation of the strict transform of S at β, where

f1 = zp1 + xp
1 + xp

1y1.

z1 = 0 is a local equation of the strict transform of Mα at β, which is not an
approximate manifold. However, z1 + x1 = 0 is an approximate manifold at β.

The substitution z1 = z1 + x1 into

f1 = zp1 + xp
1 + xp

1y1

to obtain

f1 = zp1 + xp
1y1

is called preparation (cleaning).

This suggests an algorithm to resolve an inseparable equation

zp + g(x, y) = 0.

First clean making a substitution z = z′ + h(x, y) to remove p-th powers from g
(z′ = 0 is then an approximate manifold). Then blow up to obtain a new inseparable
equation

zp1 + g1(x1, y1).

Clean again (giving a new approximate manifold) and then blow up. Repeat this
process.

An obvious candidate for an invariant is ord(g). A fundamental problem in
resolution is to make ord(g) go down.

In the example we just looked at, ord(g1) < ord(g). However, ord(g) can go
up, as is illustrated in the following example.

Example 2.4. Let

f = z2 + x3y + xy3.

Here char(K) = 2, g = x3y + xy3. ord(g) = 4. Blow up the origin, by making the
substitution

x = x1, y = x1(y1 + 1), z = x1z1.

The strict transform of f = 0 has the local equation f1 = 0 where

f1 = z21 + x2
1((y1 + 1) + (y1 + 1)3)

= z21 + x2
1(y

2
1 + y31).

Clean, substituting z1 = z1 + x1y1, to obtain

f1 = z21 + x2
1y

3
1 .

Here g1 = x2
1 + y31 , and

ord(g1) = 5 > 4 = ord(g).

Hauser discusses this kind of phenomenon in his lecture (Kangaroo points).
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2.2. The algorithm for resolution. Using the theory of approximate mani-
folds, it is not so difficult to show that there exists a sequence of blow ups of points
and nonsingular curves V1 → V so that on the strict transform S1 of S, Singr(S1)
is a finite set of points, so we can assume that S satisfies this condition.

Theorem 2.5 (Hironaka). Suppose that Singr(S) is a finite set. Consider a
sequence of blow ups

(2.1) · · · → Vn → · · · → V2 → V1 → V

where each Vi+1 → Vi is the blow up of a curve in Singr(Si) if such a curve exists,
and the blow up of a point in Singr(Si) otherwise. Then this sequence is finite
(There exists Vn such that Singr(Sn) = ∅).

This is the algorithm of Beppo Levi.
The proof of the Theorem easily reduces to the following statement (τ -reduction

theorem)

Theorem 2.6. Suppose that q ∈ Singr(S) is a point. Then there exists an n
such that all points qn ∈ Singr(Sn) such that qn maps to q satisfy τ (qn) > τ (q).

When τ (q) = 3, q is isolated in Singr(S), and the blow up of q leads to a
reduction of order.

The case τ (q) = 2 is not so difficult (it is similar to reduction for plane curve
singularities). The essential case is when τ (q) = 1. This is the hard case.

Assume that we have an infinite sequence (2.1)

· · · → Vn → · · · → V2 → V1 → V

. and there exists an infinite sequence of points qn ∈ Singr(Sn) such that qn maps to
qn−1 for all n and τ (qn) = 1 for all n. We will show that this gives a contradiction.

We have a sequence of regular local rings

R0 = OV,q → R1 = OV1,q1 → · · · → Rn = OVn,qn → · · ·
Taking completions, we get a sequence of K-algebra homorphisms of power series
rings over K:

R̂0 → R̂1 → · · ·
We will study how formal equations of the strict transform of S transform under
this sequence.

Suppose that f = 0 is a formal equation of S at q. Regular parameters x, y, z
in R̂0 = K[[x, y, z]] are good parameters if

ord f(0, 0, z) = ord f(= νp(S) = r).

By the Weierstrass Preparation Theorem, after multiplying f by a unit, we have

f = zr + b1(x, y)z
r−1 + · · ·+ br(x, y)

= zr +
∑

k<r aijkx
iyjzk.

Let

Δ = Δ(x, y, z) =

{(

i

r − k
,

j

r − k

)

| aijk �= 0

}

,

and let |Δ| be the smallest convex set in R2 containing ∪v∈Δ(x,y,z)v + R2
+, where

R2
+ is the positive quadrant in R2.
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This is a projection of the usual Newton Polygon. Define

Ω(q, x, y, z) = (β,
1

ε
, α) ∈ (

1

r!
N)× (Q ∪ {∞})× (

1

r!
N)

with lex order. α is the distance of |Δ| from the x-axis, and β is the smallest value
such that (α, β) ∈ |Δ|. ε is the negative of the slope of the line on the boundary of
|Δ| which contains (α, β) and has noninfinite slope.

|Δ| is well prepared if no vertices can be removed by substituting z = z′+ηxayb

with η ∈ K. Such a substitution only effects the vertex (a, b) in Δ.

|Δ| can be well prepared by a formal substitution z = z′ +
∑

ηabx
ayb.

|Δ| well prepared implies that z = 0 is a (formal) approximate manifold.
A translation is a substitution y = y + αxn with α ∈ K.

xiyjzk = xi(y − αxn)jzk

=
∑j

l=0(−α)l
(

j
l

)

xnl+iyj−lzk.

Translation plus well preparation does not change (α, β).
By making a possibly infinite sequence of translation, leading to a substitution

y = y + series in x,

and then performing a well preparation

z = z + series in x and y,

we can make |Δ| very well prepared.
We introduce two new numbers associated to |Δ|. γ is the largest rational

number such that the line i + j = γ intersects |Δ|. δ is the smallest number such
that (γ − δ, δ) ∈ |Δ|.

|Δ| is very well prepared if one of the following holds:

(1) (γ − δ, δ) �= (α, β) and if we make a substitution y1 = y = ηx with
subsequent well preparation z1 = z − Ψ(x, y), and if α′, β′, γ′, δ′ are the
new invariants, then α′ = α, β′ = β, γ′ = γ and δ′ ≤ δ.

(2) (γ − δ, δ) = (α, β) and one of the following holds:
(a) ε = 0
(b) ε �= 0 and 1

ε �∈ Z.

(c) ε �= 0, η = 1
ε is a positive integer and for any η ∈ K, if y1 = y − ηxn

is a translation, with subsequent well preparation z1 = z − Ψ(x, y),
then ε′ = ε. Further, if (c, d) is the lowest point on the line through
(α, β) with slope −ε in Δ(x, y, z)| and (c′, d′) is the lowest point on
this line in |Δ(x, y1, z1)|, then d′ ≤ d.

Each Ri → Ri+1 in (2.1) has one of the forms:

(1) First well prepare (possibly very well prepare)
(2) Perform one of the following substitutions:

T1 x = x1, y = x1(y1 + η), Singr(Ri) = V (x, y, z).
T2 x = x1y1, y = y1, z = y1z1, Singr(Ri) = V (x, y, z).
T3 x = x1, z = x1z1, Singr(Ri) = V (x, z).
T4 x = x1, y = y1, z = y1z1, Singr(Ri) = V (y, z).
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Theorem 2.7.

Ω(qi) = (βi,
1

εi
, αi)

satisfies

Ω(qi) < Ω(qi+1)

for all i. If βi+1 = βi and
1

εi+1
�= 1

εi
, then

1

εi+1
≤ 1

εi
− 1.

Thus the sequence (2.1) is actually finite.
The theorem follows from following how |Δ| changes under the substitutions

T1, T2, T3 and T4.
Subtle case: T1 with η �= 0.

3. Monomialization and Ramification of Valuations

Suppose that K is an algebraic function field over a base field k. A valuation
ν of K/k is a surjective group homomorphism

ν : K× → Γν

where Γν is a totally ordered abelian group such that

ν(a+ b) ≥ min{ν(a), ν(b)}
for a, b ∈ K×, and ν(c) = 0 for c ∈ k×.

Set ν(0) = ∞. The valuation ring of ν is

Vν = {f ∈ K | ν(f) ≥ 0}.
The ring Vν is a (generally non noetherian) local ring with maximal ideal

mν = {f ∈ K | ν(f) > 0}.
Suppose that (R,mR) is a local ring contained in K. R is an algebraic local

ring of K if R is essentially of finite type over k and the quotient field of R is K.
The valuation ring Vν dominates R if R ⊂ Vν and mν ∩R = mR.

Suppose that p ⊂ R is a regular prime (R/p is a regular local ring). If f ∈ p

is an element of minimal value then R[ pf ] is contained in Vν , and if q = R[ pf ] ∩mν ,

then

R1 = R

[

p

f

]

q

is an algebraic local ring of K which is dominated by Vν . We say that R → R1 is
a monoidal transform along ν.

If R is a regular local ring, then R1 is a regular local ring. In this case there
exists a regular system of parameters (x1, . . . , xn) in R such that if height(p) = r,
then

R1 = R

[

x2

x1
, . . . ,

xr

x1

]

q

.

Suppose that K → K∗ is a finitely generated extension of algebraic function
fields over k and V ∗ is a valuation ring of K∗/k of a valuation ν∗ with value group
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Γ∗. Then the restriction ν = ν∗|K of ν∗ to K is a valuation of K/k with valuation
ring V = K ∩ V ∗. Let Γ be the value group of ν. There is a commutative diagram

K → K∗

↑ ↑
V = K ∩ V ∗ → V ∗

The fact that the valuation ring V = V ∗ ∩ K has the quotient field K is a
highly desirable property of valuations rings. There exist algebraic regular local
rings R∗ in a finite field extension of K∗/K such that K ∩ R∗ = k; geometrically
this means that there does not exist a germ of a (localization) of a finite map from
spec(R∗) to a variety with function field K.

Theorem 3.1 (local monomialization, [7], [11]). Let notation be as above, and
assume that k has characteristic zero. Suppose that S∗ is an algebraic local ring
of K∗ which is dominated by ν∗ and R∗ is an algebraic local ring of K which is
dominated by S∗, so that there is a commutative diagram:

K → K∗

↑ ↑
V = K ∩ V ∗ → V ∗

↑ ↑
R∗ → S∗

Then there exist sequences of monoidal transforms R∗ → R0 and S∗ → S such that
ν∗ dominates S and S dominates R0 so that there is a commutative diagram

V → V ∗

↑ ↑
R0 → S
↑ ↑
R∗ → S∗,

and there are regular parameters (x1, . . . , xm) in R0, (y1, . . . , yn) in S, units δ1, . . . δm
in S and a matrix A = (aij) of nonnegative integers such that rank(A) = m such
that

xi = δi

n
∏

j=1

y
aij

j for 1 ≤ i ≤ m.

The significance of the rank(A) = m condition is that formally, even in an

appropriate étale extension S̃ of S, R0 → S̃ is truly a monomial mapping, as there
exist regular parameters (y1, . . . , yn) in S̃ such that

xi =

n
∏

j=1

y
aj

j for 1 ≤ i ≤ m.

In the special case that K = k, The local monomialization theorem recovers
the local uniformization theorem of Zariski [23].

The starting point of our theory of ramification of general valuations is the
following theorem, which proves “weak simultaneous local resolution”, which was
conjectured by Abhyankar [1], for fields of characteristic zero (Abhyankar gave a
counterexample to “strong simultaneous local resolution” [1]).
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Theorem 3.2 (weak simultaneous local resolution, [8]). Let k be a field of
characteristic zero, K an algebraic function field over k, K∗ a finite algebraic ex-
tension of K, ν∗ a valuation of K∗/k,with valuation ring V ∗. Suppose that S∗ is
an algebraic local ring of K∗ which is dominated by ν∗ and R∗ is an algebraic local
ring of K which is dominated by S∗.

Then there exists a commutative diagram

R0 → R → S ⊂ V ∗

↑ ↑
R∗ → S∗

where S∗ → S and R∗ → R0 are sequences of monoidal transforms along ν∗ such
that R0 → S have regular parameters of the form of the conclusions of the local
monomialization theorem, R is a normal algebraic local ring of K with toric sin-
gularities which is the localization of the blowup of an ideal in R0, and the regular
local ring S is the localization at a maximal ideal of the integral closure of R in K∗.

Proof. By resolution of singularities, we first reduce to the case where R∗

and S∗ are regular, and then construct, by the local monomialization theorem, a
sequence of monoidal transforms along ν∗,

R0 → S ⊂ V ∗

↑ ↑
R∗ → S∗

so that R0 is a regular local ring with regular parameters (x1, . . . , xn), S is a regular
local ring with regular parameters (y1, . . . , yn), there are units δ1, . . . , δn in S, and
a matrix A = (aij) of natural numbers with nonzero determinant d such that

xi = δiy
ai1
1 · · · yain

n

for 1 ≤ i ≤ n. After possibly reindexing the yi, we many assume that d > 0.
Let B = (bij) be the adjoint matrix of A. Set

fi =

n
∏

j=1

x
bij
j =

⎛

⎝

n
∏

j=1

δ
bij
j

⎞

⎠ ydi

for 1 ≤ i ≤ n. Let R be the integral closure of R0[f1, . . . , fn] in K, localized at the
center of ν∗. Since

√
mRS = mS , Zariski’s Main Theorem shows that R is a normal

local ring of K such that S lies over R. �

The global version of weak simultaneous resolution is:

Suppose that f : X → Y is a proper, generically finite morphism of k-varieties.
Does there exist a commutative diagram

X1
f1→ Y1

↓ ↓
X

f→ Y

such that f1 is finite, X1 and Y1 are proper k-varieties such that X1 is nonsingular,
Y1 is normal and the vertical arrows are birational?

We give an example showing that the answer is “no” [10].
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Our main theorem on ramification of general valuations is joint work with
Olivier Piltant.

Theorem 3.3 ([16]). Suppose that k has characteristic zero, and we are given
a diagram where K∗ is finite over K and S∗ is an algebraic local ring of K∗:

K → K∗

↑ ↑
V = V ∗ ∩K → V ∗

↑
S∗.

Let k′ be an algebraic closure of the residue field k(V ∗) of V ∗. Let Γ be the value
group of ν and Γ∗ be the value group of V ∗. Let k(V ), k(V ∗) be the respective
residue fields. Then there exists a regular algebraic local ring R1 of K such that if
R0 is a regular algebraic local ring of K which contains R1 such that

R0 → R → S ⊂ V ∗

↑
S∗

is a diagram satisfying the conclusions of the weak simultaneous local resolution
theorem, then

(1) There is a natural isomorphism Zn/AtZn ∼= Γ∗/Γ.

(2) Γ∗/Γ acts on Ŝ⊗̂k(S)k
′ and the invariant ring is R̂⊗̂k(R)k

′ ∼= (Ŝ⊗̂k(S)k
′)Γ

∗/Γ.
(3) The reduced ramification index is e = |Γ∗/Γ| = |Det(A)|.
(4) The relative degree is f = [k(V ∗) : k(V )] = [k(S) : k(R)].

By assumption, we have regular parameters (x1, . . . , xn) in R0 and (y1, . . . , yn)
in S which satisfy the equations

xi = δi

n
∏

j=1

y
aij

j for 1 ≤ i ≤ n,

where Det(A) �= 0. We have relations

ν(xj) =

n
∑

j=1

aijν
∗(yj) ∈ Γ

for 1 ≤ i ≤ n. Thus there is a group homomorphism Zn/AtZn → Γ∗/Γ defined by

(b1, . . . , bn) �→ b1ν
∗(y1) + · · ·+ bnν

∗(yn).

We have that R̂⊗̂k(R)k
′ is a quotient singularity, by a group whose invariant factors

are determined by Γ∗/Γ.

3.1. Characteristic p. Are the conclusions of the local monomialization the-
orem true in characteristic p > 0? This is not known, even in dimension two.1

The only case where local monomialization is not known to hold in dimension
2 is for rational rank 1 valuations (the usual trouble case). Here everything is OK
unless we have a defect extension.

1I have recently found a counterexample to local monomialization in all positive characteris-
tics and dimensions greater than or equal to 2 in “Ramification of valuations and counterexamples
to local monomialization in positive characteristic”, arXiv:1404.7459
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In [16] we give stable forms of mappings which can be attained after enough
blowing up in the image and domain, but we do not know if these will eventually
be monomial. We give an example showing failure of “strong monomialization”.
In characteristic 0, in the case of rational rank 1, after enough blowing up we get
stable forms

x1 = δyn1 , x2 = y2

where δ is a unit. We give a characteristic p example where such a good form
cannot be attained.

Suppose that K → K∗ is a finite and separable Galois extension, and V ∗ is a
valuation ring of K∗, V = V ∗ ∩K is the induced valuation ring of K. The defect
pδ(V

∗/V ) is defined by the equality

|Gs(V ∗/V )| = pδ(V
∗/V )[k(V ∗) : k(V )]|Γ∗/Γ|

where Gs(V ∗/V ) is the splitting (decomposition) group.

If K∗ is finite and separable, but not Galois, then the defect is defined by taking
a Galois closure K ′ of K∗ over K, and an extension of V ∗ to a valuation ring V ′

of K ′. Define

δ(V ∗/V ) = δ(V ′/V )− δ(V ′/V ∗).

In the case whereK → K∗ is a separable extension of two dimensional algebraic
function fields and R → S are regular algebraic local rings of these fields, we
construct a diagram of regular local rings where the horizontal arrows are products
of quadratic transforms along V ∗,

S → S1 → · · · → Sn → · · ·
↑ ↑ ↑
R → R1 → · · · → Rn → · · ·

such that Rn, Sn have regular parameters un, vn and xn, yn such that for n � 0,

un = γnx
anp

αn

n , vn = xbn
n (τny

dnp
βn

n + xnΩn)

where an, dn are relatively prime to p, γn and τn are units, αn + βn is a constant
and the defect pδ(V

∗/V ) satisfies

βn ≤ δ(V ∗/V ) ≤ αn + βn.

3.2. Global Monomialization. Suppose that Φ : X → Y is a dominant
morphism of nonsingular varieties, over a field k of characteristic zero. Φ is mono-
mial at p ∈ X if there exist regular parameters (y1, . . . , ym) in OY,Φ(p) and an étale
cover U of an affine neighborhood of p, uniformizing parameters (x1, . . . , xn) on U
and a matrix (aij) of nonnegative integers such that

y1 = xa11
1 · · ·xa1n

n
...

ym = xam1
1 · · ·xamn

n

As a consequence of the local monomialization theorem, we obtain:
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Theorem 3.4. Suppose that Φ : X → Y is a dominant morphism of proper
k-varieties where k is a field of characteristic zero. Suppose that ν is a valuation
of the function field of X. Then there exists a commutative diagram

X1
Ψ→ Y1

α ↓ ↓ β

X
Φ→ Y

such that α and β factor as products of blowups of nonsingular subvarieties, and Ψ
is monomial at the center of ν on X1.

We have the following global result for monomialization.

Theorem 3.5 ([9], [12], [13]). Suppose that k is an algebraically closed field
of characteristic zero, X is a 3-fold over k , Y is a k-variety, and Φ : X → Y is a
dominant morphism. Then there exists a commutative diagram

X1
Ψ→ Y1

α ↓ ↓ β

X
Φ→ Y

such that α and β factor as products of blowups of nonsingular subvarieties, and
Ψ is monomial at all points of X1. In fact, we can make Ψ to be a “toroidal
morphism”.
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Resolution of toric varieties

Santiago Encinas

Abstract. The topic of this survey is an algorithm of embedded desingular-
ization for toric varieties. The procedure uses the binomial equations defining
the toric variety as an embedded subvariety in an affine space. We define a
resolution function in terms of these binomials. The values of the resolution
function determine, at each step, the center to be modified and all centers are
combinatorial in the toric sense. To make this survey as self-contained and

readable as possible, we include a short introduction to toric varieties. Also
several examples are worked out and presented together with the involved
computations.

Introduction

In this paper all algebraic varieties are irreducible. Fix a field k, consider the
affine space of dimension n over k, say An

k . Any algebraic variety X ⊂ An
k is the

zero set of some polynomials in k[x1, . . . , xn]. Toric varieties in An
k are algebraic

varieties which can be defined by binomials in the polynomial ring. The name toric
comes from the fact that an algebraic torus T is embedded in X as an open dense
set. The complement of the torus X \ T turns out to be a divisor in X.

The advantage of considering toric varieties is that we have fixed coordinates,
given by the inclusion of the torus, and that the geometry and properties of the
toric variety may be expressed in terms of combinatorial objects. However, this
last observation does not imply that the geometry of toric varieties is easy, since
the involved combinatorics may be very tricky.

We will focus on embedded desingularization of toric varieties. If char(k) = 0
we know that there are algorithms to obtain a desingularization by blowing up
smooth centers, see [Vil13, Hau13] for references.

If char(k) > 0 then embedded desingularization is an open problem in general,
there are results for dimension ≤ 3 and for special classes of varieties, like toric
varieties. The classical definition of toric varieties in terms of cones and fans, see
section 4, implies that toric varieties are normal. In this setting, one may use the
so-called subdivision of fans in order to obtain a non-embedded desingularization
of the variety, see section 2.6 in [Ful93]. Recently, other approaches have extended
the notion of toric varieties to be non-normal in general, see [CLS11, p. 150],
[MS05] and also [GPT12]. We restrict ourselves to toric varieties X which are
embedded in a smooth toric variety W , in such a way that the inclusion preserves
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the tori in X and W , this is what we call a toric embedding in Definition 5.1, see
[BM06] for details.

A very convenient feature of smooth toric varieties is the fact that they provide
a natural choice of coordinates. Consider the embedded torus T ⊂ W in a smooth
n-dimensional toric variety, we have that W \T is a simple normal crossings divisor.
If we cover W by affine open sets U ⊂ W with T ⊂ U , then every U is an open set
of the affine space An and T = Tn ⊂ An is the usual algebraic n-dimensional torus
of An. The divisor U \ T is defined by some coordinate variables in An. Therefore
every toric embedding X ⊂ W has natural coordinates and we want to express our
computations in terms of these coordinates.

In what follows, we will fix a perfect field k. We recall that for perfect fields the
notions of regularity and smoothness over k are equivalent, which allows us to use
partial derivatives in order to detect regular points. In general, desingularization
of varieties is only stated over perfect fields. For toric varieties we also restrict to
perfect fields, see [BM06, Sec. 3] for more details.

The embedded desingularization of a toric embedding X ⊂ W may be obtained
by toric morphisms. Here we have two approaches, namely: directly define a toric
morphism between two toric varieties as in [GPT02] or proceed step by step and
construct the toric morphism W ′ → W as a sequence of blowing ups having combi-
natorial centers as in [BM06] or [BE11]. A combinatorial center is defined, locally
in every affine chart, by some of the coordinates in W . The blowing up in a com-
binatorial center is quite easy to compute and a sequence of combinatorial blowing
ups produces toric varieties.

In this paper we will follow [BE11], the difference with [BM06] is the type of
invariant or function we define in order to determine the combinatorial center. In
[BM06] the main invariant is the Hilbert-Samuel function, which is an upper-semi-
continuous function and the stratum with the maximum value may be described
using monomials. In [BE11] the main invariants are the functions Hcodim and
E-ord. The function Hcodim acts as a toric embedding codimension, and the goal
is to achieve the case Hcodim = 0 which means that in the toric embedding X ⊂ W ,
the variety X is smooth and transversal to the normal crossing divisor W \T. The
function E-ord is a simplification of the usual function order for ideals, adapted
to the toric situation. This function was first introduced in [Bla12a] in order to
define log-resolution of ideals generated by binomials and monomials.

In the first part of this paper we introduce the notion of toric varieties, begin-
ning with the definition of a torus and defining affine and non-affine toric varieties.
Affine toric varieties are affine varieties defined by binomials. Here binomial means

difference of two monomials, xα1
1 · · ·xαn

n − xβ1

1 · · ·xβn
n . An affine variety in An

k is
toric if and only if its associated ideal is prime and may be generated by binomials
(Theorem 2.3). Affine toric embeddings X ⊂ W are equivalent to surjective homo-
morphisms Zn → Zd, where d = dim(X) and n = dim(W ) (Proposition 2.7). In
section 3 we compute examples of some toric varieties in terms of the parametriza-
tion of the torus and in terms of the binomial ideal. A very short introduction to
the language of cones and fans is given in section 4 in order to be able to consider
normal non-affine toric varieties, in particular smooth toric varieties. Section 5 is
devoted to non-affine toric embeddings.

The second part is devoted to embedded desingularization of toric varieties af-
ter [BE11]. In section 6 we recall the notion of normal crossing of a divisor, and
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we define the function HcodimX . This function is upper-semi-continuous (Defini-
tion 6.7) and it will be the first coordinate of our desingularization function. The
combinatorial center will be determined by the maximum value of the desingular-
ization function. After any combinatorial blowing up it follows that the values
of the function Hcodim do not increase (Proposition 6.10). So that the goal is to
achieve the condition Hcodim = 0, since then we will have a transversal and smooth
embedded toric variety.

To achieve the decrease of the function Hcodim, we need to rephrase the prob-
lem in terms of binomial ideals. Upon each drop of the value of Hcodim we take
the binomial ideal associated to our toric variety X embedded in a space of codi-
mension Hcodim. At this point the function E-ord comes into play, this function
is defined in section 7. The function E-ord is also upper-semi-continuous and does
not increase after combinatorial blowing up, provided the combinatorial center is
permissible. Permissibility means that the function E-ord is constant along the
combinatorial center. Hence our goal is a drop of the function (HcodimX ,E-ordJ )
w.r.t the lexicographical ordering. The procedure is analogous to the general pro-
cedure of log-resolution for ideals [EV00], see also [BEV05], but the procedure for
toric varieties is much simpler since we do not have to take care of transversality
of centers because all centers are combinatorial. We proceed by induction on the
dimension of the ambient space by choosing a hypersurface of E-maximal contact
(Definition 7.4), which turns out to be a variable, and we produce a coefficient ideal
having one variable less (Definition 7.5).

Finally we may define a function E-inv, the first coordinate is Hcodim and
the rest of the coordinates are functions E-ord of several coefficient ideals. The
maximum value of the function E-inv determines a combinatorial center and after
blowing up the value of E-inv strictly drops (Theorem 7.12). After finitely many
steps one obtains a desingularization. Section 8 includes some explicit examples
with the precise values and computations for the function E-inv.

The author wants to thank Orlando Villamayor, Roćıo Blanco, Ana Bravo,
Angélica Benito and Mariluz Garćıa for interesting mathematical discussions. The
author also wants to thank David Ellwood and Herwig Hauser for the organization
of the Clay Summer School at Obergurgl (Austria) and for providing the appropri-
ate ambience for mathematical discussions and also non-mathematical fun. Finally
the author is very grateful to the referees for their careful reading and many valuable
corrections and comments.

Part 1. Crash course on toric varieties

In what follows, k will denote a perfect field. In this first part we will give a
very short introduction to the basic notions of toric varieties.

1. Torus

We recall some known facts on tori, see [Hum75] and [Bor91] for proofs and
more references. See also [CLS11, 1.1] for a more extended introduction.

Definition 1.1. The torus of dimension d over the field k is Td = (k∗)
d
.

Every element of Td is a d-uple (a1, . . . , ad) where every ai ∈ k∗, i = 1, . . . , d.
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We consider k∗ as a multiplicative group. The torus Td is also an abelian group
with multiplication at each coordinate:

(1.1)
Td × Td −→ Td

(a1, . . . , ad) , (b1, . . . , bd) −→ (a1b1, . . . , adbd)
.

The above definition just defines the d-dimensional torus as a group and the el-
ements correspond to closed points. We may also consider the torus as an algebraic
variety and the group operation will be a morphism of varieties.

Therefore set Td to be the spectrum of the ring of Laurent polynomials

Td = Spec
(

k
[

x1, x
−1
1 , . . . , xd, x

−1
d

])

= Spec
(

k
[

x±
1 , . . . , x

±
d

])

.

The group operation corresponds to the ring homomorphism

k
[

x±
1 , . . . , x

±
d

]

−→ k
[

x±
1 , . . . , x

±
d

]

⊗k k
[

x±
1 , . . . , x

±
d

]

xi −→ xi ⊗ xi
.

Equivalently this ring homomorphism may be expressed renaming the variables

(1.2)
k
[

x±
1 , . . . , x

±
d

]

−→ k
[

y±1 , . . . , y±d , z
±
1 , . . . , z±d

]

xi −→ yizi
.

Remark 1.2. If the field k is algebraically closed, then the homomorphism in
(1.2), at every closed point, corresponds to the map in (1.1).

Note that the operation in (1.1) may be considered as an action of the group
Td on the variety Td. For advanced readers, a torus is a connected diagonalizable
algebraic group [Hum75, Bor91].

A morphism of tori as algebraic groups is a morphism as algebraic varieties
which is also a group homomorphism.

Proposition 1.3. [Bor91, cf. 8.5] Let ϕ : Tm → Tn be a morphism of tori.
Then Imϕ ⊂ Tn is a torus, in particular Imϕ is closed.

Tori are related to free Z-modules using the group of characters [CLS11, p.
11]. Moreover this relationship is functorial, so that morphisms of tori correspond
to homomorphisms of Z-modules.

Definition 1.4. Let L ⊂ Zn be a Z-submodule. We say that L is saturated if
for any α ∈ Zn and λ ∈ Z \ {0}, λα ∈ L implies that α ∈ L.

The saturation of L is

Sat(L) = {α ∈ Zn | λα ∈ L for some λ ∈ Z \ {0}}.

It follows that L is saturated if and only if Sat(L) = L. Equivalently L ⊂ Zn

is saturated if and only if the quotient Zn/L is (torsion) free.

Proposition 1.5. Fix n, d ∈ N, d ≤ n. There is a 1-1 correspondence between
the following sets:

(1) Closed reduced immersions Td → Tn,
(2) surjective homomorphisms of Z-modules Zn → Zd,
(3) saturated Z-submodules L ⊂ Zn of rank n− d.

Proof. Equivalence of (2) and (3) follows easily by setting L to be the kernel
of the homomorphism Zn → Zd.
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For the equivalence of (1) and (2), given a surjective homomorphism ϕ : Zn →
Zd, set mi = ϕ(ei), i = 1, . . . , n, where ei = (0, . . . , 0,

i
1, 0, . . . , 0). Then we may

consider the morphism Td → Tn defined by the surjective ring homomorphism

(1.3)
k[x±

1 , . . . , x
±
n ] −→ k[y±1 , . . . , y±d ]

xi −→ ymi .

Conversely, if Td → Tn is a closed immersion, then it follows that the corresponding
ring homomorphism has to be as in 1.3, see [Bor91]. �

Definition 1.6. Let L ⊂ Zn be a submodule. Consider the Laurent polyno-
mials k[x±] = k[x±

1 , . . . , x
±
n ] and define the ideal

IL = 〈xα − 1 | α ∈ L〉 ⊂ k[x±].

If L is saturated IL is called a Laurent toric ideal.

If α1, . . . , αr ∈ Zn are generators of L as Z-submodule then one may prove that
xα1 − 1, . . . , xαn − 1 are generators of the ideal IL.

Note that L is saturated if and only if IL is a prime ideal in k[x±], see [ES96].

2. Affine toric varieties

Let X be an algebraic variety of finite type over k. Recall that X is said to be
affine iff X may be embedded as a closed subset in the affine space An

k for some
suitable n. We will denote by I(X) the ideal defining X as a closed set of An

k . The
ideal I(X) is an ideal in the polynomial ring k[x1, . . . , xn] with n variables.

We will say that a polynomial in k[x1, . . . , xn] is a binomial if it is a difference
of two monomials

xα − xβ = xα1
1 · · ·xαn

n − xβ1

1 · · ·xβn
n ,

where α, β ∈ Zn
≥0.

Definition 2.1. An affine toric variety of dimension d over the field k is an
affine algebraic variety X such that the d-dimensional torus Td is an open dense
subset of X and the action of the torus on Td extends to an action on X:

Td ×X −→ X.

Definition 2.2. Let L ∈ Zn be a saturated submodule. Set IL ⊂ k[x1, . . . , xn]
to be the ideal generated by the binomials

{xα − xβ | α− β ∈ L}.
The ideals of the form IL, with L saturated, are called toric ideals.

Note that we are using IL to denote both the Laurent toric ideal (Definition 1.6)
and the toric ideal. It will be clear from the context where we consider the ideal
IL in k[x] or in k[x±]. In fact the toric ideal is the intersection of the Laurent toric
ideal with k[x1, . . . , xn].

If α ∈ Zn, there are unique α+, α− ∈ Zn
≥0 such that α = α+−α− and α+

i α
−
i = 0

for i = 1, ..., n. It can be proven that the ideal IL may be generated by the binomials

{xα+ − xα−
, α ∈ L}.

Theorem 2.3. Let X be an affine algebraic variety over k of dimension d. The
following are equivalent:

(1) X is an affine toric variety as in Definition 2.1.
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(2) X ∼= Spec (k[ta1 , . . . , tan ]), for some n, where ai ∈ Zd, i = 1, . . . , n and
these generate Zd as Z-module,

〈a1, . . . , an〉Z = Zd.

(3) X is a closed subvariety of An
k and I(X) is a toric ideal (Definition 2.2).

(4) X is a closed subvariety of An
k (for some n), the ideal I(X) is prime and

it may be generated by binomials.

See [MS05], [CLS11] or [KKMSD73] for a proof.
The k-algebra k[ta1 , . . . , tan ] is the k-algebra associated to the semigroup gen-

erated by a1, . . . , an ∈ Zd.

Definition 2.4. Let E ⊂ {1, . . . , n} be a finite set. We define TAn
E to be the

open set of the affine space An
k = Spec(k[x1, . . . , xn]):

TAn
E = An

k \
⋃

i�∈E

Hi,

where Hi = V (xi) is the hypersurface defined by xi = 0. Set k[x]E to be the affine
coordinate ring of TAn

E .

k[x]E = k[x1, . . . , xn, x
−1
i | i 
∈ E].

TAn
E = Spec(k[x]E) = Spec

(

k[x1, . . . , xn, x
−1
i | i 
∈ E]

)

.

In particular, if E = ∅ then TAn
E = Tn. If E = {1, . . . , n} then TAn

E = An
k .

The variety TAn
E is toric since Tn ⊂ TAn

E is an open dense subset (Defini-
tion 2.1). Moreover the complement of the torus is the union of hypersurfaces
defined by E.

Toric varieties of the form TA
n
E are in fact all possible regular affine toric

varieties.

Theorem 2.5. Let X be an affine toric variety of dimension d. If X is regular
then X ∼= TAd

E for some subset E ⊂ {1, . . . , d}.

See [CLS11, Th. 1.3.12] for a proof.
We recall that since we assume that k is a perfect field, regularity and smooth-

ness over k are equivalent notions.

Definition 2.6. An affine toric embedding is a closed embedding X ⊂ W
where W ∼= TAn

E is a regular affine toric variety, E ⊂ {1, . . . , n} and X is an affine
toric variety of dimension d. Moreover we want that the immersion has to be toric,
so that the d-dimensional torus of X is a closed subset of the n-dimensional torus
of W .

Note that once we have the embedding of tori Td → Tn ⊂ TAn
E = W , the affine

toric variety X is uniquely determined, since X is the Zariski closure of Td in W .
Theorem 2.3 may be extended now to the following

Proposition 2.7. Fix d ≤ n and a subset E ⊂ {1, . . . , n}. There is a one to
one correspondence between the following sets:

(1) The set of affine toric embeddings X ⊂ TAn
E, with d = dim(X).

(2) The set of closed reduced immersions Td → Tn.
(3) The set of surjective homomorphisms Zn → Zd.
(4) The set of saturated Z-submodules L ⊂ Zn of rank n− d.
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Let us consider the correspondences more explicit:

• Given a saturated submodule L ⊂ Zn, we know that Zn/L ∼= Zd and this
defines a surjective homomorphism Zn → Zd.

• Given a surjective homomorphism ϕ : Zn → Zd, we may define the mor-
phism of tori Td → Tn parametrized by the columns of the matrix of ϕ
as in Proposition 1.5 and vice versa.

• If Td → Tn is a closed immersion, consider the inclusion on Tn ⊂ TAn
E

and then the toric variety X is the closure of the image of Td in TAn
E .

• If X ⊂ TAn
E is an affine toric embedding then the torus included in X as

open dense gives an immersion Td → Tn.

Remark 2.8. Proposition 2.7 gives equivalent ways for determining an affine
toric embedding. Can we make these correspondences ven more explicit? Let us
see how to compute the ideal I(X), generators of the saturated submodule L or
the matrix of an homomorphism Zn → Zd if one of them is given.

• If X ⊂ An
k is an affine toric embedding and we have binomials generating

the ideal I(X) ∈ k[x1, . . . , xn], say

xα+
i − xα−

i , i = 1, . . . , r.

Then α1, . . . , αr are generators of a saturated submodule L ⊂ Zn.
• Assume that we have α1, . . . , αn−d ∈ Zn and that they generate a satu-
rated submodule L of rank n − d. By the saturation of L, we may also
assume that for every i = 1, . . . , n− d the gcd of the coordinates of αi is
1.

Consider the matrix whose columns are the αi

M = (α1 | α2 | · · · | αn−d).

It can be proved that there is an invertible n × n matrix with integer
entries P such that PM = D where D is in the form

D =

(

In−d

0

)

,

where In−d is the (n−d)×(n−d) identity matrix. Now the matrix formed
by the last d rows of the matrix P defines a surjective homomorphism
Zn → Zd.

Note that D is the Smith normal form of M , which is uniquely de-
termined [New72, Theorem II.9]. But the matrix P is not unique in
general. This is coherent with the fact that the isomorphism Zn/L ∼= Zd

is not canonical. In fact it is enough to have a matrix P such that PM
is an upper-triangular matrix with ones in the principal diagonal, see Ex-
ample 3.5.

• Let A = (a1 | a2 | · · · | an) be the matrix, where each ai is the i-th column
of A. Assume that the matrix A determines a surjective homomorphism
Zn → Zd. The morphism of tori is

Td −→ Tn

t = (t1, . . . , td) −→ (ta1 , . . . , tan)
.

To compute the ideal I(X) ⊂ k[X1, . . . , Xn] defining the toric variety, it
is enough to compute the intersection, or elimination ideal,

〈x1 − ta1 , . . . , xn − tan〉 ∩ k[x1, . . . , xn] ⊂ k[x1, . . . , xn, t1, . . . , td].



246 SANTIAGO ENCINAS

This computation is an elimination of the variables t1, . . . , td which can
be achieved by a standard basis computation with respect to a suitable
monomial ordering, see [GP08, p. 69] for details.

3. Examples

We will illustrate with some examples the equivalence in Proposition 2.7. If
f1, . . . , fr ∈ k[x1, . . . , xn] are polynomials, let denote by V (f1, . . . , fr) ⊂ An

k the
zero locus defined by f1, . . . , fr.

Example 3.1. Set X = V (x2 − y3) ⊂ A2
k. X is a toric variety of dimension

one. The torus embedding

T1 −→ T2

t −→ (t3, t2)

corresponds to the saturated submodule L ⊂ Z2 generated by (2,−3). It is easy to
check that L is the kernel of the surjective homomorphism

Z2 −→ Z

(α1, α2) −→ 3α1 + 2α2
.

Example 3.2. Set X = V (x − y2) ⊂ A2
k. The parabola X is a toric variety,

the torus embedding is

T1 −→ T2

t −→ (t2, t)

corresponding to the saturated submodule generated by (1,−2).

Example 3.3. Set X = V (xy − zw) ⊂ A4
k. We associate to X the saturated

submodule L ⊂ Z4 generated by (1, 1,−1,−1). Using the method described in
Remark 2.8, we find a 4× 4 matrix such that

⎛

⎜

⎜

⎝

1 0 0 0
−1 1 0 0
1 0 1 0
1 0 0 1

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

1
1
−1
−1

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1
0
0
0

⎞

⎟

⎟

⎠

.

The last three rows of the matrix define a Z-linear homomorphism Z4 → Z3 corre-
sponding to the morphism of tori

T3 −→ T4

(t1, t2, t3) −→ (t−1
1 t2t3, t1, t2, t3)

.

Alternatively, we can use the Z-homomorphism Z4 → Z3 with matrix
⎛

⎝

0 1 1 0
1 0 1 0
1 0 0 1

⎞

⎠ ,

obtaining the equivalent parametrization

T3 −→ T4

(t1, t2, t3) −→ (t2t3, t1, t1t2, t3)
.

The image of T3 by both parametrizations is the same torus embedded in T4.
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Example 3.4. The Whitney umbrella X = V (x2 − y2z) ⊂ A3 is also a toric
variety. The associated saturated submodule is generated by v = (2,−2,−1). Fol-
lowing Remark 2.8 one may find a matrix P such that P · v is the column vector
(1, 0, 0). The matrix P is not unique, for instance
⎛

⎝

0 0 −1
0 1 −2
1 0 2

⎞

⎠

⎛

⎝

2
−2
−1

⎞

⎠ =

⎛

⎝

1
0
0

⎞

⎠ and

⎛

⎝

0 0 −1
1 1 0
1 0 2

⎞

⎠

⎛

⎝

2
−2
−1

⎞

⎠ =

⎛

⎝

1
0
0

⎞

⎠

both show the desired behaviour. The last two rows of the matrices define an
homomorphism Z3 → Z2

(

0 1 −2
1 0 2

)

,

(

1 1 0
1 0 2

)

and the corresponding morphisms of tori are

T2 −→ T3

(t, s) −→ (s, t, t−2s2)
and

T2 −→ T3

(t, s) −→ (ts, t, s2)
.

Both parametrizations determine the same subvariety in A3
k.

Example 3.5. Let X ⊂ A3 be the monomial curve parametrized by t →
(t3, t4, t5). One may compute the elimination ideal [GP08, p. 69]

〈x− t3, y − t4, z − t5〉 ∩ k[x, y, z] = 〈y2 − xz, x2y − z2, x3 − yz〉 = I(X).

From the binomials generating I(X) we obtain vectors

(1,−2, 1), (2, 1,−2), (3,−1,−1)

generating a saturated submodule L ⊂ Z3. In fact

L = 〈(1,−2, 1), (2, 1,−2)〉Z,
since (3,−1,−1) = (1,−2, 1) + (2, 1,−2). Set M to be the matrix with columns
(1,−2, 1) and (2, 1,−2). We may find a 3× 3 matrix P such that

PM =

⎛

⎝

1 0 0
1 1 1
3 4 5

⎞

⎠

⎛

⎝

1 2
−2 1
1 −2

⎞

⎠ =

⎛

⎝

1 2
0 1
0 0

⎞

⎠ .

And we recover the original parametrization of X in the last row of P .

Example 3.6. Consider the morphism of tori

T2 −→ T4

(t, s) −→ (t3, t2, s4, s3)
.

This parametrization defines a surface X ⊂ A4
k which is a toric variety. The ideal

I(X) ⊂ k[x, y, z, w] is

〈x− t3, y − t2, z − s4, w − s3〉 ∩ k[x, y, z, w] = 〈x2 − y3, z3 − w4〉.

Example 3.7. The ideal

J = 〈xy − zw, z4 − xw, yz3 − w2〉
defines a toric variety in X ⊂ A4 of dimension 2. The associated saturated submod-
ule L ⊂ Z4 is generated by (1, 1,−1,−1) and (−1, 0, 4,−1). Note that the third
binomial gives the vector (0, 1, 3,−2) = (1, 1,−1,−1) + (−1, 0, 4,−1).



248 SANTIAGO ENCINAS

Set M the matrix with columns (1, 1,−1,−1) and (−1, 0, 4,−1). We may find
a 4× 4 matrix P such that

PM =

⎛

⎜

⎜

⎝

0 1 0 0
−1 1 0 0
2 1 1 2
1 3 1 3

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

1 −1
1 0
−1 4
−1 −1

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1 0
0 1
0 0
0 0

⎞

⎟

⎟

⎠

.

The torus homomorphism T2 → T4 associated to the toric embedding X ⊂ A4 is

T2 −→ T4

(t, s) −→ (t2s, ts3, ts, t2s3)
.

4. Normal toric varieties

In the classical theory of toric varieties [Ful93] on usually assumes that a toric
variety is normal. However one may see in the examples in section 3 that, according
to our definition, this is not always the case for affine toric varieties defined as in
Definition 2.1.

For non-normal varieties some non trivial difficulties appear, see [CLS11,
p.150]. The description of non-affine toric varieties is simpler assuming normality.
We will describe briefly how normal toric varieties are defined using the terminology
of cones and fans and we refer to [Ful93] or [CLS11] for details.

Definition 4.1. Let u1, . . . , ur ∈ Zn. The rational convex polyhedral cone
generated by u1, . . . , ur is the subset σ ⊂ Rn

σ =

{

r
∑

i=1

λiui | λi ∈ R≥0

}

.

For short we will say that σ is a cone.

We identify the dual of Zn (resp. Rn) with Zn (resp. Rn). If u ∈ Rn and m is
in the dual lattice, then usual pairing is just

〈m,u〉 =
n
∑

i=1

miui.

Definition 4.2. Let σ be a (rational convex polyhedral) cone in Rn. The dual
of σ is

σ∨ = {m ∈ Rn | 〈m,u〉 ≥ 0, for all u ∈ σ} .

A face of a (rational convex polyhedral) cone σ is a subset τ ⊂ σ such that
there exists m ∈ σ∨ with

τ = {u ∈ σ | 〈m,u〉 = 0} = m⊥ ∩ σ.

Any face τ of σ is again a (rational convex polyhedral) cone. Using m = 0 we can
regard σ as a face of σ. The intersection of two faces τ1, τ2 of σ is again a face of σ.

More precisely, if τ1 = m⊥
1 ∩σ and τ2 = m⊥

2 ∩σ then τ1∩ τ2 = (λ1m1 + λ2m2)
⊥∩σ

for any λ1, λ2 > 0.
If {0} is a face of σ we say that the cone σ is strongly convex.

Proposition 4.3. [CLS11, Proposition 1.2.4] If σ is a cone in Rn then σ∨ is
also a (rational convex polyhedral) cone in Rn.
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In particular, the cone σ∨ is finitely generated (Definition 4.1) by some elements
m1, . . . ,ms ∈ Zn. Moreover, as we are dealing with proper cones here, the dual of
the dual cone not just contains the original cone, but coincides with it (σ∨)

∨
= σ.

The intersection of a cone with the lattice Zn is a semigroup. In the classical
setting this intersection is constructed using the dual cone. Thus, given a rational
convex polyhedral cone σ, consider the dual σ∨ and then the intersection σ∨∩Zn is a
semigroup. It makes sense to consider the semigroup algebra k[σ∨ ∩Zn] associated
to this semigroup. This algebra is generated by elements Xm called characters,
where m ∈ σ∨ ∩ Zn. By Gordan’s lemma [CLS11, Prop. 1.2.17] the semigroup
σ∨ ∩ Zn is finitely generated. If m1, . . . ,ms are generators of this semigroup then
the k-algebra k[σ∨∩Zn] is generated, as k-algebra by the characters Xm1 , . . . ,Xms .

Now we arrive at the classical definition of affine toric variety using polyhedral
cones.

Definition 4.4. Given a rational convex polyhedral cone σ ⊂ Rn, set

Uσ = Spec (k[σ∨ ∩ Zn]) .

This can be indeed be used to describe all possible normal affine toric varieties.

Theorem 4.5. [CLS11, Th. 1.3.5] X is a normal affine toric variety (Def-
inition 2.1) if and only if X = Uσ for some strongly rational convex polyhedral
σ.

Normality of the k-algebra k[σ∨ ∩ Zn] comes from the fact that the semigroup
σ∨ ∩ Zn is always saturated.

The dimension of Uσ is n, the dimension of the lattice Zn. The torus embedding
Tn ⊂ Uσ is given by the k-algebra inclusion

k[σ∨ ∩ Zn] ⊂ k[x±
1 , . . . , x

±
n ]

coming from the semigroup inclusion σ∨ ∩ Zn ⊂ Zn.
Smoothness of the toric variety Uσ can also be detected in the cone σ. On one

hand, we say that a cone σ is smooth if it can be generated, as cone (Definition 4.1),
by part of a Z-basis of the lattice Zn. On the other hand, by [CLS11, Th. 1.3.12]
we have that Uσ is a smooth variety if and only if σ is a smooth cone. In this case
Uσ

∼= TAn
E , for some E ⊂ {1, . . . , n}, see Theorem 2.5.

If τ is a face of σ, τ ⊂ σ implies σ∨ ⊂ τ∨. The k-algebra inclusion

k[σ∨ ∩ Zn] ⊂ k[τ∨ ∩ Zn]

is a localization and Uτ ⊂ Uσ is an open immersion. These open immersions will
allow gluing several affine toric varieties. Thus we obtain normal toric varieties,
which, in general, are non-affine.

Definition 4.6. A fan Σ in Rn is a finite collection of cones σ ⊂ Rn such that:

• If σ ∈ Σ then σ is a strongly convex rational polyhedral cone.
• If σ ∈ Σ and τ is a face of σ, then τ ∈ Σ.
• If σ1, σ2 ∈ Σ then σ1 ∩ σ2 is a face of σi, for i = 1, 2 (hence σ1 ∩ σ2 ∈ Σ).

Given a fan Σ we may construct a variety XΣ by gluing all toric varieties Uσ

where σ ∈ Σ. The gluing maps are constructed by the open immersions defined by
the faces of the cones. If σ1, σ2 ∈ Σ we glue the varieties Uσ1

and Uσ2
identifying

the open set defined by τ = σ1 ∩ σ2:

Uσ1

ϕ1←− Uτ
ϕ2−→ Uσ2

,
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where ϕi is the open immersion defined by τ as face of σi, i = 1, 2.
The fact that XΣ is toric comes from the fact that {0} is a common face of

all σ ∈ Σ and U{0} = Tn. Every Uσ is a separated variety, but a variety obtained
by gluing several affine varieties along open subsets does not need to be separated.
Fortunately we are in a positive case:

Theorem 4.7. [CLS11, Th. 3.1.5] If Σ is a fan, then XΣ is a normal separated
toric variety.

In fact every normal affine toric variety, according to Definition 2.1, is of the
form XΣ, for some fan Σ [CLS11, Cor. 3.1.8].

5. Embedded toric varieties

By the above results, a smooth toric variety W of dimension n will be the toric
variety associated to a fan Σ, W = XΣ, such that for every σ ∈ Σ, Uσ is smooth.
Thus, by Theorem 2.5 we have Uσ

∼= TAn
E , for some E ⊂ {1, . . . , n}. We will denote

Wσ = Uσ for every σ ∈ Σ, and we will say W = WΣ in order to express that W is
defined by the fan Σ.

The complement of the torus embedding Tn ⊂ W is a set of smooth hypersur-
faces having only normal crossings (Definition 6.1)

E = W \ Tn.

By abuse of notation, we are using E as a union of divisor having normal crossings
in W and also as a subset of {1, . . . , n} representing a divisor in the affine space
An (Definition 2.4).

Definition 5.1. A toric embedding is a closed subvariety X ⊂ W such that:

• W = WΣ is a smooth toric variety given by a fan Σ as above.
• If for every cone σ ∈ Σ we set Xσ = X ∩Wσ, then Xσ ⊂ Wσ is an affine

toric embedding (Definition 2.6).

Definition 5.2. Let σ be a smooth cone. The variety Uσ is smooth and by
Theorem 2.5 Uσ

∼= TAn
E , for some subset E ⊂ {1, . . . , n}.

The distinguished point is the point

(ε1, . . . , εn) ∈ TAn
E ⊂ An

k , εi =

{

0 if i ∈ E
1 if i 
∈ E

For example, the distinguished point of An
k is the origin.

Remark 5.3. For every cone σ ⊂ Rn, recall that the torus Tn acts on the affine
toric variety Uσ. Thus, every point ξ ∈ Uσ belongs to a unique orbit of this action.

Definition 5.2 depends on the isomorphism Uσ
∼= TAn

E . Each isomorphism will
set different distinguished points, but all of them belong to the same orbit by the
torus action. Thus, only the orbit of the distinguished point is well defined.

The distinguished point of Uσ is defined in general using the correspondence of
closed points of Uσ and semigroups homomorphisms, see [CLS11, page 116]. The
orbit, by the torus action, of the distinguished point is the unique closed orbit in
Uσ.

Proposition 5.4. [BE11, Rem. 28] Let X ⊂ W be a toric embedding (Defi-
nition 5.1), where W = WΣ, for some fan Σ in Rn.

For any point ξ ∈ W (non-necessarily closed) there exists a unique cone σ ∈ Σ
such that ξ ∈ Wσ and ξ belongs to the orbit of the distinguished point of Wσ.
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Consider the open covering W = ∪σ∈ΣWσ. It is enough to set Wσ to be the
smallest open subset of the covering with ξ ∈ Wσ.

Part 2. Embedded toric resolution

Following [BE11], we will describe a procedure to obtain an embedded desingu-
larization of a toric embedding X ⊂ W . The goal is the construction of a sequence

(5.1)
W = W (0) ←− W (1) ←− · · · ←− W (N)

↑ ↑ ↑
X = X(0) ←− X(1) ←− · · · ←− X(N)

of combinatorial blowing ups W (i+1) → W (i), i = 0, 1, . . . , N − 1, with center
Zi ⊂ W (i). Each X(i+1) is the strict transform of X(i), i = 0, 1, . . . , N − 1. The
final toric embedding X(N) ⊂ W (N) is such that X(N) is smooth and transversal
to E(N) = W (N) \ Tn, where n = dim(W ).

6. Transversality

We recall the definition of normal crossings and transversality for general vari-
eties.

Definition 6.1. Let W be a smooth variety over k of dimension n, let X ⊂ W
be a closed subvariety and let E be a finite set of smooth hypersurfaces in W .

• We say E has only normal crossings if for every closed point ξ ∈ W there
is a regular system of parameters x1, . . . , xn in the local ring OW,ξ such
that

– for every H ∈ E with ξ ∈ H one has I(H) = (xi) for some i =
1, . . . , n.

• We say that X has only normal crossings with E if for every closed point
ξ ∈ X there is a regular system of parameters x1, . . . , xn in the local ring
OW,ξ such that

– I(X)ξ = (x1, . . . , xm) where m = codim(X) and
– for every H ∈ E with ξ ∈ H one has I(H) = (xi) for some i =

1, . . . , n.
• We say that X is transversal to E if for every closed point ξ ∈ X there

is a regular system of parameters x1, . . . , xn in the local ring OW,ξ such
that

– I(X)ξ = (x1, . . . , xm) where m = codim(X) and
– for every H ∈ E with ξ ∈ H one has I(H) = (xi) for some i =

1, . . . , n, with m < i ≤ n.

Note that if X has normal crossings with E then automatically X is smooth.
Note also that if X has normal crossings with E, but not transversal to E, then X
can be contained in some hypersurface H ∈ E.

Remark 6.2. Transversality may be detected using logarithmic differentials.
Let W be a smooth variety over k and E a set of hypersurfaces having only normal
crossings. Fix a closed point ξ ∈ X and a regular system of parameters x1, . . . , xn in
OW,ξ such that for every H ∈ E with ξ ∈ H then I(H) = (xi) for some i = 1, . . . , n
(as in Definition 6.1). The dual of the logarithmic differentials are the logarithmic
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derivatives along E, which form a free OW -module of rank n. At the point ξ a
basis of this module is

{

xεi
i

∂

∂xi
, | i = 1, . . . , n

}

where εi =

{

0 if V (xi) 
∈ E
1 if V (xi) ∈ E

The jacobian criterion for smoothness may be adapted in order to detect
transversality.

Theorem 6.3. Let X ⊂ W be closed subvariety of W and E a set of hypersur-
faces in W having only normal crossings.

Fix a closed point ξ ∈ X and a regular system of parameters x1, . . . , xn in OW,ξ

as in Remark 6.2.
Set d = dim(X) and consider generators f1, . . . , fs ∈ OW,ξ of the ideal of X in

W at the point ξ, I(X)ξ = (f1, . . . , fs). The variety X is transversal to E at the
point ξ if and only if the matrix

(

xεi
i

∂fj
∂xi

)

i,j

has rank n− d at the point ξ.

In the case that X ⊂ W is an affine toric embedding (Definition 2.6) we set
E = W \ Tn. Transversality of X with E is equivalent to finding good generators
for the ideal I(X) (Theorem 6.4).

If E ⊂ {1, . . . , n} we set

Zn
E = {α = (α1, . . . , αn) ∈ Zn | αi ≥ 0, for all i ∈ E}.

Monomials of the ring k[x]E are of the form Xα with α ∈ Zn
E. Recall from Def-

inition 2.4 that we will identify the set E ⊂ {1, . . . , n} with the set of hyper-
surfaces defined by the variables xi, for i ∈ E, in the regular affine toric variety
TA

n
E = Spec(k[x]E).

Theorem 6.4. [BE11, Th. 23] Let V ⊂ W = TAn
E be an affine toric embedding

(Definition 2.6). The toric variety V is transversal to E if and only if the ideal
I(V ) is generated by hyperbolic equations

I(V ) = (xα1 − 1, . . . , xα� − 1),

where � = n− dimV , α1, . . . , α	 ∈ Zn
E and they generate a saturated lattice of rank

�.

Theorem 6.5. [BE11, Th. 26] Let X ⊂ W = TAn
E be an affine toric embed-

ding, E ⊂ {1, . . . , n}.
There is a unique affine toric variety V such that the embeddings X ⊂ V and

V ⊂ W are affine toric embeddings (Definition 2.6) and V is the smallest smooth
toric variety containing X and transversal to E.

The proof of this theorem reduces to considering the associated saturated lat-
tice L of the embedding X ⊂ TAn

E . The embedding V ⊂ TAn
E will correspond to

a saturated lattice L0 ⊂ L, where L0 may be generated by elements in Zn
E (Theo-

rem 6.4). The key fact is to prove that there is a unique maximal lattice L0 with
the above conditions.

The difference dim(V ) − dim(X) will be an invariant in our procedure for
desingularization of toric varieties.
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Definition 6.6. Let X ⊂ W = WΣ be a toric embedding (Definition 5.1).
Let ξ ∈ X be any point, and let σ ∈ Σ be the unique cone such that ξ is in the

orbit of the distinguished point of Wσ (Proposition 5.4). Consider the affine toric
embedding Xσ ⊂ Wσ and let Vσ be the smooth toric variety given by Theorem 6.5.
We set the hyperbolic codimension of X at ξ to be

HcodimX(ξ) = dim(Vσ)− dim(Xσ).

Note that, by construction, the function HcodimX : X → N is equivariant
under the torus action. All the points in the same orbit have the same value.

The hyperbolic codimension may be understood as a toric embedding dimen-
sion. The value HcodimX(ξ) gives the minimum dimension of a regular toric variety
V (defined locally), V transversal to E and with X ⊂ V .

Definition 6.7. Let X be an algebraic variety and (Λ,≤) be a totally ordered
set. A function h : X → Λ is said to be upper-semi-continuous if h takes only
finitely many values in Λ and for every λ ∈ Λ the set

{h ≥ λ} = {ξ ∈ X | h(ξ) ≥ λ} is a closed set.

Proposition 6.8. Let X ⊂ W = WΣ be a toric embedding (Definition 5.1).
The function HcodimX : X → N is upper-semi-continuous.

Proof. Since HcodimX takes only finitely many values, it is enough to prove
that for any m, the set

{HcodimX ≤ m} = {ξ ∈ X | HcodimX(ξ) ≤ m} is an open set.

Let ξ ∈ {HcodimX ≤ m} be a point. There exist a cone σ ∈ Σ and an affine toric
variety Vσ tranversal to E, such that ξ ∈ Xσ ⊂ Vσ ⊂ Wσ and dim(Vσ)− dim(X) ≤
m. Note that Xσ ⊂ X is an open set. For any point η ∈ Xσ we have that
HcodimX(η) ≤ dim(Vσ)− dim(X) ≤ m. �

Definition 6.9. [BM06] Consider the smooth toric variety TA
n
E where E ⊂

{1, . . . , n}. A combinatorial center in TAn
E is a closed subvariety Z ⊂ TAn

E defined
by some coordinates xi with i ∈ E, thus the ideal defining Z is

I(Z) = (xj1 , . . . , xjs) ⊂ k[x1, . . . xn, x
−1
i1

, . . . , x−1
ir

]

for some j1, . . . , js ∈ E, where {i1, . . . , ir} = {1, . . . , n} \ E (Definition 2.4).
In general, if W is a smooth toric variety defined by some fan Σ in Rn, then

every cone Δ ∈ Σ defines a combinatorial center ZΔ ⊂ W .
For every open set Wσ, σ ∈ Σ, the intersection ZΔ ∩Wσ is set as follows:
If Δ is not a face of σ then ZΔ ∩Wσ = ∅.
If Δ is a face of σ, note that WΔ ⊂ Wσ, and then ZΔ ∩Wσ is the closure (in

Wσ) of the orbit of the distinguished point of WΔ.

Combinatorial centers will be the centers chosen by the algorithm of desin-
gularization of toric varieties. The desingularization function will be upper-semi-
continuous and its maximum value will determine a combinatorial center.

In general, the blowing up may be defined for any smooth center Z ⊂ W . See
[Har77, page 160] for the general definition. When we restrict to smooth centers
Z in smooth varieties W then the blowing up W ′ → W with center Z is such that
W ′ is again smooth.
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In our setting, if W is a smooth toric variety and ZΔ is a combinatorial center
then the blowing up W ′ → W with center ZΔ is such that W ′ is again toric and
smooth.

In fact, locally at every open set Wσ, σ ∈ Σ, with Wσ
∼= TAn

E , a combinatorial
blowing up (TAn

E)
′ → TAn

E is such that (TAn
E)

′ is covered by r = codim(Z) affine
charts, each one isomorphic to TAn

E , see [Vil13].
Moreover, if X ⊂ W is a toric embedding and Z is a combinatorial center, we

may consider the combinatorial blowing up W ′ → W and let X ′ ⊂ W ′ be the strict
transform of X in W ′. The variety X ′ is again a toric variety and X ′ ⊂ W ′ is a
toric embedding. We have normal crossing divisors E in W and E′ in W ′ defined
by the torus embedding

E = W \ Tn, E′ = W ′ \ Tn.

Note that combinatorial centers Z always have empty intersection with the torus
Tn. The irreducible components of the normal crossing divisor E′ are the strict
transforms of the components of E together with the exceptional divisor of the
blowing up W ′ → W .

A key fact in algorithms of desingularization is to prove that functions used for
resolution do not increase after any (permissible) blowing up. In our case the first
coordinate of the desingularization function is the function Hcodim.

Proposition 6.10. [BE11, Prop. 33] Let X ⊂ W be a toric embedding, and
Z = ZΔ be a combinatorial center in W . Denote by ϕ : W ′ → W the combinatorial
blowing up with center Z and let X ′ ⊂ W ′ be the toric embedding where X ′ is the
strict transform of X.

Let ξ′ ∈ X ′ be any point and set ξ = ϕ(ξ′) ∈ X, then

HcodimX′(ξ′) ≤ HcodimX(ξ).

Proof. We may assume that X ⊂ W is an affine toric embedding and ξ is in
the orbit of the distinguished point. Let V be the minimal toric variety transversal
to E and with X ⊂ V ⊂ W (Theorem 6.5). Let V ′ ⊂ W ′ be the strict transform of
V in W ′. Since V is transversal to E then V ′ is again transversal to E′. This may
be proved by direct computation using Theorem 6.4.

Then at the point ξ′ we have a transversal variety V ′ including X ′, so that

HcodimX′(ξ′) ≤ dim(V ′)− dim(X ′) = HcodimX(ξ).

�

7. E-order

The desingularization function E-inv for toric varieties will have several coor-
dinates. The first coordinate is the function Hcodim and the other coordinates are
functions E-ord of suitable ideals.

The function E-ord appeared first in [Bla12a] and [Bla12b] as part of the
log-resolution algorithm for general binomial ideals.

Definition 7.1. Let f ∈ k[x]E be any polynomial, where E ⊂ {1, . . . , n}
(Definition 2.4). We set the E-ord of f at the distinguished point of TAn

E to be

E-ord(f) = max{b | f ∈ m
b
E},

where mE = (xi | i ∈ E).
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Let J ⊂ k[x]E be an ideal, we set

E-ord(J) = max{b | J ⊂ m
b
E}.

For any point ξ in the orbit of the distinguished point we set the E-ord of J at ξ,
E-ord(J)(ξ), to the E-ord of J at the distinguished point.

In general, if W = WΣ is a smooth toric variety defined by a fan Σ ⊂ Rn, we
set E = W \ Tn. Consider an ideal J ⊂ OW , for any ξ ∈ W we set the E-ord of
J at ξ to be the E-ord(J) at the distinguished point of Wσ where σ ∈ Σ is as in
Proposition 5.4.

By our definition, the function E-ord is constant along the orbits of W . There is
a more intrinsic way for defining E-ord, see [BE11, Def. 17]. The value E-ord(J)(ξ)
is the usual order of the ideal J along the strata defined by the normal crossing
divisor E.

Example 7.2. Consider k[x1, x2, x3]E and f = x2
1x

3
2 − x7

3. The value of the
E-ord(f) at the distinguished point is given in the following table for all possibilities
of E:

E E-ord(f)
1, 2, 3 5
1, 2 0
1, 3 2
2, 3 3

E E-ord(f)
1 0
2 0
3 0
∅ 0

.

Note that a binomial f has E-ord(f) = 0 if and only if f = xγ(1 − Xα) as
element in k[x]E , where α, γ ∈ Zn

E and γ = (γ1, . . . , γn) with γi = 0 for all i ∈ E.
The monomial xγ is invertible in the ring k[x]E .

If f = xα − xβ is a binomial, then the coefficient ideal C(f, c) (Definition 7.5)
is generated either by a binomial or by two monomials. This fact forces to extend
our definition of binomial ideal to ideals generated by monomials and binomials.

Definition 7.3. An ideal J ⊂ k[x]E is called general binomial if J may be
generated (as ideal) by monomials xγ and powers of binomials (xα − xβ)	, where
α, β, γ ∈ Zn

E and � ∈ N.

In the general procedure of log-resolution or desingularization for arbitrary
ideals in characteristic zero there are two key concepts: Maximal contact and co-
efficient ideals, see [EV00] and [EH02]. In our binomial setting, we consider a
combinatorial concept of E-maximal contact and the same definition for coefficient
ideals. An E-maximal contact hypersurface will be one of the hypersurfaces in the
normal crossing divisor E

Definition 7.4. Let J ⊂ k[x]E be a general binomial ideal and set c =
E-ord(J). Let f ∈ J be a monomial or binomial such that E-ord(f) = c.

• If f = xγ is a monomial, γ ∈ Zn
E , then every variable xi with γi > 0 and

i ∈ E defines a hypersurface of E-maximal contact for J .
• If f = xα − xβ is a binomial, we may assume that E-ord(Xα) = c. Then

any hypersurface of E-maximal contact for the monomial xα, as above, is
a hypersurface of E-maximal contact for the ideal J .

Below we define the coefficient ideal. In fact the coefficient ideal of an ideal J
is a pair (C(J), c). Here C(J) is a general binomial ideal and c ∈ Q is a positive
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rational number. There are two important observations: The first one is that C(J)
is an ideal in one variable less, since the variable of E-maximal contact does not
appear in C(J). And the second observation is that the points where the ideal C(J)
has E-order ≥ c is the set of points where J has maximum E-order. Moreover, this
last relation is stable after permissible transformation [Bla12a].

Definition 7.5. Let f ⊂ K[x]E be any polynomial and xi a variable with
i ∈ E. We may express f as

f =
∑

m≥0

am(x)xm
i ,

where am(x) is a polynomial in k[x1, . . . , xi−1, xi+1, . . . , xn]E\{i}.
Fix a positive integer rational number c ∈ Q, the coefficient ideal of (f, c) with

respect to xi is (C(f), c!) where

C(f, c) =
〈

am(x)
c!

c−m | m = 0, 1, . . . , c− 1
〉

.

If J ⊂ k[x]E is an ideal then the coefficient ideal of (J, c) is

C(J, c) = 〈C(f, c) | f ∈ J〉 .

The coefficient ideal of (f, c) comes from considering the pairs (am, c−m) for
m = 0, 1, . . . , c and normalizing all the numbers c −m to a common multiple, for
instance the factorial of c. In fact for computations it is much simpler to accept
fractional powers and set

C(f, c) =
〈

am(x)
c

c−m | m = 0, 1, . . . , c− 1
〉

.

If J is the ideal generated by f1, . . . , fs then it can be proved that C(J, c) is
generated by C(f1, c), . . . , C(fs, c).

Note that if J is a general binomial Definition 7.3 ideal then C(J, c) is also a
general binomial. This may be checked by direct computation.

Definition 7.6. The function E-ord may be defined for a pair (J, c)

E-ord(J, c) =
E-ord(J)

c
.

Remark 7.7. Given a toric embedding X ⊂ W we will define an upper-semi-
continuous function E-invX : X → Λ such that:

• E-inv is constant along the orbits of the torus action.
• The set of points where the maximum value maxE-invX is achieved,

MaxE-invX = {ξ ∈ X | E-invX(ξ) = maxE-invX},

defines a combinatorial center Z ⊂ W .
• If W ′ → W is the blowing up with center Z and X ′ ⊂ W ′ is the strict
transform of X ⊂ W then

maxE-invX > maxE-invX′ .

• By repeating the above procedure the maximum value of E-inv may not
decrease infinitely many times and we eventually obtain an embedded
desingularization of X ⊂ W .
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The set Λ will be essentially Qn+1
≥0 with the lexicographical ordering. In fact

the values of E-inv in Qn+1
≥0 have bounded denominators and termination of the

algorithm will be clear. We say that Λ is not exactly Qn+1
≥0 since once we arrive to a

simpler case (Remark 7.8) we use a different function Γ, see [BE11, Definition 41]
for details.

If characteristic of k is zero then it is possible to obtain an embedded desin-
gularization by blowing up centers contained in the strict transform of our variety
which need not to be toric, see [EV00]. In this paper we consider toric varieties and
our goal is to obtain a sequence (5.1) of blowing ups with combinatorial centers.
The blowing up with a combinatorial center is easier to compute, but if we restrict
to choose only combinatorial centers then some of them can be not included in the
strict transform of the original variety. For the toric variety in Example 3.6 it is not
possible to achieve an embedded desingularization with combinatorial centers. Ob-
serve that in Example 8.6 the second center is not included in the strict transform
of the variety.

Remark 7.8. The case of one monomial.
If J is an ideal generated by only one monomial, say xα, with α ∈ Zn

E , then
resolution of the ideal J is easier to obtain and will be given by a special function
Γ in terms of α. See [EV00, Page 165] for details and examples.

Remark 7.9. Fix a toric embedding X ⊂ W = WΣ, where Σ ⊂ Rn a fan.
To define function E-invX it is enough to set the value E-invX(ξ) for ξ ∈

Xσ ⊂ Wσ, σ ∈ Σ, where we assume that ξ is the distinguished point of Wσ. Let
Vσ ⊂ Wσ be the smooth toric variety transversal to E and minimal with Xσ ⊂ Vσ

(Theorem 6.5).
At the first stage we set

E-invX = (HcodimX ,E-ord(Jn),E-ord(Jn−1, cn), . . . ,E-ord(Jr, cr−1),∞, . . . ,∞) ,

where Jn = IVσ
(Xσ) is the ideal of Xσ in Vσ. Recall that Vσ

∼= TAm
EVσ

where

m = dim(Vσ) = n−HcodimXσ
and EVσ

is obtained by intersection with Vσ.
Assume that we have defined inductively Jn, . . . , Ji and the numbers cn, . . . , ci+1.

Then ci = E-ord(Ji) and Ji−1 = C(Ji, ci) with respect to some E-maximal contact
hypersurface of Ji.

At some index r ≤ n it may happen that C(Jr, cr−1) = 0; in that case the
remaining entries are filled with ∞.

Note that we have constructed a finite sequence of ideals

(Jn, Jn−1, . . . , Jr+1, Jr, Jr−1, . . . , J1),

where Jr−1 = · · · = J1 = 0
The function E-invX : X → Λ is well defined. Note that there may exist

several hypersurfaces having E-maximal contact with the ideal Ii. However the
value of E-ord(Ji−1) does not depend on the choice of the hypersurface. Moreover
the function E-inv is upper-semi-continuous, see [BE11] and [Bla12a].

The intersection of all hypersurfaces of maximal contact that we needed to
define the coefficient ideals will be the combinatorial center Z. The center Z is
transversal to V and it is not included in V , so that if HcodimX < n − dim(X)
then Z 
⊂ X.
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Remark 7.10. Assume that we have constructed a sequence of blowing ups

W = W (0) ←− W (1) ←− · · · ←− W (	)

↑ ↑ ↑
X = X(0) ←− X(1) ←− · · · ←− X(	)

.

Recall that for every i = 0, . . . , � we have the divisor with normal crossings E(i)

with support W (i) \ Tn.
Fix a point ξ	 ∈ X(	). In order to define the value E-invX(�)(ξ), we may assume

that the point ξ is the distinguished point of some affine (X(	))σ ⊂ X(	). We will
denote by ξi ∈ X(i) the image of ξ	. For simplicity we remove the subscript σ
for the cones, so that we have a diagram of affine toric varieties and distinguished
points

W = W (0) ←− W (1) ←− · · · ←− W (	)

↑ ↑ ↑
V = V (0) ←− V (1) ←− · · · ←− V (	)

↑ ↑ ↑
X = X(0) ←− X(1) ←− · · · ←− X(	)

ξ0 ←− ξ1 ←− · · · ←− ξ	

.

For i = 0, 1, . . . , �− 1, � we have ideals

(J (i)
n , J

(i)
n−1, . . . , J

(i)
1 ).

Every ideal will be factorized as J
(i)
j = M

(i)
j I

(i)
j . The value E-invX(i)(ξi) will be

defined as

E-invX(i) =
(

HcodimX(i) ,E-ord(I(i)n ),E-ord(I
(i)
n−1, c

(i)
n ), . . . ,E-ord(I

(i)
1 , c

(i)
2 )

)

.

To be more precise, we need to treat two situations separately:

• if for some r we have I
(i)
r−1 = 0 then

E-invX(i) =
(
HcodimX(i) ,E-ord(I

(i)
n ),E-ord(I

(i)
n−1, c

(i)
n ), . . . ,E-ord(I

(i)
r , c

(i)
r+1),∞, . . . ,∞

)

• and if I
(i)
r−1 = 1 we set

E-invX(i) =
(
HcodimX(i) ,E-ord(I

(i)
n ),E-ord(I

(i)
n−1, c

(i)
n ), . . . ,E-ord(I

(i)
r , c

(i)
r+1),Γ,∞, . . . ,∞

)
,

where Γ is the function of Remark 7.8 for the monomial M
(i)
r−1.

Consider the truncation of the function E-invX(i) to the first j coordinates
(7.1)

E-invX(i),≥j =
(

HcodimX(i) ,E-ord(I(i)n ),E-ord(I
(i)
n−1, c

(i)
n ), . . . ,E-ord(I

(i)
j , c

(i)
j+1)

)

and set the birth of this value as the minimum index b(i, j) ≤ i such that

E-invX(i),≥(j+1) = E-invX(i−1),≥(j+1) = · · · = E-invX(b(i,j)),≥(j+1) .

The birth is used to make partitions of E(i) = E
(i),+
j � E

(i),−
j . Such that

• E
(b(i,j)),+
j = ∅, E(b(i,j)),−

j = E \ E(b(i,j)),+
j and

• E
(i+1),−
j are the strict transforms of E

(i),−
j , E

(i+1),+
j = E(i) \ E(i+1),−

j .

Remark 7.11. The ideals J
(i)
j = M

(i)
j I

(i)
j and the numbers c

(i)
j are defined

inductively as follows
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• The ideal M
(i)
j is generated by one monomial with support at the compo-

nents of E
(i),+
j such that the ideal I

(i)
j may not be divided by any of the

variables corresponding to E
(i),+
j .

• The number c
(i)
j = E-ord(I

(i)
j ).

• The ideal J
(i)
j is the coefficient ideal C(I

(i)
j+1, c

(i)
j+1) with respect to a E-

maximal contact hypersurface of I
(i)
j+1.

To be precise, the ideal J
(i)
j is the coefficient ideal of I

(i)
j+1 if c

(i)
j+1 ≥ c

(i)
j+2. If

c
(i)
j+1 < c

(i)
j+2 then one has to add the pair (M

(i)
j+1, c

(i)
j+2−c

(i)
j+1) to the ideal (I

(i)
j+1, c

(i)
j+1),

see [Bla12a, Def. 4.2] for details. In fact this last construction is the same as in
the general non-toric case, see [EH02].

Using the previous setting, by ascending induction on i and descending induc-

tion on j, it is possible to construct the ideals J
(i)
j and the values E-invX(i) .

For a blowing up W (i+1) → W (i) the transformation law for every j = n, n −
1, . . . , 1 is as follows: The ideal J

(i+1)
j is the controlled transform of (J

(i)
j , c

(i)
j+1).

Consider the total transform of J
(i)
j and factor out c

(i)
j+1 times the exceptional

divisor:
(

J
(i)
j

)∗
= I(H)c

(i)
j+1J

(i+1)
j ,

where the asterisk means total transform of the ideal. For j = n we may set

c
(i)
n+1 = 0, so that the controlled transform is the total transform.

By [Bla12a] we have a commutativity diagram. If

E-invX(i+1),≥j+1 = E-invX(i),≥j+1

then the coefficient ideal C(I
(i+1)
j+1 , c

(i+1)
j+1 ) is equal to the controlled transform of

(J
(i)
j , c

(i)
j+1). The commutativity diagram is

J
(i)
j+1 ←→ J

(i+1)
j+1

↓ ↓
J
(i)
j −→ J

(i+1)
j

where horizontal arrows are controlled transforms and vertical arrows correspond
to coefficient ideals.

The commutativity diagram for the ideal Jn depends on the first coordinate
Hcodim. If the first coordinate of E-inv remains constant, that is HcodimX(i+1) =

HcodimX(i) then J
(i+1)
n is the total transform of J

(i)
n . If the first coordinate of

E-inv drops, HcodimX(i+1) < HcodimX(i) , then the we reset the ideal J
(i+1)
n to be

the ideal of X(i+1) in V (i+1), where dim(V (i+1)) = dim(X(i)) + HcodimX(i+1) .

Theorem 7.12. [BE11] The functions E-invX(i) are well defined for every
point in X(i) and are upper-semi-continuous.

At every step i, the value maxE-invXi
defines a combinatorial center Zi ⊂ Wi

such that

maxE-invXi
> maxE-invXi+1

,

and after finitely many steps we obtain an embedded desingularization of X ⊂ W .
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In general, the center Z(i) is not included in X(i), see [BM06] for a discussion
on why combinatorial centers not included in the toric variety are needed in order to
achieve the embedded desingularization. An embedded desingularization of a toric
embedding X ⊂ W may not be obtained, in general, using combinatorial centers
included in X(i).

The center Z(i) is the intersection of all hypersurfaces of maximal contact used
for the construction of the value maxE-invX(i) . Thus, at every affine open set the
center Z(i) is transversal to the smooth subvariety V (i) ⊃ X(i). If the function Γ
appears in the value E-inv then some more variables have to be added for defining

the center Z(i), depending on the monomial M
(i)
r−1.

8. Examples

We will describe how the algorithm works for the examples in section 3. For
every example we only need the ideal defining the toric variety X ⊂ An

k .

Example 8.1. Let X ⊂ A2
k be defined by the ideal J = 〈x2 − y3〉.

We compute the value of E-invX at the origin, the distinguished point. First
note that HcodimX = 1, here V = A2

k.

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

2 x2 − y3 ∅ 1 x2 − y3 2
1 x y3 ∅ 1 y3 3

.

So that the value is

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
2 ),

E-ord(I
(0)
1 )

2

)

=

(

1, 2,
3

2

)

.

The center is the origin, defined by the ideal 〈x, y〉. The hypersurface defined by

the variable x is a hypersurface having E-maximal contact with I
(0)
2 and y is has

E-maximal contact with I
(0)
1 .

Let W (1) → A2
k be the blowing up at the origin. The variety W (1) may be

covered by two affine charts, the ring homomorphisms are the following

x− chart
k[x, y] −→ k[x, y]

x −→ x
y −→ xy

y − chart
k[x, y] −→ k[x, y]

x −→ xy
y −→ y

.

In the x-chart the strict transform X(1) is defined by the equation 1 − xy3, here
HcodimX(0) = 0 and we are done. The interesting points are in the y-chart, where

X(1) is defined by the equation x2−y. Note that HcodimX(1) = 1 but the E-ord(I
(1)
2 )

has dropped so that we have to reset the set E
(1),+
1 .

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

2 y2(x2 − y) y y2 x2 − y 1
1 y x2 ∅ 1 x2 2

.

The value of E-invX(1) is

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
2 ),

E-ord(I
(1)
1 )

1

)

= (1, 1, 2) .



RESOLUTION OF TORIC VARIETIES 261

The center is the origin of the y-chart, it is given by equation y, the hypersurface of

E-maximal contact with I
(1)
2 and equation x having E-maximal contact with E

(1)
1 .

We consider the blowing up W (2) → W (1). In the y-chart the equation of X(2)

is 1 − x2y and we have HcodimX(2) = 0. In the x-chart the equation of X(2) is
x− y, note that HcodimX(2) = 1.

j Contact J
(2)
j E

(2),+
j M

(2)
j I

(2)
j c

(2)
j

2 x3y2(x− y) x, y x3y2 x− y 1
1 y x ∅ 1 x 1

.

The value of E-invX(2) is

E-invX(2) =

(

HcodimX(2) ,E-ord(I
(2)
2 ),

E-ord(I
(2)
1 )

1

)

= (1, 1, 1) .

The center is the origin of this chart and after the blowing up W (3) → W (2) we
obtain that HcodimX(3) = 0 and we have reached an embedded desingularization.

Example 8.2. Consider the parabola x2 − y defining X(0) ⊂ W (0) = A2
k.

This case it is almost the same as in the y-chart in W (1) for the cusp, only some

hypersurfaces E
(i)
2 and the ideal J

(i)
2 are different. The parabola is already smooth

but it is not transversal with E(0) = {x, y}. The computation values are:

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

2 (x2 − y) ∅ 1 x2 − y 1
1 y x2 ∅ 1 x2 2

,

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
2 ),

E-ord(I
(0)
1 )

1

)

= (1, 1, 2) .

After blowing up the origin W (1) → W (0), in the x-chart one has HcodimX(1) = 1.

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

2 x(x− y) x x x− y 1
1 y x ∅ 1 x 1

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
2 ),

E-ord(I
(1)
1 )

1

)

= (1, 1, 1) .

The center is the origin of the x-chart and after the blowing up W (2) → W (1) we
obtain that HcodimX(2) = 0 and we have reached an embedded desingularization.

Example 8.3. Let xy − zw ∈ k[x, y, z, w] be the equation defining a toric
variety X(0) ⊂ W (0) = A4

k.

Here HcodimX(0) = 1, we compute the ideals J
(0)
j , j = 4, 3, 2, 1:

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

4 xy − zw ∅ 1 xy − zw 2
3 x y2, zw ∅ 1 y2, zw 2
2 y zw ∅ 1 zw 2
1 z w2 ∅ 1 w2 2

.
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Here for the equation xy−zw all variables x, y, z, w define hypersurfaces of maximal
contact. In the above table we have chosen first x but the invariant E-inv does not
depend on this choice.

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
4 ),

E-ord(I
(0)
3 )

2
,
E-ord(I

(0)
2 )

2
,
E-ord(I

(0)
1 )

2

)

=

= (1, 2, 1, 1, 1) .

The center is the origin, we will consider the w-chart, the other charts are analogous.
The equation of X(1) is xy − z and HcodimX(1) = 1.

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

4 w2(xy − z) w w2 xy − z 1
3 z xy ∅ 1 xy 2
2 x y2 ∅ 1 y2 2
1 y 0 ∅ 1 0 ∞

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
4 ),

E-ord(I
(1)
3 )

1
,
E-ord(I

(1)
2 )

2
,∞)

)

=

= (1, 1, 2, 1,∞) .

Now the center is the line V (x, y, z) corresponding to the intersection of the hyper-
surfaces of maximal contact. In the z-chart we obtain transversality. Consider the
y-chart, here HcodimX(2) = 1 and the equation defining X(2) is x− z.

j Contact J
(2)
j E

(2),+
j M

(2)
j I

(2)
j c

(2)
j

4 yw2(x− z) y, w yw2 x− z 1
3 z x y 1 x 1
2 x 0 ∅ 1 0 ∞
1 ∞

,

E-invX(2) =

(

HcodimX(2) ,E-ord(I
(2)
4 ),

E-ord(I
(2)
3 )

1
,∞,∞)

)

= (1, 1, 1,∞,∞) .

The center is the surface V (x, z) and after this blowing up we obtain embedded
desingularization.

Example 8.4. Now consider the Whitney umbrella x2 − y2z, X(0) ⊂ W (0) =
A3

k.
We have HcodimX(0) = 1.

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

3 x2 − y2z ∅ 1 x2 − y2z 2
2 x y2z ∅ 1 y2z 3
1 y z3 ∅ 1 z3 3

,

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
3 ),

E-ord(I
(0)
2 )

2
,
E-ord(I

(0)
1 )

3

)

=

(

1, 2,
3

2
, 1

)

.

The first center is the origin. The x-chart is resolved, we will study both the y-chart
and the z-chart of W (1).
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Consider first the z-chart. The equation of X(1) here looks the same as before,

x2 − y2z, but there are differences in the factorization of the ideal J
(1)
2 = M

(1)
2 I

(1)
2 .

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

3 z2(x2 − y2z) z z2 x2 − y2z 2
2 x y2z z z y2 2
1 y 0 ∅ 1 0 ∞

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
3 ),

E-ord(I
(1)
2 )

2
,∞

)

= (1, 2, 1,∞) .

The center is the line V (x, y). The x-chart is already resolved. In the y-chart the
equation of X(2) is x2 − z.

j Contact J
(2)
j E

(2),+
j M

(2)
j I

(2)
j c

(2)
j

3 y2z2(x2 − z) y, z y2z2 x2 − z 1
2 z x2 ∅ 1 x2 2
1 x 0 ∅ 1 0 ∞

.

Note that E
(2),+
2 = ∅ since E-ord(I

(2)
3 ) < E-ord(I

(1)
3 ).

E-invX(2) =

(

HcodimX(2) ,E-ord(I
(2)
3 ),

E-ord(I
(2)
2 )

1
,∞

)

= (1, 1, 2,∞) .

The next center is V (x, z), the hypersurface X(3) is defined by the equation x− z
in the x-chart.

j Contact J
(3)
j E

(3),+
j M

(3)
j I

(3)
j c

(3)
j

3 x3y2z2(x− z) x, y, z x3y2z2 x− z 1
2 z x x x 1 0

.

Note that J
(3)
2 = M

(3)
2 and then function Γ for the monomial case comes into play

in the function E-inv.

E-invX(3) =
(

HcodimX(3) ,E-ord(I
(3)
3 ),Γ,∞

)

= (1, 1,Γ,∞) .

The function Γ will pick a component of the closed set of all points where the

monomial M
(3)
2 has order greater or equal than c

(1)
3 = 1. In this particular case

there is only one component defined by x. Thus the center is given by the ideal
〈x, z〉 and after this blowing up we are done.

Now, come back to X(1) and consider the y-chart. The equation of X(1) in this
chart is x2 − yz

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

3 y2(x2 − yz) y y2 x2 − yz 2
2 x yz y y z 1
1 z y ∅ 1 1 ∞

.

Here it appears a new auxiliary ideal P
(1)
2 = 〈y, z〉 = I

(1)
2 + M

(1)
2 . Note that

maxE-ord(I
(1)
3 ) = 2 and the set MaxE-ord(I

(1)
3 ) = V (x, y, z). The ideal I

(1)
2 has

maximum E-ord equal to 1 but the set MaxE-ord(I12 ) = V (x, z), recall that x comes
from the hypersurface of maximal contact. To make consistent the algorithm we
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want that MaxE-ord(I
(1)
2 ) has to be contained in MaxE-ord(I

(1)
3 ). The ideal P

(1)
2

will make this possible: MaxE-ord(P
(1)
2 ) ⊂ MaxE-ord(I

(1)
3 ).

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
3 ),

E-ord(I
(1)
2 )

2
,
E-ord(I

(1)
2 )

1

)

=

(

1, 2,
1

2
, 1

)

.

The center is the origin. The x-chart is resolved, for the y-chart and the z-chart
the centers will be lines and after two more steps one achieves resolution.

Example 8.5. Consider the monomial curve (t3, t4, t5) in A4
k. The ideal defin-

ing the curve is 〈y2 − xz, x2y − z2, x3 − yz〉. We note that these three polynomials
form a Gröbner basis and one may compute the strict transform of the ideal just
by taking the strict transform of each generator. We have HcodimX(0) = 2.

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

3
y2 − xz,
x2y − z2,
x3 − yz

∅ 1
y2 − xz,
x2y − z2,
x3 − yz

2

2 x
y2, z2,
z2,
yz

∅ 1
y2, z2,
z2,
yz

2

1 y z2 ∅ 1 z2 2

,

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
3 ),

E-ord(I
(0)
2 )

2
,
E-ord(I

(0)
1 )

2

)

= (2, 2, 1, 1) .

The center is the origin. In the y-chart the curve X(1) is transversal to E(1), the
ideal of X(1) is

〈1− xz, z3 − xy, z2 − x2y〉 = 〈1− xz, 1− x4y〉.

The same occurs for the z-chart. We will thus focus on the more interesting x-chart.

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

3
x2(y2 − z),
x2(xy − z2),
x2(x− yz)

x x2
y2 − z,
xy − z2,
x− yz

1

2 x
y2 − z,
z2,
yz

∅ 1
y2 − z,
z2,
yz

1

1 z y2 ∅ 1 y2 2

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
3 ),

E-ord(I
(1)
2 )

1
,
E-ord(I

(1)
1 )

1

)

= (2, 1, 1, 2) .

The center is again the origin. In the x-chart and the z-chart we are done. In the
y-chart we have HcodimX(2) = 2.

I(X(2)) = 〈y − z, x− z2, x− yz〉,
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j Contact J
(2)
j E

(2),+
j M

(2)
j I

(2)
j c

(2)
j

3
x2y3(y − z),
x2y4(x− z2),
x2y3(x− yz)

x, y x2y3
y − z,

y(x− z2),
x− yz

1

2 x
y − z,
yz2,
yz

y 1
y − z,
z2,
yz

1

1 z y y y 1 Γ

.

Note that I
(2)
3 
= I(X(2)) and we see the difference between the strict transform

X(2), and our transformed ideal I
(2)
3 . We do not have to reset the ideal J

(2)
3 since

HcodimX(1) = HcodimX(2) .

E-invX(2) =

(

HcodimX(2) ,E-ord(I
(2)
3 ),

E-ord(I
(2)
2 )

1
,Γ

)

= (2, 1, 1,Γ) .

The center is the origin and after the blowing up W (3) → W (2) we obtain an
embedded resolution.

Example 8.6. Let J = 〈x2−y3, z3−w4〉 be the ideal defining the toric surface
X(0) ⊂ W (0) = A4

k.
Note that HcodimX(0) = 2.

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

4
x2 − y3,
z3 − w4 ∅ 1

x2 − y3,
z3 − w4 2

3 x
y3,

z3 − w4 ∅ 1
y3,

z3 − w4 3

2 y z3 − w4 ∅ 1 z3 − w4 3
1 z w4 ∅ 1 w4 4

,

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
4 ),

E-ord(I
(0)
3 )

2
,
E-ord(I

(0)
2 )

3
,
E-ord(I

(0)
1 )

3

)

=

=

(

2, 2,
3

2
, 1,

4

3

)

.

We blow up the origin and look in the x-chart. The variety X(1) is defined, in the
x-chart by the ideal 〈1 − xy3, z3 − xw4〉. Note that here HcodimX(1) = 1, since
X(1) ⊂ V where I(V ) = 〈1 − xy3〉. We have that V ∼= Spec(k[y±, z, w]) and the
ideal of X(1) in V is J (1) = 〈z3 − y3w4〉.

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

4 z3 − y3w4 ∅ 1 z3 − y3w4 3
3 z y3w4, ∅ 1 y3w4 4
2 w 0 ∅ 1 0 ∞

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
4 ),

E-ord(I
(1)
3 )

3
,∞,∞

)

=

(

1, 3,
4

3
,∞,∞

)

.

The next center is V (z, w).
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The ideal of X(1) in the y-chart is 〈x2 − y, z3 − yw4〉. Here HcodimX(1) = 2

and we do not reset the ideal J
(1)
2

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

4
y2(x2 − y),
y3(z3 − yw4)

y y2
x2 − y,

y(z3 − yw4)
1

3 y x2 ∅ 1 x2 2
2 x 0 ∅ 1 0 ∞

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
4 ),

E-ord(I
(1)
3 )

1
,∞,∞

)

= (2, 1, 2,∞,∞) .

The center in this chart is V (x, y).

Example 8.7. Consider the toric variety X ⊂ W = A4
k defined by the ideal

J = 〈xy − zw, z4 − xw, yz3 − w2〉. We have dim(X(0)) = 2 and HcodimX(0) = 2.

j Contact J
(0)
j E

(0),+
j M

(0)
j I

(0)
j c

(0)
j

4
xy − zw,
z4 − xw,
yz3 − w2

∅ 1
xy − zw,
z4 − xw,
yz3 − w2

2

3 x
y2, zw,
z4, w2

yz3 − w2
∅ 1

y2, zw,
z4, w2

yz3 − w2
2

2 y
zw,

z4, w2

z6, w2
∅ 1

zw,
z4, w2

z6, w2
2

1 z w2 ∅ 1 w2 2

,

E-invX(0) =

(

HcodimX(0) ,E-ord(I
(0)
4 ),

E-ord(I
(0)
3 )

2
,
E-ord(I

(0)
2 )

2
,
E-ord(I

(0)
1 )

2

)

=

= (2, 2, 1, 1, 1) .

The center is the origin, we describe the situation in the x-chart The ideal of X(1)

is 〈y − zw, x2z4 − w, x2yz3 − w2〉 and HcodimX(1) = 2.

j Contact J
(1)
j E

(1),+
j M

(1)
j I

(1)
j c

(1)
j

4
x2(y − zw),
x2(x2z4 − w),
x2(x2yz3 − w2)

x x2
y − zw,
x2z4 − w,
x2yz3 − w2

1

3 y
zw,

x2z4 − w
w2

∅ 1
zw,

x2z4 − w
w2

1

2 w x2z4 ∅ 1 x2z4 6
1 z x6 ∅ 1 x6 6

,

E-invX(1) =

(

HcodimX(1) ,E-ord(I
(1)
4 ),

E-ord(I
(1)
3 )

1
,
E-ord(I

(0)
2 )

1
,
E-ord(I

(0)
1 )

6

)

=

= (2, 1, 1, 6, 1) .
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The next center will be the origin.
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Desingularization in computational applications and
experiments

Anne Frühbis-Krüger

Abstract. After briefly recalling some computational aspects of blowing up
and of representation of resolution data common to a wide range of desin-
gularization algorithms (in the general case as well as in special cases like
surfaces or binomial varieties), we shall proceed to computational applications
of resolution of singularities in singularity theory and algebraic geometry, also
touching on relations to algebraic statistics and machine learning. Namely,
we explain how to compute the intersection form and dual graph of resolution
for surfaces, how to determine discrepancies, the log-canoncial threshold and
the topological Zeta-function on the basis of desingularization data. We shall
also briefly see how resolution data comes into play for Bernstein-Sato poly-
nomials, and we mention some settings in which desingularization algorithms
can be used for computational experiments. The latter is simply an invitation
to the readers to think themselves about experiments using existing software,
whenever it seems suitable for their own work.

1. Introduction

This article originated from the notes of an invited talk at the Clay Mathemat-
ics Institute summer school on ”The Resolution of Singular Algebraic Varieties” in
Obergurgl, Austria, 2012. As the whole school was devoted to desingularization,
the focus in this particular contribution is on applications and on practical aspects.
A general knowledge of resolution of singularities and different approaches to this
task is assumed and can be acquired from other parts of this proceedings volume.
The overall goal of this article is to give readers a first impression of a small choice
of applications and point them to good sources for further reading on each of the
subjects. A detailed treatment of each of the topics would fill an article by itself
and is thus beyond the scope here.
One focus here is on the practical side. To this end, we first revisit desingularization
algorithms in section 2 and have a closer look at the representation of resolution
data: as a consequence of the heavy use of blowing up, the data is distributed over
a rather large number of charts which need to be glued appropriately. Glueing,
however, only describes the theoretical side of the process; from the practical point
of view, it is closer to an identification of common points in charts.

Key words and phrases. algorithmic resolution of singularities, applications of desingulariza-
tion, topological zeta function, b-function, log-canonical threshold, computational experiments.
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In section 3 we focus on applications needing different amounts of resolution data.
Using an abstract resolution of singularities only, the computation of the inter-
section form and dual graph of the resolution for surface singularities requires
the smallest amount of data. For determining discrepancies and the log-canonical
threshold, we already need an embedded resolution which is also required for the
third application, the computation of the topological zeta function.
In the rather short last section, we only sketch two settings in which one might
want to use algorithmic desingularization as an experimental tool: the roots of
the Bernstein-Sato polynomial and resolution experiments in positive characteris-
tic. This last part is not intended to provide actual research projects. It is only
intended to help develop a feeling for settings in which experiments can be helpful.
All parts of the article are illustrated by the same simple example which is desin-
gularized using a variant of Villamayor’s algorithm available in Singular. Based
on this resolution data, all further applications are also accompanied by the cor-
responding Singular-code. The Singular code is not explained in detail, but
hints and explanations on the appearing commands and their output are provided
as comments in the examples. To further familiarize with the use of Singular in
this context, we recommend that the readers try out the given session themselves
and use the built-in manual of Singular to obtain further information on the com-
mands (e.g.: help resolve; returns the help page of the command resolve).
I would like to thank the organizers of the summer school for the invitation. In-
sights from conversations with many colleagues have contributed to the content
of these notes. In particular, I would like to thank Herwig Hauser, Gerhard Pfis-
ter, Ignacio Luengo, Alejandro Melle, Frank-Olaf Schreyer, Wolfram Decker, Hans
Schönemann, Duco van Straten, Nobuki Takayama, Shaowei Lin, Frank Kiraly,
Bernd Sturmfels, Zach Teitler, Nero Budur, Rocio Blanco and Santiago Encinas
for comments, of which some led to applications explained here and some others
helped seeing the applications in broader context. For reading earlier versions of
this article and many helpful questions on the subject of this article, I am indepted
to Frithjof Schulze and Bas Heijne.

2. Desingularization from the computational side

Before turning toward applications of resolution of singularities, we need to
review certain aspects of algorithmic desingularization to understand the way in
which the computed resolution data is represented. Although there are various
settings in which different resolution algorithms have been created, we may dis-
cern three main approaches suitable for the purposes of this article: the algorithms
based on Hironaka’s proof in characteristic zero in any dimension (see e.g. [9], [6],
[15]), the algorithms for binomial and toric ideals (see e.g. [18], [8], [7]) and the
algorithms for 2-dimensional varieties and schemes (such as [2] – based on [23] –
or [28]).1 The algorithms of the first kind of approach involve embedded desin-
gularization, i.e. they blow up a smooth ambient space and consider the strict
transform of the variety and the exceptional divisors inside the new ambient space.
The algorithms for 2-dimensional varieties on the other hand, do not consider the

1Of course this list of approaches is far from exhaustive, but it is intended to narrow down
our scope to those which lead to similar forms of resolution data allowing similar applications
later on. In particular, the third kind of approaches is restricted to non-embedded resolution here;
approaches to embedded resolution of singularities may e.g. be found in [22], [3], [10].
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embedded situation, but blow up the variety itself and consider exceptional divisors
inside the blown up variety.

It would be beyond the scope of this article to cover all these algorithms in
depth, but they all have certain ingredients in common. In the first two situations,
a desingularization is achieved by finite sequences of blow-ups at suitable non-
singular centers. The differences between these algorithms then lie in the choice of
center, which is the key step of each of these, but does not affect the structure of
the practical representation of resolution data. For the third class of algorithms,
blow-ups are not the only tool, but are combined with other tools, in particular
normalization steps. However, the exceptional divisors to be studied arise from
blow-ups and additionally only require proper tracing through the normalization
steps if necessary. Therefore the technique to focus on in this context is blowing
up; more precisely blowing up at non-singular centers.

2.1. Blowing up – the computational side. Let us briefly recall the def-
inition of blowing up, as it can be found in any textbook on algebraic geometry
(e.g. [19]), before explaining its computational side:

Definition 2.1. Let X be a scheme and Z ⊂ X a subscheme corresponding
to a coherent ideal sheaf I. The blowing up of X with center Z is

π : X := Proj(
⊕

d≥0

Id) −→ X.

Let Y
i
↪→X be a closed subscheme and π1 : Y −→ Y the blow up of Y along i−1IOY .

Then the following diagram commutes

Y ↪→ X

π1 ↓ ↓ π

Y ↪→ X

Y is called the strict transform of Y , π∗(Y ) the total transform of Y .

To make X accessible to explicit computations of examples in computer algebra
systems, it should best be described as the zero set of an ideal in a suitable ring.
We shall assume now for simplicity of presentation that X is affine because schemes
are usually represented in computer algebra systems by means of affine covers. So
we are dealing with the following situation: J = 〈f1, . . . , fm〉 ⊂ A is the vanishing
ideal of the center Z ⊂ X = Spec(A) and the task is to compute

Proj(
⊕

d≥0

Jd).

To this end, we consider the canonical graded A-algebra homomorphism

Φ : A[y1, . . . , ym] −→
⊕

n≥0

Jntn ⊂ A[t]

defined by Φ(yi) = tfi. The desired object
⊕

d≥0 J
d is then isomorphic to

A[y1, . . . , ym]/ker(Φ)
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or from the more geometric point of viewX is isomorphic to V (ker(Φ)) ⊂ Spec(A)×
Pm−1.

The computation of the kernel in the above considerations is a standard basis
computation and further such computations arise during the calculation of suit-
able centers in the different algorithms. Moreover, each blowing up introduces a
further set of new variables as we have just seen and desingularization is hardly
ever achieved with just one or two blow-ups – usually we are seeing long sequences
thereof. The performance of standard bases based algorithms, on the other hand,
is very sensitive to the number of variables as its complexity is doubly exponential
in this number. Therefore it is vital from the practical point of view to pass from
the Pm−1 to m affine charts and pursue the resolution process further in each of
the charts2; consistency of the choice of centers does not pose a problem at this
stage as this follows from the underlying desingularization algorithm. Although
this creates an often very large tree of charts with the final charts being the leaves
and although it postpones a certain part of the work, this approach has a further
important advantage: it allows parallel computation by treating several charts on
different processors or cores at the same time.

As a sideremark, we also want to mention the computation of the transforms,
because they appeared in the definition cited above; for simplicity of notation we
only state the affine case. Without any computational effort, we obtain the excep-
tional divisor as I(H) = JOX and the total transform π∗(I) = IOX for a subvariety
V (I) in our affine chart. The strict transform is then obtained by a saturation, i.e.
an iteration of ideal quotients until it stabilizes: I

V (I) = (π∗(I) : I(H)∞); for the

weak transform, the iteration may stop before it stabilizes, namely at the point
where multiplying with the ideal of the exceptional divisor gives back the result of
the previous iteration step for the last time. These ideal quotient computations are
again based on standard bases.

2.2. Identification of Points in Different Charts. As we have just seen,
it is more useful for the overall performance to pass to affine charts after each blow-
up, even though this leads to an often rather large tree of charts. As a consequence,
it is not possible to directly work with the result without any preparation steps,
namely identifying points which are present in more than one chart – a practical
step equivalent to the glueing of the charts. This is of particular interest for the
identification of exceptional divisors which are present in more than one chart.

For the identification of points in different charts, we need to pass through the
tree of charts – from one final chart all the way back to the last common ancestor
of the two charts and then forward to the other final chart. As blowing up is an
isomorphism away from the center, this step does not pose any problems as long
as we do not need to identify points lying on an exceptional divisor which was not
yet created in the last common ancestor chart. In the latter case, however, we do
not have a direct means of keeping track of points originating from the same point
of the center. The way out of this dilemma is a representation of points on the
exceptional divisor as the intersection of the exceptional divisor with an auxilliary

2In practice, it is very useful to discard all charts not appearing in any other chart and not
containing any information which is relevant for the desired application.
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variety (or a suitable constructible set) not contained in the exceptional divisor (see
[17], section 4.2.5 for details on finding such an auxilliary variety).

Given this means of identification of points, we can now also identify the excep-
tional divisors or, more precisely, the centers leading to the respective exceptional
divisors. To avoid unnecessary comparisons between centers in different charts, we
can a priori rule out all comparisons involving centers lying in different exceptional
divisors. If the desingularization is controlled by an invariant as in [9], [6] or [8],
we can also avoid comparisons with different values of the controlling invariant,
because these cannot give birth to the same exceptional divisor either.

Example 2.2. To illustrate the explanations given so far and to provide a
practical example to be used for all further applications, we now consider an isolated
surface singularity of type A4 at the origin. We shall illustrate this example using
the computer algebra system Singular ([13]).

> // load the appropriate libraries for resolution of singularities

> // and applications thereof

> LIB"resolve.lib";

> LIB"reszeta.lib";

> LIB"resgraph.lib";

> // define the singularity

> ring R=0,(x,y,z),dp;

> ideal I=x5+y2+z2; // an A4 surface singularity

> // compute a resolution of the singularity (Villamayor-approach)

> list L=resolve(I);

> size(L[1]); // final charts

6

> size(L[2]); // all charts

11

> def r9=L[2][9]; // go to chart 9

> setring r9;

> showBO(BO); // show data in chart 9

==== Ambient Space:

_[1]=0

==== Ideal of Variety:

_[1]=x(2)^2+y(0)+1

==== Exceptional Divisors:

[1]:

_[1]=1

[2]:

_[1]=y(0)

[3]:

_[1]=1

[4]:
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_[1]=x(1)

==== Images of variables of original ring:

_[1]=x(1)^2*y(0)

_[2]=x(1)^5*x(2)*y(0)^2

_[3]=x(1)^5*y(0)^2

> setring R; // go back to old ring

This yields a total number of 11 charts of which 6 are final charts. All blow-ups
have zero-dimensional centers except the two line blow-ups leading from chart 6 to
charts 8 and 9 and from chart 7 to charts 10 and 11. As it would not be very useful
to reproduce all data of this resolution here, we show the total tree of charts as
figure 1 and give the content of chart 9 as an example:

strict transform3: V (x2
2 + y0 + 1)

Figure 1. Tree of charts of an embedded desingularization of an
A4 surface singularity. The numbers given in the second line in
each chart are the labels of the exceptional divisors visible in the
respective chart. The numbers stated as d = 0 or d = 1 state
the dimension of the center of the corresponding blow-up. Charts
providing only data which is also present in other charts are not
shown.

exceptional divisors: V (y0) from 2nd blow-up
V (x1) from last blow-up

3Weak and strict transforms coincide for hypersurfaces.
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images of variables of original ring:
x �−→ x2

1y0
y �−→ x5

1x2y
2
0

z �−→ x5
1y

2
0

For example, the exceptional divisor originating from the last blow-up leading to
chart 9 needs to be compared to the exceptional divisor originating from the last
blow-up leading to chart 10. To this end, one needs to consider the centers com-
puted in charts 6 and 7 which turn out to be the intersection of the exceptional
divisors labeled 2 and 3, if one considers the output of the resolution process in
detail4. Therefore the last exceptional divisors in charts 9 and 10 coincide. This
identification is implemented in Singular and can be used in the following way:

> // identify the exceptional divisors

> list coll=collectDiv(L);

> coll[1];

0,0,0,0, // no exc. div. in chart 1

1,0,0,0, // first exc. div. is first in chart 2

1,0,0,0, // .....

1,2,0,0, // data too hard to read, better

0,2,0,0, // use command below to create figure 1

0,2,3,0,

0,2,3,0,

0,0,3,4,

0,2,0,4,

0,0,3,4,

0,2,0,4

> //present the tree of charts as shown in figure 1

> ResTree(L,coll[1]);

3. Applications of Resolution of Singularities

The applications we present in this section originate from different subfields of
mathematics ranging from algebraic geometry to singularity theory andD-modules.
For each application we shall revisit our example from the previous section and also
show how to perform the corresponding computation using Singular.

3.1. Intersection Form and Dual Graph of Resolution. Given a resolu-
tion of an isolated surface singularity, we want to compute the intersection matrix
of the excpetional divisors. This task does not require an embedded resolution of
singularities, only an abstract one. Given such a desingularization, it can then be
split up into 3 different subtasks:

(1) computation of the intersections Ei.Ej for exceptional curves Ei �= Ej

(2) computation of the self-intersection numbers E2
i for the exceptional curves

Ei

(3) representation of the result as the dual graph of the resolution

4We encourage the reader to verify this by typing the above sequence of commands into
Singular and then exploring the data in the different charts.
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If the given resolution, is not an abstract one, but an embedded one - like the
result of Villamayor’s algorithm - we need to add a preliminary step

(0) determine an abstract resolution from an embedded one. 5

Although the definition of intersection numbers of divisors on surfaces can be
found in many textbooks on algebraic geometry (e.g. in [19], V.1), we give a brief
summary of the used properties for readers’ convenience:

Definition 3.1. Let D1, D2 be divisors in general position6 on a non-singular
surface X. Then the intersection number of D1 and D2 is defined as

D1.D2 :=
∑

x∈D1∩D2

(D1.D2)x

where (D1.D2)x denotes the intersection multiplicity of D1 and D2 at x.

Lemma 3.2. For any divisors D1 and D2 on a non-singular surface X, there
exist divisors D′

1 and D′
2, linearly equivalent to D1 and D2 respectively, such that

D′
1 and D′

2 are in general position.

Lemma 3.3. Intersection numbers have the following basic properties:

(a) For any divisors C and D: C.D = D.C.
(b) For any divisors C, D1 and D2: C.(D1 +D2) = C.D1 + C.D2

(c) For any divisors C, D1 and D2, such that D1 and D2 are linearly equiv-
alent: C.D1 = C.D2.

At this point, we know what we want to compute, but we have to take care
of another practical problem before proceeding to the actual computation which is
then a straight forward calculation of the intersection numbers of exceptional curves
Ei �= Ej . The practical problem is that computations in a computer algebra system
usually take place in polynomial rings over the rationals or algebraic extensions
thereof. So we easily achieve a decomposition of the exceptional divisor into Q-
irreducible components, but we need to consider C-irreducible components to obtain
the intersection matrix we expect from the theoretical point of view. To this end,
passing to suitable extensions of the ground field may be necessary – explicitly by
introducing a new variable and a minimal polynomial (slowing down subsequent
computations) or implicitly by taking into account the number of components over
C for each Q-component.

Example 3.4. Revisiting our example of a desingularization of an A4 surface
singularity, we first need to pass to an abstract resolution.

\\ compute part of the tree of charts relevant for abstract resolution

> abstractR(L)[1];

0,1,0,1,1,0,0,0,0,0,0 //final charts are 2,4,5

> abstractR(L)[2];

0,0,0,0,0,1,1,1,1,1,1 //charts 6 and higher are irrelevant

//for non-embedded case

5This is achieved by canceling all trailing blow-ups in our tree of charts which are unnecessary
for the non-embedded case. Then the intersection of the remaining excpetional divisors with the
strict transform yields the exceptional locus of the non-embedded resolution.

6D1 and D2 are in general position, if their intersection is either empty or a finite set of
points.
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So we only see 2 exceptional divisors in the final charts, the ones labeled 1 and 2 (cf.
figure 1). But looking at the charts in more detail, we would see e.g. in chart 4 that
the first divisor is given by V (y2, y

2
0+1) and the second one by V (x2, y

2
0+1). So each

of these has two C-irreducible components. Considering these C-components, we
can obtain the following intersection data (seeing two of the intersections directly
in chart 4 and the remaining one in chart 5):

⎛

⎜

⎜

⎝

∗ 0 1 0
0 ∗ 0 1
1 0 ∗ 1
0 1 1 ∗

⎞

⎟

⎟

⎠

Hence only the self-intersection numbers – marked as * in the matrix – are still
missing.

For the self-intersection numbers of the exceptional curves, we need to make
use of another property of divisors in the context of desingularization:

Lemma 3.5. Let π : X̃ −→ X be a resolution of singularities of a surface X.
Let D1 be a divisor on X̃ all of whose components are exceptional curves of π and
let D2 be a divisor on X, then

π∗(D2).D1 = 0.

Denoting by E1, . . . , Es the C-irreducible exceptional curves, we can hence
consider a linear form h : X −→ C passing through the only singular point of X
and the divisor D defined by it. We then know

π∗(D) =
s

∑

i=1

ciEi +H

where H denotes the strict transform of D and the ci are suitable integers. From
the lemma we additionally know that

0 = π∗(D).Ej =
s

∑

i=1

ciEi.Ej +H.Ej ∀1 ≤ j ≤ s

where all intersection numbers are known or directly computable in each of the
equations except the self-intersection numbers Ej .Ej which we can compute in this
way. For the dual graph of the resolution, each divisor is represented by a vertex
(those with self-intersection -2 are unlabeled, the other ones labeled by their self-
intersection number), each intersection is represented by an edge linking the two
vertices corresponding to the intersecting exceptional curves.

Example 3.6. The computation of the intersection form is implemented in
Singular and can be used as follows:

> // intersection matrix of exceptional curves

> // (no previous abstractR is needed, this is done automatically

> // in the procedure intersectionDiv)

> list iD=intersectionDiv(L);

> iD[1];

-2,0,1,0,

0,-2,0,1,

1,0,-2,1,
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0,1,1,-2

> // draw the dual graph of the resolution

InterDiv(iD[1]);

This yields the expected intersection matrix (as entry iD[1] of the result)
⎛

⎜

⎜

⎝

−2 0 1 0
0 −2 0 1
1 0 −2 1
0 1 1 −2

⎞

⎟

⎟

⎠

and the dual graph of the resolution which is just the Dynkin diagram of the A4

singularity.

3.2. Discrepancies and Log-canonical Threshold. In contrast to the last
task, which only required an abstract resolution of the given surface singularity,
the task of computing (log-)discrepancies and the log-canonical threshold requires
embedded desingularization (or principalization of ideals). This is provided by
Villamayor’s algorithm. As before we first recall the definitions and some basic
properties (see e.g. [29] for a direct and accessible introduction to the topic). To
keep the exposition as short as possible and the considerations directly accesible to
explicit computation, we restrict our treatment here to the case of a singular affine
variety.

Definition 3.7. Let f ∈ C[x1, . . . , xn] be a non-zero polynomial defining a
hypersurface V and let π : X −→ Cn be an embedded resolution of V . Denote
by Ej , j ∈ J , the irreducible components of the divisor π−1(f−1(0)). Let N(Ej)
denote the multiplicity of Ej , j ∈ J , in the divisor of f ◦ π and let ν(Ej) − 1
be the multiplicity of Ej in the divisor KX/Cn = π∗(dx1 ∧ . . . ∧ dxn). Then the
log-discrepancies of the pair (Cn, V ) w.r.t. Ej , j ∈ J , are

a(Ej ;C
n, V ) := ν(Ej)−N(Ej).

The minimal log discrepancy of the pair (Cn, V ) along a closed subset W ⊂ Cn is
the minimum over the log-discrepancies for all Ej with π(Ej) ⊂ W , i.e. originating
from (sequences of) blow-ups with centers in W . The log-canonical threshold of
the pair (Cn, V ) is defined as

lct(Cn, V ) = infj∈J
ν(Ej)

N(Ej)
.

Remark 3.8. The above definition of log-discrepancies and log-canonical thresh-
old holds in a far broader context. Allowing more general pairs (Y, V ) it is also
the basis for calling a resolution of singularities log-canonical, if the minimal log
discrepancy of the pair along all of Y is non-negative, and log-terminal, if it is
positive.

As we already achieved an identification of exceptional divisors in a previous
section, the only computational task here is the computation of the multiplicities
N(Ei) and ν(Ei). The fact that we might be dealing with Q-irreducible, but C-
reducible Ei does not pose any problem here, because we can easily check that the
respective multiplicities coincide for all C-components of the same Q-component.
To compute these multiplicities from the resolution data in the final charts (i.e.
without moving through the tree of charts), we can determine N(Ei) by finding the
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highest exponent j such that I(Ej)
j : J is still the whole ring where J denotes the

ideal of the total transform of the original variety. To compute the ν(Ei) we can use
the same approach, but taking into account the appropriate Jacobian determinant.

Example 3.9. We now simply continue our Singular session on the basis of
the data already computed in the previous examples

>// identify exceptional divisors (embedded case)

> list iden=prepEmbDiv(L);

>// multiplicities N(Ei)

> intvec cN=computeN(L,iden);

> cN; // last integer is strict transform

2,4,5,10,1

>// multiplicities v(Ei)

> intvec cV=computeV(L,iden);

> cV; // last integer is strict transform

3,5,7,12,1

>// log-discrepancies

> discrepancy(L);

0,0,1,1

>// compute log-canonical threshold

>// as an example of a loop in Singular

> number lct=number(cV[1])/number(cN[1]);

> number lcttemp;

> for (int i=1; i < size(cV); i++)

> {

> lcttemp=number(cV[i])/number(cN[i]);

> if(lcttemp < lct)

> {

> lct=lcttemp;

> }

> }

> lct;

6/5

The log-canonical threshold, in particular, is a very important invariant which
appears in many different contexts, ranging from a rather direct study of proper-
ties of pairs to the study of multiplier ideals (cf. [26]), to motivic integration or to
Tian’s α-invariant which provides a criterion for the existence of Kähler-Einstein
metrics (cf. [32]).

A real analogue to the log-canonical threshold, the real log-canonical threshold
appears when applying resolution of singularities in the real setting [30]. In alge-
braic statistics, more precisely in model selection in Bayesian statistics, desingular-
ization plays an important role in understanding singular models by monomializing
the so-called Kullback-Leibler function at the true distribution. In this context the
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real log-canonical threshold is then used to study the asymptotics of the likelihood
integral.[27]. It also appears in singular learning theory as the learning coefficient.

3.3. Topological Zeta Function. Building upon the multiplicities of N(Ei)
and ν(Ei) − 1 of exceptional curves appearing in f ◦ π and KX/Cn = π∗(dx1 ∧
. . . ∧ dxn) which already appeared in the previous section, we can now define and
compute the topological Zeta-function. As before, we first recall the definitions
and properties (see e.g. [14]) and then continue with the computational aspects –
listing the corresponding Singular commands in the continued example of an A4

surface singularity.

Definition 3.10. Let f ∈ C[x1, . . . , xn] be a non-zero polynomial defining a
hypersurface V and let π : X −→ Cn be an embedded resolution of V . Denote by
Ei, i ∈ I, the irreducible components of the divisor π−1(f−1(0)) . To fix notation,
we define for each subset J ⊂ I

EJ := ∩j∈JEj and E∗
J := EJ � ∪j /∈JEJ∪{j}

and denote for each j ∈ I the multiplicity of Ej in the divisor of f ◦ π by N(Ej).
We further set ν(Ej) − 1 to be the multiplicity of Ej in the divisor KX/Cn =
π∗(dx1 ∧ . . . ∧ dxn). In this notation the topological Zeta-function of f is

Z
(d)
top(f, s) :=

∑

J⊂Is.th.
d|N(Ej )∀j∈J

χ(E∗
J)

∏

j∈J

(ν(Ej) +N(Ej)s)
−1 ∈ Q(s).

Intersecting the E∗
J with the preimage of zero in the above formula leads to the

local topological Zeta-function

Z
(d)
top,0(f, s) :=

∑

J⊂Is.th.
d|N(Ej )∀j∈J

χ(E∗
J ∩ π−1(0))

∏

j∈J

(ν(Ej) +N(Ej)s)
−1 ∈ Q(s).

(The local and global topological Zeta-function are independent of the choice of
embedded resolution of singularities of V .)

Here, it is again important to observe that in the above context the irreducible
components are taken over C, while practical calculations usually take place over
Q and further passing to components taken over C is rather expensive. The fol-
lowing lemma shows that considering Q-irreducible components already allows the
computation of the Zeta-function:

Lemma 3.11. Let Dl , l ∈ L, be the Q-irreducible components of the divisor
π−1(f−1(0)). For each subset J ⊂ L define DJ and D∗

J as above. Then the topo-
logical (global and local) Zeta-function can be computed by the above formulae using
the DJ and D∗

J instead of the EJ and E∗
J .

As we already identified the exceptional divisors and computed the multiplic-
ities N(Ei) and ν(Ei), the only computational data missing is the Euler charac-
teristic of the exceptional components in the final charts. If the intersection of
exceptional divisors is zero-dimensional, this is just a matter of counting points us-
ing the identification of points in different charts. For 1-dimensional intersections
the Euler characteristic can be computed using the geometric genus of the curve
(using χ(C) = 2 − 2g(C)). Starting from dimension two on, this becomes more
subtle.
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Example 3.12. In our example which we have been treating throughout this
article, we are dealing with a surface in a three-dimensional ambient space. So
the only further Euler characteristics which need to be determined are those of the
exceptional divisors themselves. At the moment of birth of an exceptional divisor,
it will either be a P2 with Euler characteristic 3 or a P1 ×C (for a one-dimensional
center C) leading to Euler characteristic 4 − 4g(C). Under subsequent blow-ups
the tracking of the changes to the Euler characteristic is then no difficult task.

// compute the topological zeta-function for our isolated

// surface singularity (global and local zeta-function coincide)

> zetaDL(L,1); // global zeta-function

[1]:

(s+6)/(5s2+11s+6)

> zetaDL(L,1,"local"); // local zeta-function

Local Case: Assuming that no (!) charts were dropped

during calculation of the resolution (option "A")

[1]:

(s+6)/(5s2+11s+6)

// zetaDL also computes the characteristic polynomial

// of the monodromy, if additional parameter "A" is given

> zetaDL(L,1,"A");

Computing global zeta function

[1]:

(s+6)/(5s2+11s+6)

[2]:

(s4+s3+s2+s+1)

4. Desingularization in Experiments

The previous section showed some examples in which desingularization was
a crucial step in the calculation of certain invariants and was hence used as a
theoretical and practical tool. We now turn our interest to a different kind of
settings: experiments on open questions which involve desingularization. Here we
only sketch two such topics and the way one could experiment in the respective
setting.7

4.1. Bernstein-Sato polynomials. In the early 1970s J.Bernstein [5] and
M.Sato [31] independently defined an object in the theory of D-modules, which
is nowadays called the Bernstein-Sato polynomial. The roots of such polynomials
have a close, but still somewhat mysterious relation to the multiplicities of excep-
tional divisors in a related desingularization. For briefly recalling the definition of
Bernstein-Sato polynomials, we shall follow the article of Kashiwara [25], which
also introduces this relation. After that we sketch what computer algebra tools are
available in Singular for experiments on this topic.

7Neither of the two topics should be seen as a suggestion for a short term research project!
Both questions, however, might gain new insights from someone playing around with such experi-
ments just for a short while and stumbling into examples which open up new perspectives, insight
or conjectures.
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Definition 4.1. Let f be an analytic function defined on some complex man-
ifold x of dimension n and let D be the sheaf of differential operators of finite order
on X. The polynomials in an additional variable s satisfying

b(s)fs ∈ D[s]fs+1

form an ideal. A generator of this ideal is called the Bernstein-Sato polynomial and
denoted by bf (s).

Kashiwara then proves the rationality of the roots of the Bernstein-Sato poly-
nomial by using Hironaka’s desingularization theorem in the following way:

Theorem 4.2 ([25]). Let f be as above and consider a blow-up F : X ′ −→ X

and a new function f ′ = f ◦ F . Then bf (s) is a divisor of
∏N

k=0 bf ′(s + k) for a
sufficiently large N .

More precisely, a principalization of the ideal generated by f leads to a poly-
nomial f ′ =

∏m
i=1 t

ri
i with a local system of coordinates t1, . . . , tm. For f ′ the

Bernstein-Sato polynomial is known to be

bf ′(s) =
m
∏

i=1

ri
∏

k=1

(ris+ k).

Therefore the roots of the Bernstein-Sato polynomial are negative rational numbers
of the form − k

ri
with exceptional mulitplicities ri and 1 ≤ k ≤ ri. Yet it is not

clear at all whether there are any rules or patterns which exceptional multiplicities
ri actually appear as denominators of roots of the Bernstein-Sato polynomial. (As
a sideremark: If this were known, then such knowledge could be used to speed
up computations of Bernstein-Sato polynomials whenever a desingularization is
known.)

Today there are implemented algorithms for computing the Bernstein-Sato
polynomial of a given f available: by Ucha and Castro-Jiminez [33], Andres, Levan-
dovskyy and Martin-Morales [1] and by Berkesh and Leykin [4]. All of these algo-
rithms do not use desingularization techniques, but rather rely on Gröbner-Bases
and annihilator computations. The computed objects, however, are also used (the-
oretically and in examples) in the context of multiplier ideals and thus have relation
to invariants like the log-canonical threshold.

Given algorithmic ways to independently compute the Bernstein-Sato polyno-
mial and the exceptional multiplicities, one could now revisit the exploration of the
interplay between these and try to spot patterns to get a better understanding.

4.2. Positive Characteristic. Desingularization in positive characteristic is
one of the long standing, central open problems in algebraic geometry. In dimen-
sions up to three there is a positive answer (see e.g. [11], [12]), but in the general
case there are several different approaches (e.g. [24], [34], [21]) each of which has
run into obstacles which are currently not resolved.

About a decade ago, Hauser started studying the reasons why Hironaka’s ap-
proach of characteristic zero fails in positive characteristic [20]. Among other find-
ings, he singled out two central points which break down:
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(1) failure of maximal contact:
Hypersurfaces of maximal contact are central to the descent in ambient
dimension which in turn is the key to finding the correct centers for blow-
ing up. In positive characteristic, it is well known that hypersurfaces of
maximal contact need not exist; allowing hypersurfaces satisfying only
slightly weaker conditions is one of the central steps in the approach of
Hauser and Wagner for dimension 2 [21]. (For higher dimensions this
definition requires a little bit more care [16].)

(2) increase of order of coefficient ideal:
As the improvement of the singularities is measured by the decrease of
the order and of orders for further auxilliary ideals constructed by means
of descent in ambient dimension, it is crucial for the proof of termina-
tion of resolution that these orders cannot increase under blowing up.
Unfortunately this does no longer hold for the orders of the auxilliary
ideals in positive characteristic as has again been known since the 1970s.
Hauser characterized the structure of polynomials which can exhibit such
behaviour in [20].

Although problems of desingularization in positive characteristic are known,
this knowledge seems to be not yet broad enough to provide sufficient feedback for
suitable modification of one of the approaches to overcome the respective obsta-
cles. Experiments could prove to be helpful to open up a new point of view. In
particular, the approach of Hauser and Wagner for surfaces is sufficiently close to
the characteristic zero approach of Hironaka (and hence to algorithmic approaches
like the one of Villamayor) to allow modification of an existing implementation to
provide a tool for a structured search for examples with special properties also in
higher dimensions. This has e.g. been pursued in [16].
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Introduction to the Idealistic Filtration Program
with emphasis on the radical saturation

Hiraku Kawanoue

Abstract. This article is an expository account of what we call the Idealistic
Filtration Program (IFP), an approach toward resolution of singularities of a
variety defined over an algebraically closed field of positive characteristic, with
emphasis on the role of the radical saturation. Some new result concerning
the monomial case of the IFP using the radical saturation is also presented.

The purpose of this article is to give an informal and expository account of
the Idealistic Filtration Program (abbreviated as IFP). Our goal is to explain the
motivations behind the new concepts and main ideas, rather than to give the precise
formulations and rigid arguments. One of the main ideas of the IFP is, given the
original algebraic data (called an idealistic filtration), to take various saturations
of the data, namely, the D-saturation (differential saturation), the R-saturation
(radical saturation), the integral closure, and their combinations. Accordingly, the
IFP is expected to have several variations, depending upon which saturations we use
in the algorithm. In this article, we mainly discuss the IFP using the D-saturation,
while we give some analysis of the IFP using the R-saturation at the same time. We
remark, however, that it is not a trivial matter to incorporate various saturations
into one coherent algorithm, and that some problems and obstacles, which we also
discuss in this article, may appear in the process. So far, we have succeeded in
completing a coherent algorithm only up to dimension three, using the notion of
being relatively D-saturated. For the detail of this algorithm in dimension three,
we refer the reader to our research articles [16], [17] and [18].

Convention in this article. Throughout this article, we assume that k is an
algebraically closed field and all varieties are defined over k.

0. Introduction

0.1. Introduction to IFP. The problem of resolution of singularities requires

us, given a variety X, to construct a proper birational morphism π : ˜X → X from

a nonsingular variety ˜X. It is one of the most important problems in the subject
of algebraic geometry. In characteristic zero, Hironaka established its existence in
arbitrary dimension, a theorem which is considered to be a mathematical milestone
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in the last century [12]. However, in positive characteristic, it is solved only up
to dimension three ([1],[7]). Recently, various approaches toward its solution in
arbitrary dimension have been proposed by several authors, including Hironaka,
Villamayor, and W�lodarczyk, among others. The main subject of this article,
the IFP, is one of such approaches. It is first proposed by the author, and then
developed further in collaboration with Matsuki. We list the novelty of the IFP in
the following:

• Introduction of the new algebraic object called an idealistic filtration: It is
a natural generalization of the notion of an idealistic exponent initiated by
Hironaka. However, the critical difference is that we use saturations in order
to analyze an idealistic filtration, while one uses the Hironaka equivalence in
order to analyze an idealistic exponent.

• Introduction of the new notion of a leading generator system (called an LGS
for short): While it is known that there is no hypersurface of maximal contact
in positive characteristic, an LGS provides a collective substitute in arbitrary
characteristic for the notion of a hypersurface of maximal contact in charac-
teristic zero along the line first considered by Giraud [9].1

• Introduction of a new Nonsingularity Principle of the center: In characteristic
zero, it is the existence of a hypersurface of maximal contact that guarantees
the nonsingularity of the center. Confronted by the non-existence in positive
characteristic, we establish a new principle which guarantees that the center
of blow up in our algorithm is always nonsingular.

We discuss the details of the novelties in §1 and §2.

0.2. Hypersurface of maximal contact. After Hironaka’s work [12], the
proof of resolution of singularities in characteristic zero has been extensively refined
and simplified by Bierstone-Milman[4], Villamayor[24], W�lodarczyk [25] among
others, ultimately leading to some beautiful and constructive algorithm. The struc-
ture of the proof is based upon the inductive scheme on dimension, for which the
notion of a hypersurface of maximal contact plays the central role. We call this
algorithm in characteristic zero as the classical algorithm in this article.

We give a short and rough description of a hypersurface of maximal contact as
follows: Let X ⊂ M be a closed subscheme of a nonsingular variety M , with its
defining ideal IX ⊂ OM . Fix a closed point P ∈ X and set μ = μP (IX,P ) the order
of IX at P . Then a hypersurface of maximal contact of X at P is a nonsingular
hypersurface, locally defined in a neighborhood of P , such that it contains the locus
where the order of IX is at least μ. Moreover, we require this property persists to
hold after any sequence of permissible blow ups.

A hypersurface of maximal contact always exists in characteristic zero. We can
see its existence utilizing the derivations. Actually, it is easy to see that the set
{∂1∂2 · · · ∂μ−1f | ∂i ∈ Derk(OM,P ), f ∈ IX,P } contains an element h ∈ OM,P with
μP (h) = 1, and that such h defines a hypersurface of maximal contact of X at
P . In positive characteristic, on the other hand, it does not exist in general. We
present the following examples in characteristic 2 and 3, which are variations of the
famous example due to R. Narasimhan [21].

1The origin of the notion of an LGS can also be traced back to the works of Hironaka [13]
and Oda [23] concerning the additive group schemes.
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Example 0.2.1. A Narasimhan-type example in char(k) = 2. For � ∈ Z≥0, set

F� = x2 + yz3 + zw3 + wy2�+3 ∈ k[x, y, z, w].

Then F� defines a hypersurface V� = V(F�) ⊂ A4
k. The order of F� on A4

k is at most
2, and the locus where the order is 2 is nothing but the singular locus of V�, i.e.,

Sing(V�) = V(f, fx, fy, fz, fw) = V(x2 + zw3, z3 + wy2�+2, yz2 + w3, zw2 + y2�+3).

It is easy to see that Sing(V�) contains the curve C� defined as follows:

C� =
{

(t9�+14, t7, t6�+7, t4�+7) | t ∈ k
}

⊂ A4
k.

Now assume � �∈ 7Z. Then, none of {9�+ 14, 7, 6�+ 7, 4�+ 7} is expressed as a
Z≥0-linear combination of the others, a fact which implies that no local nonsingular
hypersurface at the origin can contain C�. Therefore, for � ∈ Z≥0 \ 7Z, V� has no
hypersurface of maximal contact at the origin. Note that the original Narasimhan’s
example corresponds to the case � = 2.

Example 0.2.2. A Narasimhan-type example in char(k) = 3. Set

F =−y30 + y1y2y
4
3 + y2y3y

4
4 + y3y4y

4
5 + y4y5y

4
1 + y5y1y

7
2

+y1y3y5y
3
6 + y2y4y1y

3
7 + y3y5y2y

3
8 + y4y1y3y

3
9 + y5y2y4y

3
10 ∈ k[y0, . . . , y10]

Then, V(F ) ⊂ A11 has no hypersurface of maximal contact at the origin. Actually,
the locus where the order of F is at least 3 contains the curve

C =
{

(t625, t310, t181, t346, t337, t298, t307, t349, t350, t294, t353) | t ∈ k
}

.

The rest of the argument is identical to the previous example.

Remark 0.2.3. For each characteristic, Narasimhan [22] gives an example
where there is no hypersurface of maximal contact. The construction in [22] is
based upon the method different from the one in [21], and hence different from
ours used to construct the examples given above.

0.3. Basic strategy of IFP. As we have seen in §0.2 a hypersurface of maxi-
mal contact does not exist in positive characteristic in general. Since a hypersurface
of maximal contact plays the central role in the inductive scheme on dimension in
characteristic zero, how should we find an inductive scheme to establish resolution
of singularities in positive characteristic?

Our answer to this question is the following. We introduce an algebraic object,
called an idealistic filtration, and define its various saturations. In characteristic
zero, we observe that the generators of “the order 1-part” of a D-saturated idealis-
tic filtration can be taken all from level 1, and that they correspond to hypersurfaces
of maximal contact. In positive characteristic, these generators may not be con-
centrated at level 1 even when the idealistic filtration is D-saturated. However,
we regard a set of these generators satisfying certain conditions, called a leading
generators system (abbreviated as LGS), as a collective substitute in arbitrary
characteristic for the notion of a hypersurface of maximal contact.

We remark that an element in an LGS may be located at level higher than 1,
and then it defines a singular hypersurface. In other words, we need to deal with
“a singular hypersurface of maximal contact” in positive characteristic. This may
be considered as a major drawback. In fact, the nonsingularity of the center, which
follows from the nonsingularity of a hypersurface of maximal contact in character-
istic zero, is not automatic in positive characteristic in our setting. However, by
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analyzing a D-saturated idealistic filtration, we can establish a new Nonsingularity
Principle, which guarantees that the center of blow up in our algorithm is always
nonsingular. We also need further tune-ups to establish the basic properties, e.g.,
the upper semi-continuity of the invariant and so on, in order to carry out our
algorithm in positive characteristic in a way parallel to the classical algorithm.

We give a brief comparison of the IFP with the approaches by Villamayor and
Hironaka below. For W�lodarczyk’s approach, we refer the reader to his slides on
the web page2 of the workshop, held at RIMS in 2008.

In the approach by Villamayor and his collaborators, the main algebraic object
is a Rees algebra. Their basic strategy is to carry out the inductive scheme on
dimension by taking a generic projection. Starting from a Rees algebra on a non-
singular ambient space, by taking a generic projection, they construct another Rees
algebra, called an elimination algebra, on a nonsingular ambient space of dimen-
sion one less. Even though an idealistic filtration and a Rees algebra are similar in
nature (see, for example, Blanco and Encinas [2]), the inductive schemes are quite
different in our approach and theirs. It is a quite interesting fact that, in spite
of the difference, there seems to be a dictionary between the two approaches. For
example, some of their analysis in the monomial case in dimension three can be
translated into the language of the IFP (see §2.5). Bravo’s article in this volume
would be a good introduction to their approach.

Hironaka introduced the notion of edge generators, whose configuration gives
rise to the first invariant in his approach. This corresponds to the part of the
IFP where we take an LGS, whose configuration gives rise to our first invariant
σ. However, the similarity between the two approaches seems to stop here. In
Hironaka’s approach, the second invariant is computed from the residual orders
of the edge generators, while in our approach the second invariant is the order
modulo the LGS. The behavior of the residual order is subtle; it may increase
after permissible blow ups. The analysis of the structure of this increase seems to
be the key step in Hironaka’s approach (cf. the notion of a metastable singularity
in Hironaka’s manuscript. See also Hauser [11]), while our second invariant does
not increase after permissible blow ups as long as we compute the invariants for
the transformation of an idealistic filtration without taking further saturations (see
§2.4(2) for more detail). However, the author has to confess that he does not have
a full understanding of Hironaka’s approach, and the reader is encouraged to look
into Hironaka’s manuscript on the web page3 of the CMI Summer School 2012.

0.4. Structure of this article. The contents of §1 and §2 of this article
correspond to the first and second lectures given by the author at the CMI Summer
School 2012, respectively. In §1, we focus our attention on the subject of an idealistic
filtration. We present its precise definition, define various saturations, and then
discuss their properties. Even though the notion of an idealistic filtration was
conceived in order to solve the problem of resolution of singularities, the author
feels it is an interesting object of the study in its own right. In §2, we discuss the
details of the IFP. We show how an LGS plays the role of a collective substitute
in positive characteristic for the notion of a hypersurface of maximal contact in
characteristic zero. We also compare our algorithm constructed according to the
IFP with the classical one in characteristic zero.

2http://www.kurims.kyoto-u.ac.jp/~kenkyubu/proj08-mori/
3http://www.claymath.org/programs/summer school/2012/
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1. Idealistic Filtration

First we give the precise definition of an idealistic filtration, the main algebraic
object of our study in the IFP (§1.1). Then we introduce its various saturations,
namely, the D-saturation, the R-saturation and the integral closure (§1.2, §1.3).
Finally we investigate their properties and relations among them (§1.3, §1.4). The
main source of reference is [16], where one can find the details of all the arguments.

Convention in §1. In this section, the symbol R represents a regular ring
essentially of finite type over k.

1.1. Definition of idealistic filtration. First we give a brief review on the
classical algorithm, in order to explain the motivation behind the definition of an
idealistic filtration. The problem of resolution of singularities is reduced to the
following problem of decreasing the order of an ideal by blow ups: We are given
an ideal I on a nonsingular variety W . Fix a positive integer a ∈ Z>0. When we
choose a permissible nonsingular center C ⊂ W with respect to a pair (I, a), namely,
when C is contained in the locus where the order of I is at least a, we define the

transformation of the ideal by the formula ˜I = I(π−1(C))−a · π−1(I)O
W̃
, where

π : ˜W → W is the blow up along the center C. We are required to construct a
sequence of transformations, with all the centers having only normal crossings with
the exceptional divisor, so that the order of the final transformation is everywhere
smaller than a.

The classical algorithm to solve this problem in characteristic zero adopts the
inductive scheme on dimension, by taking a hypersurface of maximal contact which
contains the locus where the order of the ideal is the maximum (cf. §0.2). Moreover,
instead of aiming at decreasing the order directly, which may increase after blow
up, the algorithm is designed to decrease the so called weak order first, namely,
the order of the reduced part of the ideal obtained by subtracting the exceptional
factors as much as possible. When the algorithm reduces the weak order to be
0, therefore, the ideal is actually the monomial of the defining variables of the
components of the exceptional divisor. We say we are in the monomial case. Since
the exceptional divisor has only simple normal crossings, we can now construct a
sequence of blow ups choosing the centers by a simple and combinatorial method,
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to finally reduce the order of the ideal below the required level a. This is how the
classical algorithm works. We refer the readers to the expository articles in this
volume for the details of the classical algorithm.

Recall that the pair (I, a) of an ideal sheaf over W and a fixed positive integer
a ∈ Z>0, called the level, is at the core of the classical analysis. If we restrict
ourselves to the local settings, this is equivalent to considering a collection of pairs
(f, a) with f ∈ I ⊂ R, where R is the coordinate ring of an affine open subset or the
local ring at the closed point of W , and where I is the ideal of R corresponding to
the ideal sheaf I. In our setting, we let the level a vary among all the real numbers
R. Actually, the rational levels have already appeared implicitly in the classical
algorithm, while we also allow the real levels to consider the limit of the levels, an
operation which appears when we introduce the R-saturation.

After all, the consideration of a subset S ⊂ R×R is at the core of our analysis.
Since the goal is to reduce the order, we may interpret an element (f, a) ∈ S as a
statement “the order of f is at least a”. In view of this interpretation, we would
like to consider the collection G(S) ⊂ R × R of all the statements which deduced
from the statements in S. Needless to say, G(S) should contain S. As the order of
any function is non-negative, we require (1) R×R≤0 ⊂ G(S). Since the order of the
sum (resp. the product) of functions is at least the minimum (resp. the sum) of their
orders, we also require that (2) (f, a), (g, b) ∈ G(S) implies (f+g,min{a, b}) ∈ G(S)
and that (3) (f, a), (g, b) ∈ G(S) implies (fg, a+ b) ∈ G(S). Thus we define G(S)
to be the set of all the elements in R×R, which we obtain, starting from the initial
data S ∪ (R× R≤0), by applying the rules of sums and products corresponding to
the above conditions (2) and (3) finitely many times.

The above line of thoughts leads to the following abstract definition of an
idealistic filtration.

Definition 1.1.1. We say a subset I ⊂ R×R is an idealistic filtration over R
if it satisfies the following conditions:

(1) f ∈ R, a ∈ R≤0 ⇒ (f, a) ∈ I,
(2) (f, a), (g, a) ∈ I ⇒ (f + g, a) ∈ I,
(3) (f, a), (g, b) ∈ I ⇒ (fg, a+ b) ∈ I.

We denote by Ia the set of all the elements in R lying at the level a ∈ R, namely,
Ia = {f ∈ R | (f, a) ∈ I}. It follows from the definition that Ia is an ideal of R for
any a and that Ia ⊃ Ib if a ≤ b. Given a subset S ⊂ R × R, we denote by G(S)
the smallest idealistic filtration containing S, and call it the idealistic filtration
generated by S.

In the rest of this article, the symbol I always represents an idealistic filtration
over R.

Example 1.1.2. Let I ⊂ R be an ideal of R and a ∈ R>0 a positive real
number. Then the idealistic filtration I = G(I × {a}) is characterized by the
description Ib = I�b/a� for any b ∈ R>0 and Ib = R for any b ∈ R≤0.

Remark 1.1.3. Many authors in the subject of resolution of singularities con-
sider an algebraic object similar to the notion of an idealistic filtration, e.g., the
notion of a presentation by Bierstone-Milman, the notion of a basic object by Villa-
mayor, and so on, all of which find their origin in the notion of an idealistic exponent
initiated by Hironaka. These authors also introduce an equivalence relation among
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Figure 1. I = G(I × {a}) in Example 1.1.2.

these objects, usually called the Hironaka equivalence, by considering the behav-
ior of all the possible sequences of permissible blow ups (and smooth morphisms).
However, we would like to emphasize that, in our setting, we investigate various
saturations of an idealistic filtration extensively instead of considering the Hiron-
aka equivalence. We discuss the relation between the Hironaka equivalence and the
saturations in our setting briefly in Remark 1.6.3.

We define the order and the support of a subset S ⊂ R × R, and in particular
of an idealistic filtration I ⊂ R × R.

Definition 1.1.4. Let S ⊂ R×R be a subset. Then we define the order μP (S)
of S at P ∈ SpecR and the support Supp(S) ⊂ SpecR as follows:

μP (S) = inf {μP (f)/a | (f, a) ∈ S, a ∈ R>0} ,
Supp(S) = {P ∈ SpecR | μP (S) ≥ 1},

We remark that μP (S) is upper semi-continuous as a function of P ∈ SpecR,
a fact which easily follows from the assumption that R is a regular ring essentially
of finite type over k (cf. Remark 1.2.7 (1)). In particular, it follows that Supp(S)
is a closed subset of SpecR.

Example 1.1.5. Assume that an idealistic filtration I is generated by an ideal
I ⊂ R at level a ∈ R, i.e., I = G(I × {a}). Then Supp(I) is the locus where I has
order at least a.

We start from a given idealistic filtration, which incorporates the initial data of
the problem of resolution of singularities. In order to extract the “good” informa-
tion, such as the invariants we use in our algorithm, which should be independent
of the choice of the original idealistic filtration, we make the idealistic filtration
as large as possible, by taking various saturations, provided that this enlargement
process leaves the problem of resolution of singularities “intact”. The larger an
idealistic filtration is, the better it is. This is the philosophy. However, we note
that this philosophy has to be taken with a grain of salt. Taking the D-saturation,
the R-saturation and the integral closure at the beginning of the resolution pro-
cess, we leave the Hironaka equivalence class of a given idealistic filtration intact.
Therefore, we would like to say these saturations are good candidates to realize
our philosophy. However, taking these saturations may affect the invariants we use
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in our algorithm and hence the construction of a resolution sequence. To make
the situation worse, taking these saturations after blow ups may end up increasing
these invariants. This is why we say in the prologue that it is not a trivial matter
to incorporate various saturations into one coherent algorithm. For more details,
see §2.

1.2. The differential operators and the differential saturation. In or-
der to introduce the notion of theD-saturation of an idealistic filtration, we first give
a brief review of the basics of the theory of the differential operators. Recall that
a derivation ∂ ∈ Der = Derk(R) is characterized as a k-linear map ∂ ∈ Endk(R)
which satisfies the Leibniz rule ∂(αβ) = ∂(α)β + α∂(β). A differential operator is
the generalization of a derivation, as defined below. In characteristic zero, a differ-
ential operator is obtained as an R-linear combination of the compositions of the
derivations. However, this is no longer the case in positive characteristic (cf. Re-
mark 1.2.7 (2)). This is the major difference between the theory of the differential
operators in characteristic zero and that in positive characteristic.

Definition 1.2.1. Let n ∈ Z≥0 be a non-negative integer. A k-linear map
∂ : R → R is called a differential operator of degree ≤ n (on R over k) if ∂ satisfies
the generalized Leibniz rule of degree n, i.e.,

∑

Γ⊂Λ

(−1)#Γ

⎛

⎝

∏

λ∈Λ\Γ
rλ

⎞

⎠ ∂

(

∏

λ∈Γ

rλ

)

= 0

for any r = (r0, r1, . . . , rn) ∈ Rn+1, where Λ = {0, 1, 2, . . . , n}. We denote by

Diff≤n = Diff≤n
R the set of all the differential operators of degree ≤ n. It is easy

to see that Diff≤n ⊂ Diff≤n+1 (exercise). Given a subset T ⊂ R, we denote by

Diff≤n(T ) the ideal of R generated by all the elements of T after applying the

differential operators of degree ≤ n, i.e., Diff≤n(T ) = (∂t ∈ R | ∂ ∈ Diff≤n, t ∈ T ).

Example 1.2.2. Wewrite down the generalized Leibniz rule for n ≤ 1 explicitly.

n = 0: d ∈ Diff≤0 ⇔ r0d(1)− 1 · d(r0) = 0 ⇔ d(r0) = d(1)r0 ∀r0 ∈ R.

Therefore, a differential operator d of degree ≤ 0 is a multiplication of a constant
d = d(1) · idR, i.e., an R-linear homomorphism of R.

n = 1: d ∈ Diff≤1 ⇔ r0r1d(1)− r0d(r1)− r1d(r0) + d(r0r1) = 0 ∀r0, r1 ∈ R.

Therefore, a differential operator d of degree ≤ 1 is expressed as d = d(1) · idR +d′

for some derivation d′ ∈ Der. Note that Der = {∂ ∈ Diff≤1 | ∂(1) = 0}.
In order to carry out some explicit calculations involving the differential oper-

ators, the following notion of the partial differential operators is quite useful.

Definition 1.2.3. A subset {xλ | λ ∈ Λ} ⊂ R is called a set of differential
coordinates for R (over k) if the following equality holds:

Ω1
R/k =

⊕

λ∈Λ

Rdxλ.

Lemma 1.2.4. Let W be a nonsingular variety and P ∈ W a closed point. Then,
a regular system of parameters (abbreviated as r.s.p.) for the local ring OW,P at
P is a set of differential coordinates. Moreover, it expands to a set of differential
coordinates for the coordinate ring of some affine open neighborhood of P in W .
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Proposition 1.2.5. Assume R has a set of differential coordinates X = {xλ |
λ ∈ Λ} ⊂ R. Then, there exists a set of differential operators {∂XI ∈ Diff≤|I| | I ∈
ZΛ
≥0} on R satisfying the following conditions:

(1) ∂XI (XJ) =

(

J

I

)

XJ−I for any I, J ∈ ZΛ
≥0,

(2) Diff≤n =
⊕

|I|≤n

R∂XI for any n ∈ Z≥0,

(3) ∂XI (fg) =
∑

J+K=I (∂Jf) (∂Kg) for any I ∈ ZΛ
≥0 and f, g ∈ R.

Note that we use the multi-index notation above. Namely, setting I = (iλ | λ ∈ Λ),

we have |I| =
∑

λ∈Λ iλ, X
I =

∏

λ∈Λ xiλ
λ ,

(

J
I

)

=
∏

λ∈Λ

(

jλ
iλ

)

, and so on.

Definition 1.2.6. We call {∂XI | I ∈ ZΛ
≥0} the partial differential operators

with respect to a set of differential coordinates X. The property (2) says they form
a basis of the differential operators, while the property (3) is called the generalized
product rule.

Remark 1.2.7.
(1) Let I ⊂ R be an ideal. For given point P ∈ SpecR, Proposition 1.2.5 implies

μP (I) ≥ n ⇔ P ∈ V(Diff≤n−1(I)).

From this it follows that the order function SpecR  P �→ μP (I) ∈ Z≥0 ∪ {∞} of
an ideal I is upper semi-continuous.
(2) Note that {∂XI | |I| = 1} = { ∂

∂xλ
| λ ∈ Λ} forms a basis of Der as an R-

module. If char(k) = 0, all the partial differential operators are also written as the
compositions of the derivations, i.e.,

∂XI =
∏

λ∈Λ

1

iλ!

(

∂

∂xλ

)iλ

for any I = (iλ | λ ∈ Λ) ∈ ZΛ
≥0 if char(k) = 0.

However, in char(k) = p > 0, there are differential operators which cannot be
expressed in terms of the compositions of the derivations. For example, ∂

xpe

λ
with

e ∈ Z>0 never has such an expression. In fact, ∂
xpe

λ
(1) = 0 and ∂

xpe

λ
(xpe

λ ) = 1, but

∂(xpe

λ ) = 0 for any derivation ∂ ∈ Der.
(3) The logarithmic differential operators are defined as follows: Let E ⊂ SpecR be
a simple normal crossing divisor and Y ⊂ R the defining variables of the components
of E. A differential operator ∂ ∈ Diff≤n of degree ≤ n is called logarithmic with
respect to E if ∂(ym) ⊂ (ym) for any y ∈ Y and m ∈ Z≥0. The set of all the
logarithmic differential operators of degree ≤ n with respect to E is denoted by

Diff≤n
E = Diff≤n

R,E .

We conclude this brief review by giving a characterization of an ideal whose
generators can be taken from the set of the pe-th powers in terms of the differential
operators.

Proposition 1.2.8. Assume char(k) = p > 0. Let I ⊂ R be an ideal of R,
e ∈ Z≥0 and R[pe] = {fpe | f ∈ R}. Then, the following conditions are equivalent:

(1) Diff≤pe−1(I) = I.
(2) I is generated by some finite subset of R[pe].
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Sketch of the proof. Assume R = k[[X]] = k[[x1, . . . , xn]] is a formal
power series ring over k. Then R has an r.s.p. X. Observing that the opera-
tors {∂XI | |I| < pe} commute with the multiplication by any element in R[pe] =
{fpe | f ∈ R}, we see that (2) implies (1). Next, take g ∈ I and express it as

g =
∑

J∈Δn gp
e

J XJ , where Δ = {0, . . . , pe − 1}. Then, (1) implies {gp
e

J | J} ⊂ I.

Thus I ∩R[pe] generates I. For a general R, see [16]. �

Before defining the D-saturation of an idealistic filtration, we would like to
discuss the motivation behind it. Take f ∈ R and ∂ ∈ Diff≤t. Suppose μP (f) ≥ a
for P ∈ SpecR. Then from Proposition 1.2.5 it follows easily that μP (∂f) ≥ a− t.
Therefore, (∂f, a− t), which we call the “differentiation” of (f, a) by ∂, is deduced
from (f, a) as the statement on the order. Therefore the enlargement of the idealistic
filtration by adding all the differentiations of its elements is expected to leave the
problem of resolution of singularities “intact” (cf. §1.1).

Definition 1.2.9. We say an idealistic filtration I is differentially saturated
(or D-saturated) if the following condition holds:

Diff≤t(Ia) ⊂ Ia−t ∀a ∈ R, ∀t ∈ Z≥0.

The smallest D-saturated idealistic filtration containing I is called the differential
saturation (or D-saturation) of I, denoted by D(I).

Remark 1.2.10.
(1) We see by the generalized product rule that the generators of D(I) are given by
the differentiations of the generators of I. For example, if I = G({(x2+y5, 2)}) over
R = k[x, y], then D(I) is generated by {(x2+ y5, 2), (2x, 1), (5y4, 1)}. Note that the
second (resp. the third) generator of D(I) vanishes when char(k) = 2 (resp. 5).
(2) Assume char(k) = 0. Let I ⊂ R be an ideal of R and n ∈ Z>0 a positive

integer. Then, D(G(I × {n}))a = Diff≤n−�a�(I) for 0 ≤ a ≤ n. Consequently, a
hypersurface of maximal contact of I at a closed point P ∈ SpecR is defined by
an element h ∈ D(G(I × {μP (I)}))1 such that μP (h) = 1 as explained in §0.2.
This demonstrates the virtue of the notion of the D-saturation in the context of
the problem of resolution of singularities, as it gives a natural characterization of a
hypersurface of maximal contact in characteristic zero. This characterization leads
to the key idea of the IFP, the notion of a leading generator system, in §2.1.
(3) We can also define the logarithmic D-saturation DE(I) of I with respect to E
in a similar manner (cf. Remark 1.2.7 (3)).

1.3. Radical saturation and integral closure. We introduce the notion of
theR-saturation of an idealistic filtration. We discuss the motivation behind it. For
f ∈ R, a ∈ R≥0 , n ∈ Z>0 and P ∈ SpecR, observe that μP (f

n) ≥ a and μP (f) ≥
a/n have the equivalent information as the statements on the order. Accordingly,
we consider the enlargement of an idealistic filtration I by the radical operation,
that is, by adding (f, a/n) to I if (fn, a) ∈ I. This is the näıve definition of the R-
saturation. Unfortunately, as in (1) of Example 1.3.3 below, this radical operation
does not preserve the property that an idealistic filtration is finitely generated. In
order to overcome this problem, we define theR-saturation by combining the radical
operation above with the limit operation, another natural operation described as
follows. For f ∈ R, a sequence {ai | i ∈ Z>0} ⊂ R with its limit converging to
limi→∞ ai = a, and P ∈ SpecR, observe that μP (f) ≥ ai for any i ∈ Z>0 implies
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μP (f) ≥ a. Therefore (f, a) is deduced from {(f, ai) | i ∈ Z>0} as the statement
on the order. Thus we consider the enlargement of I by the limit operation, that
is, by adding (f, a) to I if {(f, ai) | i ∈ Z>0} ⊂ I. The radical operation, the
limit operation, and hence the R-saturation, are expected to leave the problem of
resolution of singularities “intact” (cf. §1.1).

Definition 1.3.1. We say an idealistic filtration I is radically saturated (or
R-saturated) if the following conditions hold:

(1) (fn, a) ∈ I ⇒ (f, a/n) ∈ I (∀n ∈ Z>0)
(2) {(f, ai) | i ∈ Z>0} ⊂ I and limi→∞ ai = a ⇒ (f, a) ∈ I.

The smallest R-saturated idealistic filtration containing I is called the radical sat-
uration (or R-saturation) of I, denoted by R(I).

Remark 1.3.2. We remark that, instead of using the condition (1) above where
we let n vary among all the positive integers, we may use the condition (1)m below
where we use a fixed m ∈ Z>1.

(1)m (fm, a) ∈ I ⇒ (f, a/m) ∈ I.

It is straight forward to show that the R-saturation defined by using the conditions
(1) and (2) is the same as the one defined by using the conditions (1)m and (2) (ex-
ercise, cf. [16] 2.1.3.2). Note that the latter is quite useful in positive characteristic
if we set m = p = char(k).

Example 1.3.3.
(1) We note that, without the condition (2) in Definition 1.3.1, the enlargement
may not be finitely generated even if we start from a finitely generated idealistic
filtration. Let I = G({(x2 + xy, 2), (y, 1)}). Then, x2 + xy, xy ∈ I1, and x2 ∈ I1.
Thus (x, 1/2) ∈ R(I) and (xy, 3/2) ∈ R(I). Next, x2 + xy, xy ∈ R(I)3/2 and

x2 ∈ R(I)3/2. Thus (x, 3/4) ∈ R(I) and (xy, 7/4) ∈ R(I). Repeating this argument,
we see (x, 1 − 2−n) ∈ R(I) for any n ∈ Z. By the condition (2), we conclude
R(I) = G({(x, 1), (y, 1)}). If we drop the condition (2) but keep only the condition
(1), then our enlargement will be G({(x2 + xy, 2), (y, 1)} ∪ {(x, a) | a ∈ R<1}),
which is never finitely generated, even though the original I is finitely generated.
(2) Let I = G({(x2 + y5, 2)}) as in Remark 1.2.10 in char(k) = 2. Then

R(D(I)) = R(G({(x2 + y5, 2), (y4, 1)})) = G
(

{(x2 + y5, 2), (x, 5/8), (y, 1/4)}
)

.

Verify that the right-hand side is R-saturated by using Remark 1.3.2 (exercise).

As the last of our various saturations, we introduce the notion of the integral
closure of an idealistic filtration. It is analogous to the notion of the integral closure
of an ideal. We would like to discuss the motivation behind it in terms of the order.
Assume we have a monic equation fn+a1f

n−1+ · · ·+an = 0. Then there must be
some aif

n−i (1 ≤ i ≤ n) whose order does not exceed the order of fn. Otherwise
the orders of the two sides of the equation above would not coincide. Thus the
order of f is at least the order of ai divided by i. Rephrasing this observation, we
see that, with the monic equation as above and for a fixed c ∈ R, if each ai has
order at least ic, then f has order at least c. Therefore, if {(ai, ic) | 1 ≤ i ≤ n} ⊂ I

and if the monic equation holds, then adding the element (f, c) to I is expected to
leave the problem of resolution of singularities “intact” (cf. §1.1).



296 HIRAKU KAWANOUE

Definition 1.3.4. We say an idealistic filtration I is integrally closed if the
following condition holds:

fn +
n
∑

i=1

aif
n−i = 0 and {(ai, ic) | 1 ≤ i ≤ n} ⊂ I ⇒ (f, c) ∈ I

The smallest integrally closed idealistic filtration containing I is called the integral
closure of I, denoted by IC(I).

Example 1.3.5. Let I = G({(x2 + xy, 2), (y, 1)}) as in Example 1.3.3 (1).
Then, IC(I) = G({(x, 1), (y, 1)}) = R(I). Actually T = x satisfies a monic equation
T 2 + (y) · T + (−x2 − xy) = 0, thus (x, 1) ∈ IC(I).

Remark 1.3.6. We make some supplemental remarks on the saturations.
(1) The saturations D(I), R(I) and IC(I) do exist for a given idealistic filtration I.
(2) The saturations D(I), R(I) and IC(I) preserve the support, i.e.,

Supp(I) = Supp(D(I)) = Supp(R(I)) = Supp(IC(I)).

In fact, for the D-saturation, we observe that μP (D(I)) = μP (I) if μP (I) ≥ 1 and
μP (D(I)) = 0 if μP (I) < 1. For the other saturations, the order μ does not change.
(3) The Hironaka equivalence is a powerful tool to study the problem of resolution
of singularities when one uses Hironaka’s notion of an idealistic exponent or its vari-
ations. Given an idealistic exponent, the operations of adding radicals, differentials
or integral elements in a suitable manner do not change its Hironaka equivalence
classes. These operations correspond to taking various saturations in our setting.
However, the definition of the Hironaka equivalence requires one to consider all the
sequence of permissible blow ups, a task theoretically easy but practically difficult.
Instead, we take an alternative path of analyzing these saturations, which does not
require us the formidable task mentioned above but which is expected to capture all
the same information as the one obtained by considering the Hironaka equivalence.
See Remark 1.6.3 for the related results.
(4) We see in Proposition 1.6.1 that the integral closure coincide with the R-
saturation under some mild condition (cf. Definition 1.4.1).

1.4. Finiteness property and saturations. Here we introduce the notion of
rationally and finitely generated type (abbreviated as r.f.g. type), representing some
finiteness property of an idealistic filtration, which is always satisfied by the idealis-
tic filtrations we consider in the context of the problem of resolution of singularities.
We show that this property is preserved under D-saturation and R-saturation.

Definition 1.4.1. We say an idealistic filtration I is of rationally and finitely
generated type (abbreviated as r.f.g. type) if there exists a finite subset S ⊂ R×Q

which generates I, i.e., I = G(S).

It is easy to see that the property of being r.f.g. type is preserved under D-
saturation.

Proposition 1.4.2. If I is of r.f.g. type, then so is D(I).

Sketch of the proof. Covering SpecR by small affine open subsets, we may
assume R has a set of differential coordinates. As I is of r.f.g. type, there exists
S ⊂ R ×Q such that #S < ∞ and I = G(S). By the generalized product rule, we
see D(I) = G(S′) where S′ = {(∂XIf, a − |I|) | (f, a) ∈ S, |I| < a}. Thus D(I) is
of r.f.g. type. �
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It is not so easy to see that the property of being r.f.g. type is preserved under
R-saturation, since we cannot construct the generators of the R-saturation directly
from those of the original idealistic filtration. The key point of our proof is the
following theorem of Nagata, which is later reproved by Lejeune-Teissier:

Theorem 1.4.3 ([19],[20]). Let S be a noetherian domain and J an ideal of
S. Define a map φJ : S → R ∪ {∞} by

φJ(f) = sup{m/n | m ∈ Z≥0, n ∈ Z>0, fn ∈ Jm} (f ∈ R).

Then there exists a positive integer ρ ∈ Z>0 such that Image(φJ ) ⊂ ρ−1Z ∪ {∞}.

Sketch of the proof. Take the normalized blow up of SpecS along J and
show that the denominator of an element in Image(φJ ) is expressed in terms of the
valuations with respect to the divisors appearing in the exceptional locus. �

The limit operation described in the condition (2) in Definition 1.3.1 makes it
unclear that, even if we start from an idealistic filtration which has generators at the
rational levels, the generators of the R-saturation can be taken all at the rational
levels. However, the boundedness assertion of Theorem 1.4.3 reduces the problem
to the usual finiteness statement of an integral closure of an integral domain.

Theorem 1.4.4. If I is of r.f.g. type, then so is R(I).

Sketch of the proof. We assume I = G(I ×{1}) for an ideal I ⊂ R, which
is the essential case. Note that (f, a) ∈ R(I) ⇔ a ≤ sup{m/n | fn ∈ Im} by
the definition of the R-saturation. Thus, by Theorem 1.4.3, there exists ρ ∈ Z>0

such that R(I) is generated by the elements whose levels are in ρ−1Z, namely,
R(I) = G(

⊔

n∈Z>0
R(I)n/ρ × {n/ρ}). Set the graded algebras A and B as below:

A =
⊕

n∈Z≥0

InXn ⊂ R[X], B =
⊕

n∈Z≥0

R(I)n/ρX
n/ρ ⊂ R[X1/ρ].

Then B coincides with the integral closure of A in R[X1/ρ], i.e., B = A
(R[X1/ρ])

.
Thus B is finitely generated as an A-module, and hence as an R-algebra. Since the
generators of B as an R-algebra give rise to the generators of R(I) as an idealistic
filtration, we conclude that R(I) is of r.f.g. type. �

1.5. Localization and saturations. In order to develop the theory of a sheaf
of idealistic filtrations, it is indispensable to consider their localization. While
the compatibility with localization of the D-saturation follows immediately as we
expect, that of the R-saturation only follows assuming that the idealistic filtration
is of r.f.g. type (cf. Example 1.5.3).

Definition 1.5.1. Let S ⊂ R be a multiplicative subset. Then, localization
IS ⊂ RS ×R of I by S is defined by the formula (IS)a = (Ia)S = Ia ⊗R RS (a ∈ R).

Proposition 1.5.2. Let S ⊂ R be a multiplicative subset.
(1) Localization and D-saturation are compatible, i.e., (D(I))S = D(IS).
(2) If I is of r.f.g. type, then localization and R-saturation are compatible, i.e.,
(R(I))S = R(IS).

Sketch of the proof.

(1) By the generalized Leibniz rule, we have Diff≤n(I)RS = Diff≤n(IRS) for
any ideal I ⊂ R. Thus (D(I))S is already D-saturated, and so (D(I))S = D(IS).
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(2) We assume I = G(I × {1}) for an ideal I ⊂ R as in the proof of Theo-
rem 1.4.4. Then R(I) is described by B, which is the integral closure of A. R(IS)
is also described by B′, which is the integral closure of AS = A ⊗R RS . Now, by
the commutativity of integral closure and localization, we see B′ = B ⊗R RS . �

Example 1.5.3. Let R = k[x, y] and m = (x, y) ⊂ R. Set I = G(S) over

R, where S =
{(

y
∏i

j=1(x− j), 1− i−1
)

| i ∈ Z>0

}

. Then it is easy to see that

Im = G({(y, 1 − i−1) | i}) and R(Im) = G({(y, 1)}). However, one can show that
(y, 1) �∈ (R(I))m (exercise). Thus R(Im) � (R(I))m. (See [16] 2.4.2.2 for more
details.)

1.6. Relation among saturations. We introduced the three kinds of opera-
tions to enlarge an idealistic filtration, the D-saturation, the R-saturation, and the
integral closure. We may ask the following natural question: What is the biggest
enlargement we can obtain by composing these three operations? We discuss the
basic relations among these operations, and also give an answer to this question
under some mild conditions.

Proposition 1.6.1.
(1) The integral closure is contained in the R-saturation, i.e., IC(I) ⊂ R(I).
(2) If I is of r.f.g. type, then they are same, i.e., IC(I) = R(I).

Sketch of the proof.

(1) Let I′ ⊂ R× R be the set of all integral elements over I.
First we show that I′ ⊂ R(I). Take (f, b) ∈ I′. By the definition of I′, there

exists a monic equation fn +
∑n

i=1 aif
n−i = 0 with (ai, ib) ∈ I. Set α = (n− 1)/n.

Then we see (fn, b) ∈ I and thus (f, (1− α)b) = (f, b
n ) ∈ R(I). Plugging in this

information to the above equation, we see (fn, (1 + α)b) = (fn, b + (n − 1)(1 −
α)b) ∈ R(I) and thus (f, (1 − α2)b) ∈ R(I). Repeating this procedure, we have

(fn, (
∑j

i=0 α
i)b) ∈ R(I) and (f, (1− αj)b) ∈ R(I) for any j ∈ Z≥0. Taking j → ∞,

we see (f, b) ∈ R(I). Thus the condition I′ ⊂ R(I) is verified.
Next, we show that I′ = IC(I), that is, I′ is integrally closed. Take (f, c) ∈ R×R

which is integral over I′. Then, there exists a monic equation fn+
∑n

i=1 aif
n−i = 0

with (ai, ic) ∈ I′. Put S =
⊕n

i=0 IicT
i ⊂ R[T ]. Since (ai, ic) ∈ I′, aiT

i is integral

over S. Denote the integral closure of S in R[T ] as S. Then, the monic equation
above implies fT is integral over S. Therefore, we have fT ∈ S, i.e., (f, c) ∈ I′.

(2) We assume I = G(I × {1}) for an ideal I ⊂ R. We use the notation of the
proof of Theorem 1.4.4. Take (f, a) ∈ R(I). Then, by the definition of ρ, we have
(f, �ρa�/ρ) ∈ R(I). Therefore fX�ρa�/ρ ∈ B is integral over A, and from this fact
we can conclude that (f, �ρa�/ρ) ∈ IC(I). Thus (f, a) ∈ IC(I). �

Now we discuss the question of “the biggest enlargement”. Proposition 1.6.1
allows us to ignore the operation of taking the integral closure. The following
theorem implies that, if we start from an idealistic filtration of r.f.g. type, then
RD(I) is the biggest such enlargement.

Theorem 1.6.2. Assume that R has a set of differential coordinates or that I
is of r.f.g. type. Then, we have

DR(I) ⊂ RD(I).

In particular, under the assumption above, the biggest enlargement that can be
obtained by composing the three operations is RD(I).
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Sketch of the proof. If I is of r.f.g. type, then the operations of taking the
two saturations are compatible with localization by Proposition 1.5.2. Therefore, in
order to show the inclusion above, we have only to prove it assuming R has a set of
differential coordinates. Here, instead of giving the full proof, we demonstrate one
example of how an element of the left hand side is included in the right hand side,
which, nevertheless, captures the essence of the idea of the proof. Assume (f3, 6) ∈ I

and fix a differential coordinate x. Then (f, 2) ∈ R(I) and (f1, 1) ∈ DR(I), where
fi = ∂xif . Set I′ = RD(I). We will show that (f1, 1) ∈ I′. By applying ∂x0 , ∂x3 ,
∂x4 to (f3, 6), we have the elements α0, α3, α4 ∈ D(I) as follows:

α0 = (f3
0 , 6), α3 = (f3

1 + 6f0f1f2 + 3f2
0 f3, 3),

α4 = (3f2
1 f2 + 3f0f

2
2 + 6f0f1f3 + 3f2

0 f4, 2).

As α0 ∈ I′, we have (f0, 2) ∈ I′. As (f0, 2), α4 ∈ I′, we have (3f2
1 f2, 2) ∈ I′. There-

fore (32f2
1 f

2
2 , 2) ∈ I′ and (3f1f2, 1) ∈ I′. Finally, as (f0 ·3f1f2, 2+1), (f2

0 , 4), α3 ∈ I′,
we have (f3

1 , 3) ∈ I′, which implies (f1, 1) ∈ I′. �

Remark 1.6.3. Theorem 1.6.2 is closely related to Finite Presentation The-
orem by Hironaka ([15]) or Canonicity Principle by Bravo, Garćıa-Escamilla and
Villamayor ([3]). Roughly speaking, their theorem and principle can be inter-
preted as saying that RD(I) gives the largest representative among all the ideal-
istic filtrations which are Hironaka equivalent to a given idealistic filtration I, i.e.,
I∼I′ ⇔ RD(I) = RD(I′). According to our philosophy, two idealistic filtrations
should be “equivalent” if their largest saturations coincide. Thus Theorem 1.6.2
and their results mean that, in principle, our “equivalence” coincides with the Hi-
ronaka equivalence. However, one must remember the subtle yet definite difference
between their settings and our setting in order to understand this interpretation in
a precise manner:

(1) The Hironaka equivalence for an idealistic filtration I is well-defined provided

I is of r.f.g. type, where the transformation I′ of I by the blow up π : ˜W → W
along the center C is defined by the following formula.

I′a =
∑

b∈R≥a

(

I(π−1(C))−�b� · π−1(Ib)OW̃

)

(a ∈ R≥0).

(2) Our operation of taking the R-saturation, or the integral closure, of an ide-
alistic filtration allows adding some extra elements at any rational levels,
while their operation of taking the integral closure of a Rees algebra only
add some extra elements at the integral levels, as the Rees algebra is graded
by non-negative integers by definition. Therefore, Theorem 1.4.3 (Nagata’s
theorem) is important for us to control the denominators of the elements in
the R-saturation, while there is no need for it in their setting.

We observe that a Rees algebra A can be identified with the idealistic filtration
I = G(A) it generates, and that the integral closure of A can be recovered by first
taking the R-saturation of I and then looking at the elements at the integral levels.
The precise interpretation is obtained through this observation.

2. Idealistic Filtration Program

In this section, we present our strategy to construct an algorithm for resolution
of singularities in the framework of the IFP. How should we construct such an
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algorithm? Ideally the construction of such an algorithm should go as follows (§2.2).
Given an idealistic filtration I, we associate an invariant, whose maximum locus
determines the center of blow up. After blow up, the value of the invariant drops.
By showing the value of the invariant can not drop infinitely many times, we observe
that the process must terminate after finitely many times, achieving resolution of
singularities. How should we construct such an invariant? In characteristic zero,
the invariant consists of the smaller units. Looking at I, we compute the first unit.
We look at the maximum locus of the first unit. Then we construct a hypersurface
of maximal contact, and another idealistic filtration on the hypersurface, so that its
support coincides with the maximum locus. By looking at this idealistic filtration
on the ambient space of dimension one less, we compute the second unit and so
forth, weaving the entire invariant. This is how the inductive scheme on dimension
is manifested as the weaving of the invariant. In positive characteristic, we try to
follow a similar path. The first issue is how to compute the unit. Here the invariant
σ and μ∼ are the basic constituents of the unit. The second issue is how to proceed
from the first unit to the next. Since there is no hypersurface of maximal contact
(cf. §0.2), instead of taking the restriction, we take the modification of the original
idealistic filtration (§2.3), sticking to the same nonsingular ambient space. The
invariant σ strictly decreases for this modification, and we compute the second unit
and so forth, weaving the entire invariant “inv”. This is how the inductive scheme
on the invariant σ is manifested as the weaving of the invariant “inv”. Sitting at
the core of the IFP is the notion of a leading generator system (§2.1), a collective
substitute for the notion of a hypersurface of maximal contact. We discuss some
fundamental results of the IFP in §2.4. We also present a new result, concerning
the nonsingularity of the support of an idealistic filtration in the monomial case,
assuming it is R-saturated (§2.5).

We refer the reader to [16](§2.1, §2.4), [17](§2.2, §2.4) and [18](§2.3, §2.5) for
the details of the materials discussed in this section.

Convention in §2. In this section, since our analysis is focused on the invari-
ants defined locally at a closed point P ∈ W of a nonsingular variety W , we assume
that R = (R,m) is a regular local ring essentially of finite type over k with the
residue field κ(R) = R/m = k. We also assume P ∈ Supp(I), i.e., μ(I) ≥ 1, where
we denote by μ the order μP at the unique closed point P ∈ SpecR.

2.1. Leading generator system. In order to explain the motivation behind
introducing the notion of a leading generator system, we look at the following simple
example in characteristic zero. Consider the problem of resolution of singularities
for the curve V(x2 − y3) ⊂ Spec k[x, y](x,y) at the origin. It is the support of the

idealistic filtration I = G({(x2−y3, 1)}). The maximum order is 2, which is nothing
but the maximum of the order μ of I. The hypersurface of maximal contact is given
by H = V(x), which contains the maximum locus of the order (cf. §0.2). In terms of
the IFP, the process of finding H can be interpreted as follows: Take an enlargement
I′ = G({(x2−y3, 2 ·1)}) of I, and its D-saturation D(I′). Then we observe that the
element (x, 1) ∈ D(I′)1 gives rise to H (cf. Remark 1.2.10(2)). Moreover, by taking
the restriction to H, we start seeing the higher order information (x2 − y3, 2)|H =
(−y3, 2), hidden at the beginning. Now we continue our process by considering the
idealistic filtration G({(−y3, 2)}) on H, and so on. The role of a hypersurface of
maximal contact can be summarized in the two points below:

(1) It reflects the “order 1” part of the information of an idealistic filtration D(I′).
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(2) It builds the bridge to extract the higher order information.

The process is analogous to “peeling an onion to see the core”: We peel the first
visual part (order 1 part) by taking a hypersurface of maximal contact, revealing
the inside, hidden and higher order information, which naturally leads to peeling of
the second. According to the IFP in positive characteristic, we realize this peeling
process in the following two steps:

(1) Given an idealistic filtration I, after taking its D-saturation, we consider the
leading algebra L(I) in order to extract the “order 1” part of I. The leading
generator system is a representative in I of a set of generators for L(I), defined
in any characteristic, which is considered to be a collective substitute for the
notion of a hypersurface of maximal contact.

(2) By computing the order modulo a leading generator system, we reveal the
“higher order” information hidden in the idealistic filtration I. We take the
associated modification I′ of I, and go back to the step (1) by setting I′ as I,
and continue the peeling process.

Definition 2.1.1. The leading algebra L(I) of an idealistic filtration I is a
graded subalgebra of the graded algebra Gr(R) =

⊕

n∈Z≥0
mn/mn+1 associated to

R, defined by the formula

L(I) =
⊕

n∈Z≥0

(

In mod mn+1
)

⊂ Gr(R).

Example 2.1.2. Let I = D(G({(x2 + y5, 2)})) over R = k[x, y](x,y). Then,

as we have seen in Remark 1.2.10 (1), I = G({(x2 + y5, 2), (2x, 1), (5y4, 1)}). The

leading algebra of I is L(I) = k[x] if char(k) �= 2, and L(I) = k[x2] if char(k) = 2.

From now on till the end of §2.4, we assume that an idealistic filtration of our
concern is D-saturated, by taking the D-saturation if necessary. We will see that
we extract a “good” information if an idealistic filtration is D-saturated, a typical
example of the philosophy of the IFP explained at the ending of §1.1.

Recall that Gr(R) is isomorphic to a polynomial ring k[X] over k, since R
is regular. Through this isomorphism Gr(R) ∼= k[X], the leading algebra L(I) is
regarded as a graded subalgebra L ⊂ k[X], where the grading k[X] =

⊕

r∈Z≥0
k[X]r

is given by the total degree in X. Observe that L is stable under differentiation,
since I is D-saturated. This observation leads to the following structure theorem.

Proposition 2.1.3 (Hironaka-Oda). Let k[X] be a polynomial ring over k and
L ⊂ k[X] its graded subalgebra. Assume L is stable under differentiation, that is,
∂XJL ⊂ L for any multi-index J . Then the following holds:
(1) If char(k) = 0, then there exists a k-linearly independent subset {zi | i} ⊂ k[X]1
of linear forms such that L = k[zi | i].
(2) If char(k) = p > 0, then there exist a k-linearly independent subset {zi | i} ⊂
k[X]1 of linear forms and also a set of non-negative integers {ei | i} ⊂ Z≥0 such

that L = k[zp
ei

i | i].

Sketch of the proof. We only sketch the proof in char(k) = p > 0, since
the proof in char(k) = 0 is obtained just by setting pe = 1 and e = 0 below.
Set S = {αpe | α ∈ k[X]1, e ∈ Z≥0} ∩ L and take f ∈ L. It suffices to show
f ∈ k[S]. As L is a graded subalgebra, we may assume f ∈ k[X]r with r ∈ Z>0. Set
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e = max{j ∈ Z≥0 | fp−j ∈ k[X]}. Then, there exist an index J with |J |+1 = r/pe

and a linear form z ∈ k[X]1 \ {0} such that ∂XpeJ f = zp
e

. Note zp
e ∈ S. Take

a new coordinate {z} � Y and set L′ = L ∩ k[Y ]. Expand f as f =
∑r

j=0 a
pe

j zp
ej

with aj ∈ k[Y ]. Applying ∂zpej to f , we see {ap
e

j | j} ⊂ L′. Now, by induction on

the number #Y of variables, we have L′ ⊂ k[S ∩ L′] ⊂ k[S]. Thus f ∈ k[S]. �
Remark 2.1.4. Sometimes we hold a view point that the case of characteristic

zero is a special case of positive characteristic where char(k) = p = ∞. Proposi-
tion 2.1.3 tells us that, in case (2), the generators of L(I) are distributed at the levels
{pe | e ∈ Z≥0}. If p → ∞, all the levels pe with positive e > 0 go to ∞ and hence
become invisible. Therefore, at the limit, i.e., in characteristic zero, we should only
see the remaining generators at level pe = ∞0 = 1, which is the assertion in case
(1). This confirms our view point, and also explains why a hypersurface of maximal
contact exists in characteristic zero, but not always in positive characteristic.

We have seen in Remark 1.2.10 (2) that an element (h, 1) ∈ I, whose image
in L(I)1 is nonzero, gives a hypersurface of maximal contact. In view of Proposi-
tion 2.1.3, we interpret that a hypersurface of maximal contact corresponds to a
representative of an element of generators of L(I) in char(k) = 0. This interpreta-
tion is plausible in the context of the “peeling an onion” procedure (cf. beginning of
§2.1). Therefore, we adopt the representative of generators of L(I) as the substitute
of a hypersurface of maximal contact in arbitrary characteristic:

Definition 2.1.5. A finite subset H ⊂ I is called a leading generator system
(abbreviated as LGS) of I, if it gives rise to a set of generators as described in
Proposition 2.1.3. That is to say, take a set of generators for the leading algebra
L(I) = k[zi

pei | i], as described in Proposition 2.1.3, where {zi | i} ⊂ R forms a part
of an r.s.p. (Note that we set pei = 1 for all i in the case of characteristic zero.)
Then we say that a subset H = {(hi, p

ei) | i} ⊂ I is an LGS of I if the condition

hi − zp
ei

i ∈ mpei+1 holds for all i.

Remark 2.1.6.
(1) Note that an LGS H is not unique, while τ = #H = #{zi | i} ≤ dimR is
independent of the choice of an LGS.

(2) In char(k) = p > 0, an element hi = zp
ei

i + (higher order terms) in an LGS H

defines a singular hypersurface if ei > 0.
(3) In characteristic zero, an LGS H is of the form H = {(zi, 1) | i} where {zi | i} ⊂
R forms a part of an r.s.p., and H gives rise to a basis of L(I)1 as a k-vector space.
Therefore, in view of Remark 1.2.10 (2), we may say {zi | i} gives a “basis” of the
defining equations of all hypersurfaces of maximal contact.

Example 2.1.7. Let I = D(G({(x2 + y5, 2)})) on R = k[x, y](x,y) as before.

• If char(k) �= 2, then L(I) = k[x] and H = {(x, 1)} is an LGS.

• If char(k) = 2, then L(I) = k[x2] and H = {(x2 + y5, 2)} is an LGS.

2.2. Basic unit of resolution invariant. The setting is same as that in §2.1.
In the classical algorithm, the long strands of invariants, which we call the resolution
invariant in this article, consists of the basic units of the form (dimH,μH), where
H is a hypersurface of maximal contact and μH is the weak order of an ideal
(with a level), computed after taking the restriction to H. To be precise, we do
not take the restriction of the pair itself but of its so-called coefficient ideal (with
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some appropriate level). The weak order represents the usual order minus the
contribution from the exceptional divisor. We construct the basic units one after
another, as we go through the peeling process as explained at the beginning of §2.1.
In the IFP, the resolution invariant “inv” consists of the basic units of the form
(σ, μ∼), where the invariant σ indicates not only the number τ of the elements in
an LGS but also the configuration of their levels, and where μ∼ is the weak order
of an idealistic filtration modulo the ideal generated by the elements in an LGS.
Note that, in the real algorithm in both settings above, the basic unit has the third
factor, the number of “bad” components of the exceptional divisor, which we ignore
in this article for simplicity of the presentation. Also note that, in characteristic
zero, since all the elements of an LGS are concentrated at level 1, counting τ gives
the same information as the distribution described in Proposition 2.1.3, while it
does not in positive characteristic.

Table 1. The classical algorithm vs. the IFP

ambient space the 1-st invariant the 2-nd invariant

classical max. cont. H dimH: dimension of H μH : order on H

IFP original W σ(I): config. of an LGS H μ∼(I): order modulo H

We present how we define the invariants σ(I) and μ∼(I) more precisely. Let I
be an D-saturated idealistic filtration and H = {(hi, p

ei) | i} an LGS of I.

Definition 2.2.1. The invariant σ(I) is defined as follows:

σ(I) = (σ0, σ1, . . .) ∈ Z∞
≥0 where σj = dimR−#{i | ei ≤ j} (∀j ∈ Z≥0).

Remark 2.2.2.
(1) The sequence σ(I) is infinite, but it stabilizes to a constant after finitely many.
Actually, σ(I) is a non-increasing sequence, and all entries σj of σ are integers in
the range 0 ≤ σj ≤ dimR.

(2) Note that #{i | ei ≤ j} coincides with the dimension of L(I)pj ∩R[pj ] ⊂ Gr(R)pj

as a k-vector space. Thus σ(I) is independent of the choice of an LGS H.
(3) We introduce the lexicographical order on the values of the invariant σ. The
invariant σ according to this order does not increase after a permissible blow up.

Next we discuss how we define the invariant μ∼(I). Let {yj | j} ⊂ R be the
defining variables of the components of the exceptional divisor E. (Note that, in the
real algorithm, we only take into consideration the contribution of some components
of E and not all. We ignore this subtlety here.) We assume that the LGS H is
transversal to E, that is to say, {yj | j} � {zi | i} forms a part of an r.s.p. for R,

where the leading form of hi is given by zp
ei

i as before.

Definition 2.2.3. We define the order μH(I) of I modulo H by the formula

μH(I) = inf
a∈R>0

μH(Ia)

a
where μH(Ia) = sup{n ∈ Z≥0 | Ia ⊂ m

n + (hi | i)}.

For each irreducible component Ej = V(yj) of E, we also define the order μH,Ej
(I)

of I with respect to Ej modulo H by the formula

μH,Ej
(I) = inf

a∈R>0

μH,Ej
(Ia)

a
where μH,Ej

(Ia) = sup{n ∈ Z≥0 | Ia ⊂ (ynj ) + (hi | i)}.
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Finally, the invariant μ∼(I) is defined as follows:

μ∼(I) = μH(I)−
∑

j

μH,Ej
(I).

Example 2.2.4. Let I = D(G({(x2+y5, 2)})) over R = k[x, y](x,y). We assume
that there is no exceptional divisor involved for simplicity. Note that dimR = 2.

• In char(k) �= 2, H = {(x, 1)} is an LGS. We have σ(I) = (2 − 1, 2 − 1, · · · )
and μ∼(I) = 5/2. The infimum is attained by (x2 + y5, 2).

• In char(k) = 2, H = {(x2 + y5, 2)} is an LGS. We have σ(I) = (2 − 0, 2 −
1, 2− 1, · · · ) and μ∼(I) = 4. The infimum is attained by (y4, 1).

We will show that the invariant μ∼(I) is independent of the choice of an LGS H.
This corresponds to, in the classical algorithm, the part where they show that the
weak order μH is independent of the choice of a hypersurface of maximal contact
H. Before explaining the independence, we introduce the following “Coefficient
Lemma”, concerning the expansion of I with respect to H:

Lemma 2.2.5 (Coefficient Lemma). Let H = {(hi, p
ei) | i} be an LGS of I and

μ ∈ R>0 with μ ≤ μH(I). Then, I has the following expansion with respect to H:

Ia =
∑

B

Ja−|[B]|H
B where Jc = Ic ∩m

max(�μc�,0) (a ∈ R).

Here we denote HB =
∏

i h
bi
i and [B] = (bip

ei | i) for B = (bi | i) ∈ Z
#H

≥0 .

Note that the idealistic filtration J ⊂ I is a set of the elements of I whose orders
are at least μ. By the definition of μH(I), it is clear that we have Ia ⊂ (hi | i) + Ja,
proving that the constant term of the above expansion is Ja as expected. The key
point of the lemma is that the coefficients of the higher power terms HB are also
given by Ja−|[B]|, using the condition that I is D-saturated.

Sketch of the proof. Take f ∈ Ia. Recall hi ∈ zp
ei

i + mpei+1 and hence

HB ∈ Z [B] +m|[B]|+1. Thus the coefficient of HB in f is the same as the constant
term of ∂Z[B]f modulo higher terms. As I is D-saturated, we see ∂Z[B]f ∈ Ia−|[B]| ⊂
(hi | i)+Ja−|[B]|, which implies that the leading form of the coefficient of HB in the
expansion of f is in Ja−|[B]| as expected. By repeating this argument systematically
and combining with Krull’s intersection theorem, we can prove the assertion. �

Now we state the independence of the invariant μ∼(I).

Proposition 2.2.6. The invariants μH(I) and μH,Ej
(I) are independent of the

choice of an LGS H, and hence so is the invariant μ∼(I).

Sketch of the proof. We only give the proof for μH(I), under the assump-
tion that L(I) = k[zp

e

]. (In fact, the general case is almost reduced to this case.)
Let H1 and H2 be two LGS’s of I. Denote αi = μHi

(I). We have only to
show α1 ≤ α2 by symmetry. Set Hi = {(hi, p

e)} with hi ∈ zp
e

+ mpe+1. Since
αi ≥ μ(I) ≥ 1, we may assume α1 > 1. By the definition of α1, we can take u ∈ R
such that h2 − uh1 ∈ m�peα1�. Thus (h2 − h1), (h2 − uh1) ∈ mpe+1 and so u ∈ R×,
which implies h1 ∈ (h2)+m�peα1�. Now applying Coefficient Lemma for H1, we see

Ia ⊂
∑

b

Ja−pebh1
b ⊂

∑

b

m�(a−peb)α1�
(

(h2) +m�peα1�
)b

⊂ (h2) +m�aα1�
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for any a > 0, thus we have α2 = μH2
(I) = infa>0

μH2
(Ia)

a ≥ infa>0
�aα1�

a ≥ α1. �

Remark 2.2.7.
(1) In fact, Lemma 2.2.5 and Proposition 2.2.6 are valid only assuming I is relatively
D-saturated (cf. Definition 2.5.4). This assumption is weaker than assuming I is
D-saturated.
(2) The independence of μH in characteristic zero is originally proved using Hiron-
aka’s trick, a technique in terms of the Hironaka equivalence. Later W�lodarczyk
gave a simpler proof, altering the original ideal by a slightly bigger ideal, which he
calls its homogenization ([25]). In our context, the homogenization can be inter-
preted as a saturation, smaller than our D-saturation, yet big enough to be analyti-
cally isomorphic when restricted to two different hypersurfaces of maximal contact.
In our setting, the condition of being D-saturated (or relatively D-saturated) is also
essential and provides a simple proof for the independence of the invariant μ∼.

2.3. Construction of resolution invariant. We explain the recipe for com-
puting the resolution invariant of the IFP. For simplicity, we assume that there is
no exceptional divisor involved.

First, we review again the classical algorithm. Recall that the resolution in-
variant in characteristic zero is the sequence of the pairs of the dimension dimHi

of Hi and the order μHi
on Hi, where each Hi is a hypersurface of maximal contact

of an ideal (with a level) on Hi−1, and this sequence stops when the order becomes
0 or ∞, i.e.,

(dimH0, μH0
; dimH1, μH1

; . . . ; dimHr, μHr
), μHr

= 0 or ∞.

For example, consider the problem of resolution of singularity of a hypersurface
V(f) ⊂ A3

k defined by f = x2 + y3 + z4. Then the invariant at the origin 0 ∈ A3
k is

(3, 2: 2, 3/2: 1, 4/3: 0,∞).

We divide the procedure of computing the resolution invariant into the following
steps and analyze each of them.

(A) The initial ambient space is H0 = A3
k. Note dimH0 = 3. The initial data is

the pair α0 = (f, 1) with f = x2 + y3 + z4 ∈ R0 = OA3
k,0

= k[x, y, z](x,y,z).

The order of the pair α0 is μ(α0) = μ(f)/1 = 2.
(B) Now we raise the level of the pair α0 by multiplying μ(α0) to obtain a simple

object β0, i.e., a pair of order 1. In this example, β0 = (f, 1×μ(α0)) = (f, 2).
(C) The hypersurface H1 = V(x) ⊂ H0 is of maximal contact for V(f) at 0. Note

that Supp({β0}) ⊂ H1. Now H1 is our new ambient space.
(D) We construct the coefficient ideal α1 on H1, whose support coincides with

Supp({β0}) on H1 in a canonical manner. In this example, it is the restriction
of β0 on H1, i.e., α1 = (f1, 2) with f1 = y3 + z4 ∈ R1 = R0/(x) ∼= k[y, z](y,z).

(*) Now we repeat the same procedure as in (A)∼(D) for α1 on H1. Then we
have dimH1 = 2, μ(α1) = μ(f1)/2 = 3/2, β1 = (f1, 3), H2 = V(y) ⊂ H1 and

α2 = (f2, 3) with f2 = z4 ∈ R2 = R1/(y) ∼= k[z](z).
(**) We continue this procedure till μ(αi) becomes 0 or ∞. In this example, we

have dimH2 = 1, μ(α2) = μ(f2)/3 = 4/3, β1 = (f2, 4), H3 = V(z) ⊂ H2 and

α3 = (0, 4). In the next step, dimH3 = 0 and μ(α3) = ∞, and here we stop.

By positioning the pairs (dimHi, μHi
= μ(αi)), we have the resolution invariant.

Note that the first entry dimHi = dimW − i can be omitted, since it is already
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encoded as the position of the corresponding basic unit in the resolution invariant.
However, we include it explicitly here, in order to emphasize the inductive scheme
on dimension, as well as to compare it to the inductive scheme on σ of the IFP.

In the case of the IFP, the resolution invariant is also the long strands of
the units of invariants (σ, μ∼) as mentioned in §2.2. We explain its construction
according to the steps above, also with the same example f = x2 + y3 + z4 in
char(k) = 0.

First, as in step (A) above, we also evaluate the unit of invariants (σ, μ∼) of I0.

(A) The initial object is I0 = D(G({(f, 1)})) over R0. Then I0 = G({(f, 1)}), the
order μ(I0) = 2 and H0 = ∅ is an LGS of I0. Thus σ(I0) = (3− 0, 3− 0, . . .)

and μ∼(I0) = μ(I0) = 2.

Instead of constructing the pair β0 onH0 by increasing the level as in step (B) above,
we construct I1 as the modification I′0 of I0. Roughly speaking, the modification I′

of I is constructed as follows. Divide I into an LGS H of I and “the remainder part
of I by H”. Then I′ is constructed as the D-saturation of the idealistic filtration
generated by the remainder part with the levels multiplied by μ∼(I), and H. We
will give the precise definition of the modification afterwards.

(B) Recall that H0 = ∅. We write I0 = G(H0 ∪ {(f, 1)}). Then I1 is defined as
I1 = I′0 = D(G(H0 ∪ {(f, 1× μ∼(I0))})) = D(G({(f, 2)})).

Recall that a hypersurface of maximal contact for V(f) is given by an element of
D(G(β0))1. Thus the counterpart of the IFP to step (C) above is to take an LGS
H1 of I1.

(C) Note that I1 = D(G({(f, 2)})) = G({(y3+z4, 2), (x, 1), (y2, 1), (z3, 1)}). Thus
H1 = {(x, 1)} is an LGS of I1.

As we stick to the same ambient space, we do not need step (D) above in the IFP.

We repeat the same procedures as in (A)∼(C) above, with I1 replaced by I0.

(*) We see σ(I1) = (3− 1, 3− 1, . . .) and μ∼(I1) = 3/2, attained by (y3 + z4, 2).

Since I1 = G(H1∪{(y3+z4, 2), (y2, 1), (z3, 1)}), the modification I2 is defined
as

I2 = I′1 = D(G(H1 ∪ {(y3 + z4, 2 · 3
2
), (y2, 1 · 3

2
), (z3, 1 · 3

2
)}))

= G({(x, 1), (y, 1), (z4, 3), (z3, 2), (z2, 1)}).
We see that H2 = {(x, 1), (y, 1)} is an LGS of I2.

We continue this procedure till μ∼(Ii) becomes 0 or ∞.

(**) We see σ(I2) = (3− 2, 3− 2, . . .) and μ∼(I2) = 4/3, attained by (z4, 3). Since

I2 = G(H2 ∪ {(z4, 3), (z3, 2), (z2, 1)}), the modification I3 is defined as

I3 = I′2 = D(G(H2 ∪ {(z4, 4), (z3, 8/3), (z2, 4/3)})) = G({(x, 1), (y, 1), (z, 1)}).
Thus H3 = {(x, 1), (y, 1), (z, 1)}. Next we see that σ(I3) = (3− 3, 3− 3, . . .)

and μ∼(I3) = ∞, thus we stop here and obtain the resolution invariant.

inv0 = ((3, 3, . . .), 2; (2, 2, . . .), 3/2; (1, 1, . . .), 4/3; (0, 0, . . .),∞)

Now we give the precise definition of the modification I′ of I. Set an LGS
of I as H = {(hi, p

ei) | i} ⊂ I with a part of an r.s.p. {zi | i} ⊂ R such that

hi = zp
ei

i + (higher). Then, for f ∈ R, we can define the remainder r(f) ∈ ̂R of f
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Table 2. The classical algorithm vs. the IFP

resolution invariant adjusting step of object

classical seq. of (dimH,μH) level change on H: (f, a) → (f, a× μH)

IFP seq. of (σ(I), μ∼(I)) modification on W : I ⊂ I′

by {hi | i} with respect to the degrees in zi’s, i.e., r(f) satisfies f − r(f) ∈ (hi | i)
and degzi r(f) < pei for all i. Then the modification I′ of I is defined by

I′ = D(G(H ∪ {(r(f), a× μ∼(I)) | (f, a) ∈ I})).

Note that I′ is a priori defined over ̂R. However, it is actually defined over the
henselization of R. From this, by étale descent argument, we actually see I′ is
defined over R. We also mention that, in fact, the modification is independent of
the choice of LGS. For the details, see [18].

Example 2.3.1. Assume char(k) = 2. Let I = D(G({(x2 + y5, 2)})) over
R = k[x, y](x,y). Then, H = {(x2 + y5, 2)} is an LGS of I, σ(I) = (2, 1, 1, . . .) and

μ∼(I) = 4. Since I = G(H ∪ {(y4, 1)}), the modification I′ of I is

I′ = D(G(H ∪ {(y4, 1× 4)})) = G({(x2, 2), (y4, 4)}).

Then H′ = {(x2, 2), (y4, 4)} is an LGS of I′, σ(I′) = (2, 1, 0, 0, . . .) and μ∼(I′) = ∞.
Thus the invariant of I at the origin 0 is inv0 = ((2, 1, 1, . . .), 4; (2, 1, 0, 0, . . .),∞).

Remark 2.3.2.
(1) So far we discussed the construction of the resolution invariant in the case where
no exceptional divisor is involved, using the D-saturation. When we take a sequence
of blow ups and hence the exceptional divisor is involved, the construction needs
further tunings so that the resolution invariant does not increase. We discuss this
issue in §2.4(3).
(2) We state the definition of the modification I′ of an idealistic filtration I when
the exceptional divisor is involved. Let H be an LGS of I and Y = {yj | j} the
defining variables of the components of the exceptional divisor E =

⋃

j Ej . Then

the modification I′ is defined by the formula

I′ = D(G(I ∪ {(r(f)
∏

j

y
−�aμH,Ej

(I)�
j , a× μ∼(I)) | (f, a) ∈ I})).

(3) In the simplest terms, the problem of resolution of singularities requires us to
make a variety nonsingular, a condition which is sufficient to be checked at the closed
points. Therefore, it should be sufficient to construct the resolution invariants only
at the closed points. Our resolution invariants are thus constructed at the closed
points. However, it is easy to extend the resolution invariants to the non-closed
points using the upper semi-continuity (cf. Theorem 2.4.1).
(4) For the points outside the support, we formally introduce the absolute minimum
value invmin of the resolution invariant, i.e., for any closed point P , we define

invP = invmin ⇔ P �∈ Supp(I).
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2.4. Properties of resolution invariant. A resolution invariant is expected
to have the following properties, in order for our algorithm to work:

(1) USC: it should be upper semi-continuous,
(2) Center: it should indicate how to choose the nonsingular center of blow up,

which meets the exceptional divisor with only simple normal crossings,
(3) Decrease: it should strictly decrease after permissible blow ups,
(4) Termination: it can not decrease infinitely many times, and
(5) Happy End: when it hits the absolute minimum value at some point P after

a sequence of blow ups, the resolution of singularity is achieved at P .

In the following, we discuss these properties of the resolution invariant in the IFP,
comparing them to those in the classical algorithm. Theorems 2.4.1 and 2.4.2 are
the fundamental results in the IFP appeared in [16] and [17].

(1) USC. We would like to decrease the maximum value of the resolution in-
variant by blow up. In order to achieve this goal, the center of blow up should
contain the maximum locus of the resolution invariant. One of the most reasonable
choices for the center is the maximum locus itself, where the center should be a
closed subset. In order to guarantee this last condition, the issue of the upper semi-
continuity naturally arises. In characteristic zero, the upper semi-continuity of the
resolution invariant boils down to that of the basic unit (dimH,μH), and hence
to that of μH , which follows easily from that of the order on a nonsingular space
H. In positive characteristic according to the IFP, the upper semi-continuity of the
resolution invariant boils down to that of the basic unit (σ, μ∼). Even though the
upper semi-continuity of the invariant σ is not so difficult, that of the invariant μ∼ is
subtle. Namely, the invariant μ∼ depends upon the order on the singular space de-
fined by the elements in an LGS, where the upper semi-continuity is not automatic.
To make the situation worse, an LGS may vary from point to point. However, the
following theorem establishes the upper semi-continuity over the closed points.

Theorem 2.4.1. Let S be a regular ring essentially of finite type over k and I a
D-saturated idealistic filtration over S. Then the function on Supp(I)∩maxSpecS,
defined by the pair P �→ (σ(IP ), μ

∼(IP )), is upper semi-continuous.

Sketch of the proof. The upper semi-continuity of σ(IP ) is easy. Note
that dimS − σ0 = dimL(IP )1 is the rank of the Jacobian matrix of I1 evaluated at
P , thus σ0 is upper semi-continuous. In general, we show the upper semi-continuity
of σj on the constant locus of (σ0, σ1, . . . , σj−1). As mentioned in Remark 2.2.2

(2), we can describe σj in terms of dimL(IP )pj ∩ S
[pj ]
P , which is controlled by the

rank of some Jacobian-like matrix but using ∂
xpj

i

’s instead of ∂xi
’s. Next we show

the upper semi-continuity of μ∼(IP ) on the constant locus of σ(IP ), which is the
harder part of the proof. For each P ∈ Supp(I), we construct a uniform LGS H on
a small affine open neighborhood U ⊂ SpecS of P , that is, the subset H ⊂ IU such
that HQ is an LGS of IQ for any Q ∈ U satisfying σ(IQ) = σ(IP ). After that, we
construct the uniform coefficients of an element of S in the expansion with respect
to H, which yields the upper semi-continuity of the invariant μ∼(IP ). �

(2) Center. Now we know that the maximum locus of the resolution invariant
is closed. As it is the candidate for the center of blow up, we also expect its
nonsingularity. In the classical algorithm, we distinguish the two cases according
to the value of the second entry μHr

of the last basic unit of the resolution invariant.
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In the case where μHr
= ∞, the maximal locus of the resolution invariant is nothing

but the support of the last object αr, and it locally coincides with Hr, since μHr
=

∞. Thus it is nonsingular, since so is Hr. The case where μHr
= 0 is called the

monomial case. The center is chosen to be the intersection of the components of
some simple normal crossing divisor in Hr, and hence it is nonsingular. In the IFP,
we have a similar distinction of the following two cases according to the value of the
second entry μ∼(Ir) of the last basic unit of the resolution invariant. In the case
where μ∼(Ir) = ∞, we take the center to be the support of the last modification.
Since the elements of an LGS may define a singular subvariety, it seems that one
cannot expect the nonsingularity of the support of the last modification. However,
the following nonsingularity principle guarantees it is actually nonsingular. The
case where μ∼(Ir) = 0 is also called the monomial case. We will discuss the
monomial case of the IFP in §2.5.

Theorem 2.4.2 (Nonsingularity principle for D-saturation).
Assume char(k) = p > 0. Let I be a D-saturated idealistic filtration with μ(I) ≥ 1
and μ∼(I) = ∞. Then there exist a part of an r.s.p. {xj | j} ⊂ R for R and

a set {ej | j} ⊂ Z≥0 of non-negative integers such that H = {(xpej

j , pej ) | j} is

an LGS of I and it generates I, i.e., I = G(H). In particular, the support of I is
Supp(I) = V(xj | j), which is nonsingular.

In the case where μ∼(I) = ∞, Theorem 2.5.2, which we will present later,
gives a similar but slightly weaker assertion than Theorem 2.4.2. For the proof of
Theorem 2.4.2, where Proposition 1.2.8 plays the key role, we only refer the reader
to the appendix of [17], since it has the same flavor as that of Theorem 2.5.2.

We do not discuss here the property that the center meets the exceptional
divisor with only simple normal crossings, which is realized by taking into account
the third factor of the basic unit of the resolution invariant (cf. beginning of §2.2).

(3) Decrease. Next we discuss how the resolution invariant decreases after
blow up. In the classical algorithm, the mechanism of the decrease is summarized
as follows. First of all, we show the non-increase of the resolution invariant, which
is in principle guaranteed by that of the weak order on a hypersurface of maximal
contact. After that, we show the strict decrease of the resolution invariant. Roughly
speaking, the center of blow up is defined by the intersection of the hypersurfaces
of maximal contact corresponding to the basic units of the resolution invariant.
After blow up, the point on the exceptional divisor is not contained in at least one
strict transform of hypersurfaces H of maximal contact, and the corresponding μH

decreases by the definition of H. In positive characteristic according to the IFP,
the first mechanism is more subtle, while the second mechanism works in a way
parallel to the classical one. There are two major issues as follows:

(i) Recall that one of the “natural” definitions for the transformation of an ideal-
istic filtration of r.f.g. type is given in Remark 1.6.3 (1). However, according
to this definition, the invariant may increase after blow up, without taking
any saturation.

(ii) The invariant for an idealistic filtration of r.f.g. type may increase when we
incorporate too large saturations. Namely, if we always take theD-saturation,
the DE-saturation, or those combined with the R-saturation after blow up,
the invariant may increase. See Example 2.5.3.
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The first issue (i) is rather innocent, since it is caused by the discrepancy of the ex-
ponent of the exceptional factors due to taking the round down. There are two ways
to resolve this issue. The first way is that we only deal with the idealistic filtrations
generated by the elements at the integral levels to avoid the discrepancy. This is
the method which we use in [18]. Another way is to allow the fractional powers of
the exceptional factors by considering a “bigger” category of rings. Details of this
approach will appear elsewhere, while this idea is already used in the construction
of the modification in [18]. The second issue (ii) concerning the effect of satura-
tions is more serious. One way to resolve this issue is to use the intermediate object
between the transformation of the original idealistic filtration (without taking any
saturations) and its D-saturation. We adopt this strategy in [18], by using the
notion of being relatively D-saturated (see Definition 2.5.4). Another way, though
the research in this direction is still in progress, is to use the full RDE-saturation,
but changing the definition of the weak order by factoring out monomials of the
exceptional variables elementwise, while keeping the information of the exceptional
factors. Anyway, the author does not have a decisive answer for the best tune-up of
the algorithm to resolve these issues at this moment. We will deal with the second
issue (ii) again in §2.5.

(4) Termination. We would like to design the resolution invariant not to de-
crease infinitely many times, in order for the algorithm to terminates after finitely
many steps. We assume that the maximum of the resolution invariant decreases
after each blow up, and that the center of blow up coincides with the maximum
locus. We would like to have the property that the maximum of the resolution
invariant reaches the absolute minimum after finitely many permissible blow ups.
We remark that this property is local, namely, if the resolution invariant cannot
decrease infinitely many times in any sequence of local permissible blow ups, then
the same property holds for the global maximum of the resolution invariant in any
sequence of permissible blow ups. It is verified by the following argument.

Sketch of the proof. Let W = W0
π1← W1

π2← W2 . . . be an infinite sequence
of blow ups along the nonsingular centers Ci ⊂ Wi such that the global maximum
αi = maxP∈Wi

invP of the resolution invariant is strictly decreasing, i.e., αi > αi+1

for any i ∈ Z≥0. We denote πi,j = πi+1 ◦ · · · ◦ πj : Wj → Wi for any i ≤ j. First we
show that there exists an infinite sequence t1 < t2 < . . . of nonnegative integers sat-

isfying the condition that Φ� =
{

j ∈ Z>t� | πt�+1,j(Cj) ∩
⋂

1≤i≤� π
−1
ti,t�+1(Ci) �= ∅

}

is an infinite set for any � ∈ Z>0. Set t0 = −1. If t0 < . . . < t� are already
constructed, then t�+1 is constructed as follows. Set S� =

⋂

1≤i≤� π
−1
ti,t�+1(Cti) ⊂

Wt�+1. Observe that πj+1 is isomorphic over S� for any j ∈ Z>t� \ Φ�, since
πt�+1,j(Cj) ∩ S� = ∅. Set F = {invP | P ∈ S�}. Note that #F < ∞, since invP is
upper semi-continuous. Set s = max{i ∈ Φ� | αi ∈ F}. Then we have

πs,j(Cj) ∩ π−1
t�+1,s(S�) ⊂

⋃

{

π−1
i,s (Ci) | i ∈ Φ� ∩ Z≤s

}

for all j ∈ Z≥s,

since π−1
t�+1,s(S�)\

⋃

i∈Φ�∩Z≤s
π−1
i,s (Ci) is isomorphic to S� \

⋃

i∈Φ�∩Z≤s
πt�+1,i(Ci) via

πt�+1,s, where the invariants are disjoint from {αi | i ∈ Φ�}, while the invariants

on Cj is αj . Moreover, we have πs,j(Cj) ∩ π−1
t�+1,s(S�) �= ∅ for any j ∈ Φ� ∩ Z≥s.

Therefore there exists some t�+1 ∈ Φ� ∩ Z≤s such that πs,j(Cj) ∩ π−1
t�+1,s(S�) ∩

π−1
t�+1,s

(Ct�+1
) �= ∅ for infinitely many j ∈ Φ�∩Z≥s, namely, #Φ�+1 = ∞. Set Vi,j =
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⋂

1≤a≤i π
−1
ta,ti(Ck) ∩

⋂

i<b≤j πti,tb(Ctb) ⊂ Wti for any i < j and Vi =
⋂

j∈Z≥i
Vi,j ⊂

Wti for any i ∈ Z>0. Then Vi,j �= ∅ by the above assertion and Vi �= ∅, since Vi is the
intersection of the decreasing sequence of nonempty closed subsets. It is also easy to
see that πti,tj (Vj) = Vi for any i ≤ j. Now choose Q1 ∈ V1 and Qi+1 ∈ π−1

ti,ti+1
(Qi)

for i ∈ Z>0 inductively. Then the local sequence · · ·Qi �→ · · · �→ Qi−1 �→ · · · �→ Q1

admits the infinitely many decreases of the invariant αt1 > αt2 > · · · . �

Thus we have only to discuss the local termination of the decrease of the resolution
invariant, and it is reduced to that of the basic unit. It is easy to see that the
first entry of the basic unit, dimH in the classical setting or σ in the IFP, does not
decrease infinitely many times. Thus the problem is boiled down to the termination
of the second entry of the basic unit, μH or μ∼, under the assumption that the first
entry stays constant. If the invariant is constructed by using only the D-saturation
or its variation, it is easy to see the termination of μ∼ just by an argument similar
to the one in the classical algorithm. The key point is that the generators of
the D-saturation is described explicitly in terms of the generators of the original
idealistic filtration. Therefore we can control their levels, and it gives us the bound
of the denominator of μ∼. However, unfortunately we do not have the proof of the
termination if the construction of the resolution invariant involves the R-saturation,
where we do not have the explicit description of the generators.

(5) Happy End. By the definition of invmin, the terminal situation is nothing
but the case of Supp(I) = ∅, where I is the transformation of the original idealistic
filtration G(IX×{1}). The total transform of X is now consisted of the exceptional
divisor only, and the strict transform of X has disappeared. Therefore, at some
stage in the resolution sequence, the strict transform of X itself coincides with a
component of the center of blow up, which is nonsingular and meets the excep-
tional divisor with only simple normal crossings. Thus the embedded resolution of
singularities for X is achieved at this stage.

2.5. Monomial case of IFP. The last topic of this section is the monomial
case of the IFP. As mentioned in §2.4, we have two cases according to the value of
μ∼ of the last basic unit of the resolution invariant; μ∼ = ∞ or μ∼ = 0. The case
of μ∼ = ∞ is already discussed in §2.4(2). The case of μ∼ = 0, the monomial case,
is more difficult. We discuss two ways to analyze the monomial case. The first way
is to utilize the R-saturation and the second way is to utilize the notion of being
relatively D-saturated. The former is an ongoing project, which has not evolved
into a precise algorithm, even though the author feels it has a good potential.
Actually, we show in Theorem 2.5.2 that the R-saturation yields the nonsingularity
principle also in the monomial case. This is a new result and appears here for the
first time. We also discuss the shortcomings of this approach. The latter leads us to
a new invariant, providing an alternative proof for embedded resolution of surfaces
[18]. This is done by incorporating the method of Benito-Villamayor [5] into the
framework of the IFP.

Recall the monomial case in the classical setting, where we analyze a pair (M,a)
of a monomial M of the defining variables of the components of the exceptional
divisor and a level a ∈ Z>0. Note that M lives on a hypersurfaces H of maximal
contact, which is nonsingular. Thus the support Supp({(M,a)}) is combinatorially
described in terms of a and the exponents of M . Therefore, it is easy to prescribe
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the way to handle the monomial case in the classical setting. However, in the setting
of the IFP, the last modification in the monomial case is generated by a monomial
at a certain level, on a possibly singular space defined by the elements in an LGS.
Therefore the irreducible components of Supp(I) also may be singular, a fact which
prevents us to apply the combinatorial argument as in the classical setting.

We review the monomial case in the IFP. Let Y = {yj | j} be the defining vari-
ables of the components of the exceptional divisor E =

⋃

j Ej and H = {(hi, p
ei) | i}

an LGS of I. Then I is in the monomial case if μ∼(I) = 0, i.e., μH(I) =
∑

j μH,Ej
(I).

Symbolically saying, “I is generated by H and (
∏

j y
μH,Ej

(I)

j , 1)”. More precisely,
the monomial case is expressed as follows:

There exists (Y α, b) ∈ I, where α = (αi | i) ∈ Z
#Y
≥0 , Y α =

∏

j y
αj

j and

b ∈ R>0, such that Ia ⊂ (hi | i) + (Y �(a/b)α�) for any a ∈ R>0.

Note that, if all the elements in H sit at level 1, i.e., {hi | i} is a part of an r.s.p. for
R, then we can apply the combinatorial argument as in the classical algorithm.

The first way to analyze the monomial case is to utilize the RDE-saturation.
This is the way which the author originally expected as a good candidate for tuning
the algorithm. Finally he obtained two facts concerning this candidate, one good
and one bad. The good fact is that the nonsingularity principle also holds if one
uses this candidate. The bad fact is that the invariant may increase after blow up
if we utilize the RDE-saturation.

Before stating this new nonsingularity principle, we prepare one proposition,
which is a generalization of Proposition 1.2.8.

Proposition 2.5.1. Assume char(k) = p > 0. Let Y ⊂ R be the defining
variables of the components of a simple normal crossing divisor E ⊂ SpecR, I ⊂ R
an ideal and e ∈ Z≥0. Then, the following conditions are equivalent:

(1) Diff≤pe−1
E (I) = I,

(2) there exist {fi | i} ⊂ R[pe] and {αi | i} ⊂ Z
#Y
≥0 such that I = (fiY

αi | i).

Proof. Set Δ = {0, . . . , pe − 1} and let M =
⊔

J∈Δ#Y R[pe]Y J ⊂ R be a

disjoint sum of R[pe]-submodule of R. Then (2) is equivalent to I = (I ∩M)R.

Step 1. First we show that we may replace R by its completion ̂R with respect

to the unique maximal ideal m of R. Set M ′ =
⊔

J∈Δ#Y
̂R[pe]Y J ⊂ ̂R. Since ̂R is

faithfully flat over R, it suffices to show the following equations

(I ∩M) ̂R = (I ̂R ∩M ′) ̂R and Diff≤pe−1
E (I) ̂R = Diff≤pe−1

E (I ̂R).

The former follows from the observation that (I ∩R[pe]Y J ) ̂R[pe] ⊃ I ̂R∩ ̂R[pe]Y J for

any J ∈ Δ#Y , since ̂R[pe] is flat over R[pe] (see [16] 1.3.1.3), and the latter follows

from Diff≤pe−1

R̂,E
= Diff≤pe−1

R,E ⊗R
̂R.

Now we prove the assertion replacing R with ̂R. As R is regular with κ(R) = k,
̂R is isomorphic to the formal power series ring over k. By taking an r.s.p. X � Y
for R, we regard R = k[[X � Y ]].

Step 2. We show that (2) implies (1). Note Diff≤pe−1
E (I) = Diff≤pe−1

E (I ∩M),

since I = (I ∩M). Recall that Diff≤pe−1
E =

⊕

|β|+|γ|≤pe−1 R · Y β∂(Y βXγ) (see [16]
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1.2.2.2). For g ∈ R[pe] and J ∈ Δ#Y , we have

Y β∂(Y βXγ)(gY
J ) = gY β∂(Y βXγ)(Y

J) = gY βδγ,0

(

J

β

)

Y J−β ∈ Z · (gY J ).

Thus Diff≤pe−1
E (I ∩M) = (I ∩M)R = I, which concludes (1).

Step 3. We show that (1) implies (2). Take g ∈ I and express it as g =
∑

J∈Δ#Y , K∈Δ#X gJ,KY JXK , where {gJ,K | J,K} ⊂ R[pe]. It suffices to show

{gJ,KY J | J,K} ⊂ I. Assume it does not hold. Then there exists a maximal J0
such that {gJ0,KY J0 | K} �⊂ I, and also a maximal K0 such that gJ0,K0

Y J0 �∈ I.

Now set D = Y J0∂Y J0∂XK0 =
∏

yu∈Y

(

y
j0,u
u ∂

y
j0,u
u

)

∏

xv∈X

(

∂
x
k0,v
v

)

. As D is a

composition of the operators in Diff≤pe−1
E , we have Dg ∈ I. Therefore we have

∑

J∈Δ#Y , K∈Δ#X

(

J

J0

)(

K

K0

)

gJ,KY JXK−K0 ∈ I.

If J0 �≤ J , then
(

J
J0

)

= 0 by its definition. If J0 < J , then {gJ,KY J | K} ⊂ I by the
maximality of J0. Thus we have

∑

K∈Δ#X

(

K

K0

)

gJ0,KY J0XK−K0 ∈ I.

If K0 �≤ K, then
(

K
K0

)

= 0 by its definition. If K0 < K, then gJ0,KY J0 ∈ I by the

maximality of K0. Therefore we have gJ0,K0
Y J0 ∈ I, which is a contradiction. �

By using Proposition 2.5.1, we have the following theorem.

Theorem 2.5.2 (Nonsingularity Principle for RDE-saturation).
Assume p = char(k) > 0. Let E ⊂ SpecR be a simple normal crossing divisor.
Let Y, Z ⊂ R be two disjoint subsets of R such that Y is the set of the defining
variables of the components of E and Y � Z is a part of an r.s.p. for R. Let I be
an RDE-saturated idealistic filtration and H = {(hi, p

ei) | i} ⊂ I a finite subset

satisfying hi − zp
ei

i ∈ mpei+1 for any i. Assume one of the following holds:

(1) Ia ⊂ I(H) for any a ∈ R>0, where I(H) = (hi | i).
(2) There exist m ∈ R>0 and α = (αj | j) ∈ Z

#Y
≥0 such that |α| ≥ m,

Y α ∈ Im + I(H) and Ia ⊂ I(H) +
(

Y �(a/m) α�) for any a ∈ R>0.

Then, all ei = 0, i.e., H = {(hi, 1) | i}, and {hi | i}�Y is a part of an r.s.p. for R.

Moreover, we have I = G(H) in ( 1), and I = G
(

H ∪ {(Y � i
dα�, imd ) | 1 ≤ i ≤ d}

)

in

( 2), where d = LCM{αj | j}.

Proof. We derive the contradiction assuming ei > 0 for some i. First consider
the case (2). By taking the quotient by (hi | ei = 0) if necessary, we may assume
ei > 0 for any i. Set e = min{ei | i} > 0, Y0 =

∏

αj>0 yj and J = I(H) + (Y0) ⊂ m.

Note that Ia + (Y0) = J for any 0 < a ≤ pe, since

J = (hi | ei ≥ e) + (Y0) ⊂ Ipe + (Y0) ⊂ Ia + (Y0) ⊂ I(H) + (Y0) = J.

Thus Diff≤pe−1
Y (J) = J . By Proposition 2.5.1, J is expressed as J =

(

Y β�fpe

� | �
)

.

Since J + (yj | j) = I(H) + (yj | j) �⊂ mpe+1 + (yj | j), some � satisfies f� �∈
(yj | j) + m2 and fpe

� ∈ J . Note that Y
max{αi|i}
0 ∈ (Y α) ⊂ Imin{m,pe}. By setting
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ε = min{m, pe}/max{αi | i} ∈ R>0, we have Ia = J for any 0 < a ≤ ε. Thus

f� ∈
√
J = J ⊂ (yj | j) +mpe ⊂ (yj | j) +m2, a contradiction.

We have seen ei = 0 for any i in (2). The proof for (1) is identical to this
argument by replacing Y0 with 0. The proof for the “Moreover” part is easily shown
by considering the expansion and the partial differential operators with respect to
the r.s.p. for R containing {hi | i} � Y . �

Note that (1) guarantees the nonsingularity of the support when μ∼(I) = ∞,
and (2) allow us to apply the combinatorial argument as in the classical algorithm
when μ∼(I) = 0. Thus we have the ideal situation in the last modification in
arbitrary dimension provided we are allowed to use the RDE-saturation.

However, the life is not so easy. In fact, if we utilize the RDE-saturation, the
invariant may increase after blow up, as illustrated by the following example.

Example 2.5.3. Assume char(k) = 2. Let I = G({(x2 + y5, 2)}) over R =
k[x, y](x,y). RecallRD(I) = G

(

{(x2 + y5, 2), (x, 5/8), (y, 1/4)}
)

, H = {(x2+y5, 2)},
σ = (2, 1, 1, . . .) and μ∼ = 8/5. Now blow up at the origin and look in y-chart,
namely, x �→ ex, y �→ e with the exceptional variable e. Then, the transformation of
I is I∨ = G({(x2+ e3, 2)}) with exceptional divisor E = {V(e)}. Therefore we have
RDE(I

∨) = G({(x2 + e3, 2), (e, 1/3), (x, 1/2)}), H = {(x2 + e3, 2)}, σ = (2, 1, 1, . . .)
and μ∼ = 2 > 8/5. Thus μ∼ increases after blow up.

In order to establish the non-increasing resolution invariant compatible with
RDE-saturation, the author is trying to construct a new algorithm. See §2.4(3)(ii).

Now we discuss the second way to analyze the monomial case where we only as-
sume the idealistic filtration is relatively D-saturated (for the definition, see below).
For the reason to use the notion of being relatively D-saturated, which is weaker
than the notion of being D-saturated, see the explanation of the construction of
the algorithm in the next paragraph.

Definition 2.5.4. An idealistic filtration I is called relatively D-saturated if
there exist an r.s.p.X ⊂ R for R and a subset Z ⊂ X such that L(D(I)) = k[zi

pei | i]
and I is {∂ZI | I}-saturated, i.e., f ∈ Ia ⇒ ∂ZIf ∈ Ia−|I| for all I. Note that
{∂ZI | I} ⊂ {∂XJ | J} depends not only Z but also X.

Remark 2.5.5. The notion of being relatively D-saturated can be traced back
to the construction of the coefficient ideal in the classical algorithm, where not all
the differential operators, but only the partial ones with respect to the variable
defining a hypersurface of maximal contact appear (cf. [4]). However, our direct
reference of this notion appears in Villamayor’s projection method [5], where this
notion has a more transparent interpretation. Namely, in their framework, they
consider a projection which is transversal to the tangent cone V(zi) of V(hi) for
each elements hi of an LGS of D(I). Then, roughly speaking, the composition of
them is a projection π : M = Spec k[X] → M ′ = Spec k[X \ Z] for some r.s.p. X
for R. Under this setting, the differential operators {∂ZI | I} is interpreted as the
differential operators on M which kill all the functions π∗OM ′ coming from M ′,
i.e., the relative differential operators with respect to π.

In [18], we construct the algorithm where the resolution invariant does not
increase after blow up. In this algorithm, we introduced the following construction
after blow up, to assure that the condition of being relatively D-saturated is always
satisfied.
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• If the resolution invariant up to the previous basic unit or the the invariant
σ of the D-saturation of the modification has decreased after blow up, then
take the full D-saturation of the transformation.

• Otherwise, i.e., if none of the above values decreases after blow up, just take
the transformation without any saturation, instead of taking itsD-saturation.

We can choose Z = {zi | i} in Definition 2.5.4 as a part of a generators of the ideal
which defines a nonsingular center of blow up. If σ is unchanged, the transformation
of an LGS is again an LGS, and thus, roughly speaking, {zi | i} survives after blow
up. Then the transformation of the variable after blow up π is π∗(zi) = ezi, where
e is the exceptional variable with respect to the exceptional divisor of this blow
up. This observation guarantees that the condition of being relatively D-saturated
persists to hold. For example, the following calculation shows that the condition of
being {∂z�

i
| � ∈ Z≥0}-saturated is preserved:

∂z�
i
((f, a)∨) = ∂z�

i
(e−�a�π∗f, a) = (e−�a�∂z�

i
(π∗(f)), a− �)

= (e�−�a�π∗(∂z�
i
f), a− �) = (∂z�

i
f, a− �)∨ = (∂z�

i
(f, a))∨.

We should mention, in contrast to the above calculation, that the operation of
taking the transformation and that of taking the full D-saturation do not commute.

In the case of μ∼ = ∞, we can show that in fact the last modification is D-
saturated and we can apply the nonsingularity principle. However, in the monomial
case, an LGS may define a singular subvariety and hence further analysis is needed.
For a surface in a three dimensional ambient space (in fact, with some additional
argument, also a surface embedded in an ambient space of arbitrary dimension),
we succeed in working out the algorithm according to the IFP by introducing an
additional invariant for the monomial case [18]. We do not explain the details of
this additional invariant here, but it should be mentioned that it is a simplification
of Benito-Villamayor’s analysis [5] of their monomial case to achieve the embedded
resolution of surfaces in positive characteristic.

Theorem 2.5.6. The IFP with the relative differential saturation gives an al-
gorithm for embedded resolution of surfaces in arbitrary characteristic.

Remark 2.5.7. We should mention that the embedded resolution of surfaces
(over an algebraically closed field) is already known. The proof in the case of a three
dimensional ambient space is given by Abhyankar [1], and also, for an excellent
surface, by Hironaka’s lectures at Bowdoin [14]. There are expository accounts
on them with some simplification, by Cutkosky [8] for Abhyankar’s work, and by
Hauser [10] for Hironaka’s work. The proof in the case of a higher dimensional
ambient space is given by Cossart-Jannsen-Saito [6] and later by Benito-Villamayor
[5]. Cossart-Jannsen-Saito generalizes Hironaka’s method, which gives rise to the
functorial embedded resolution of excellent surfaces. The embedded resolution of
surfaces by Villamayor’s projection method, or by the IFP, is expected as the first
step of the general projects toward the embedded resolution of arbitrary dimensional
varieties in positive characteristic.
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8(2):201–234, 1975. MR0384799 (52:5671)

[10] H. Hauser. Excellent surfaces and their taut resolution. In Resolution of singularities (Ober-
gurgl, 1997), volume 181 of Progr. Math., 341–373. Birkhäuser, Basel, 2000. MR1748627
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Algebraic Approaches to FlipIt

Josef Schicho and Jaap Top

Abstract. This paper discusses a simple application of mathematics to a
one person game which is, under various names, available on hand held game
consoles, mobile phones, and similar devices. A linear algebra approach is
presented in order to show properties of this puzzle. Using some more algebra,
the question whether the special case where the game is played on a toric grid

has a unique solution is briefly discussed.

Introduction

Various forms (in some cases merely describing special cases) of the game de-
scribed in this paper exist under names such as Button Madness, Fiver, FlipIt,
Lights Out, Magic Square, XL-25, Token Flip, and Orbix. The game can be de-
scribed as follows. Take a finite, simple, undirected graph Γ. By definition, this is
a finite nonempty set v(Γ), and a finite set e(Γ) ⊂ 2v(Γ) (the power set of v(Γ)),
such that every element of e(Γ) has cardinality 2. The elements of v(Γ) are called
the vertices of Γ, and the elements of e(Γ) are called the edges. For a, b ∈ v(Γ),
b ∈ v(Γ) is called a neighbour of a if {a, b} ∈ e(Γ).

The FlipIt game is now played as follows. The player is supposed to select a
subset S of v(Γ) in such a way, that for every a ∈ v(Γ) we have

# (S ∩ ({a} ∪ {b ∈ v(Γ) : {a, b} ∈ e(Γ)})) ≡ 1 mod 2.

An alternative way to describe this, begins by giving every vertex in the graph Γ
the value 0 (“lights out”). The player consecutively selects vertices

v1, v2, . . . , vf

and selecting vj results in switching the value of vj and of each of its neighbours.
So value 0 now becomes 1, and vice versa. Clearly, at the end of the sequence, a
vertex v will have value 1 precisely when it happened an odd number of times that
either it was selected, or one of its neighbours was selected. Now the aim of this
game is to find a sequence (vj)1≤j≤f of vertices such that the value of each element
of v(Γ) is changed to 1.

The main result on the FlipIt game is that such a sequence exists:
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Theorem 0.1. For every finite, simple, undirected graph Γ, the FlipIt game
admits a solution.

To our knowledge, no constructive proof of this result is known. In this note
we present a non-constructive proof using only basic linear algebra over the field
F2 consisting of precisely two elements. The properties of this field enter in an
interesting way: over F2 – and only over F2 –, every homogeneous quadratic function
is linear.

In a course at the Clay Mathematics Institute Summer School in Obergurgl
(2012) by the first author of this paper, the main topic was a game-theoretic ap-
proach to the problem of resolution of singularities (see [S]). As an aside, several
other games with a mathematical flavor were discussed, and FlipIt was one of them.
The proof in this paper (which the first author learned from the webpage of the
second author) was presented there.

The second author presented the same result in a lecture [T] aimed at (partly
non-mathematical) friends and colleagues of the Groningen operator theorist Henk
de Snoo, on the occasion of Henk’s retirement (2010). With his son he published
an expository note [TT] (also descibing constructive solutions for particular types
of graphs) in the Dutch mathematical journal for high school students Pythagoras.
Moreover he supervised two theses on the subject: a bachelor’s thesis [J] dealing
with uniqueness of solutions for particular types of graphs, and a master’s thesis [H]
investigating a technique from numerical linear algebra (notably the Block-Lanczos
method) to find a solution. During the Clay Summer School mentioned above, an
alternative, graph theoretic proof for the existence of solutions was presented by
one of the participants.

We are very grateful to Norbert Pintye from Budapest, another participant of
the summer school, who provided us with the following background on the FlipIt
game. We only slightly supplemented his original email message with additional
details.

The game is due to a Hungarian research psychologist and popular
science author László Mérő [M1], who not only invented the game
in the early 1980s, but created it in reality, called XL-25 [XL].
It was presented at the International Game Expo, London, 1983.
The first proof [M2] of the theorem - a purely graph theoretical
one - is also due to him, and was published at the Mathematical
and Physical Journal for Secondary Schools (KöMaL) in 1986.

The first proof using linear algebra is due to Klaus Sutner [Su].
The one presented below was also found (much earlier than we did)
by the Eindhoven problem solvers group O.P. Lossers [L]; Theo-
rem 0.1 above was actually proposed by Uri Peled from Chicago
as a problem in the Amer. Math. Monthly in 1992. Including
the one by the proposer, the Monthly received 42 solutions for
it. The problem (and solutions to it) were known in Eindhoven
before: in 1987, the Eindhoven mathematicians A. Blokhuis and
H.A. Wilbrink proposed the linear algebra formulation in the prob-
lem session of the Dutch journal Nieuw Archief voor Wiskunde, see
[BW]. The solution found by the proposers appeared 4 years later
[BW2]; according to the journal, three others also solved the prob-
lem.
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A generalisation of the problem has been described in [BR].
The Eindhoven mathematician Andries Brouwer [Br] collected

a lot of information on the problem, including various links and
references.

1. Linear algebra

Let Γ be a finite, simple, undirected graph. We enumerate the vertices as

v(Γ) = {1, 2, . . . , n} .
It is clear from the description of the FlipIt game, that any permutation of the
sequence (vj)1≤j≤f of selected vertices results in the same set of vertices switching
from 0 to 1. Moreover, if a vertex appears twice in the sequence, the result is
the same as when two appearances of this particular vertex are removed from the
sequence. In other words, the effect depends only on the unordered set

S := {v : v appears an odd number of times in (vj)1≤j≤f} .
Such a set is described by an element x = (ξ1, . . . , ξn) ∈ Fn

2 , with ξj = 1 ⇔ j ∈
S. The result of selecting precisely the vertices in S, or equivalently, the indices
where x has a nonzero coordinate, is also described by an element r ∈ Fn

2 : its
ith coordinate is nonzero precisely when vertex i has switched from 0 to 1 after
selecting all vertices in the set S.

In this way, FlipIt on the graph Γ may be descibed as a map

ϕ : {subsets of v(Γ)} = Fn
2 −→ {possible results} ⊆ Fn

2 ,

given by ϕ(x) = r. The question whether the game admits a solution translates into
the existence of a vector x ∈ Fn

2 such that ϕ(x) = 1, the vector with all coordinates
equal to 1. Below we will prove Theorem 0.1, i.e., we claim that such a vector x
exists.

Lemma 1.1. For a graph Γ as above, the associated map ϕ : Fn
2 → Fn

2 is linear
over F2. With respect to the standard basis of Fn

2 , it is given by a symmetric matrix
A = (ai,j).

Proof. From the description of FlipIt, if x, y ∈ Fn
2 correspond to sets of ver-

tices Sx = {v1, . . . , vs} and Sy = {w1, . . . wt}, respectively, then x+ y corresponds
to Sx ∪ Sy \ (Sx ∩ Sy). A vertex v is switched by selecting one of Sx, Sy and
then the other, precisely when it is switched by only one of them. This shows
ϕ(x+ y) = ϕ(x) + ϕ(y), implying that ϕ is linear over F2.

The ith column (a1,i, a2,i, . . . , an,i)
t of the matrix A shows the effect of only

selecting the vertex i. The result of this is that i and all its neighbours in Γ switch
from 0 to 1. Hence

aj,i = 1 ⇔ i = j or {i, j} ∈ e(Γ) ⇔ ai,j = 1

which proves that A is symmetric. �
Note that the diagonal d of the matrix A has all its entries equal to 1. Hence

Theorem 0.1 is a special case of the following more general result.

Theorem 1.2. Suppose B = (bi,j) is a symmetric n×n matrix with coefficients
in the finite field F2. Let d = (d1,1, d2,2, . . . , dn,n)

t be the diagonal of B, which we
regard as a column vector.

Then the equation Bx = d admits a solution x ∈ Fn
2 (here x is a column vector).
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Proof. One defines a bilinear form Fn
2 × Fn

2 → F2 by

(x, y) 
→ x · y :=
∑

ξjηj

where x = (ξ1, . . . , ξn) and y = (η1, . . . , ηn). This form is nondegenerate, which
means that if x · y = 0 for every y ∈ Fn

2 , then x is the zero vector.
Given a nonempty S ⊂ Fn

2 , its orthogonal complement S⊥ is defined by

S⊥ := {x ∈ Fn
2 : x · s = 0 ∀s ∈ S} .

This is a linear subspace of Fn
2 . Since the bilinear form used here is nondegenerate,

we have that dimS⊥ = n− dim span(S).
Moreover, for subspaces V,W ⊂ Fn

2 it is true that

V ⊂ W ⇔ V ⊥ ⊃ W⊥

and

V ⊥⊥
= V.

We have to prove that Bx = d has a solution, in other words, that

span(d) ⊂ B(Fn
2 ).

This is equivalent to showing that

B(Fn
2 )

⊥ ⊂ {d}⊥.
To show that the latter inclusion indeed holds, let y ∈ B(Fn

2 )
⊥. Then in particular

y · (By) = 0. Writing y = (η1, . . . , ηn)
t, this means

0 =
∑

i,j

bi,jηiηj =

n
∑

i=1

bi,iηi = d · y,

since B is symmetric and we work over F2. This proves the result. �
Remark 1.3. The argument given here shows (and uses) that the quadratic

map given by x 
→ x · (Bx) is linear over F2, and in fact it may also be described
as x 
→ x · d. It is clear from this that for the proof it is crucial that we work over
F2: over other fields, quadratic maps are not linear.

Evidently, the above existence proof is nonconstructive. Constructions of solu-
tions, for example in case the graph Γ is an m × n rectangular grid with m ≤ 4,
can be found in [TT] and in [DF+].

Exercise 1.4. Provide a constructive solution on the n× n square grid.

2. Polynomial algebra

In a variant of the game, one may give any possible target y ∈ Fn
2 and ask for x

such that ϕ(x) = y. This game is solvable for every y if and only if the linear map
ϕ : Fn

2 → Fn
2 is invertible, and this depends on the graph Γ. If ϕ is not invertible,

then the probability of solvability is a (negative) power of 2, because the image of
ϕ is an F2-vectorspace and therefore its cardinality is a power of 2.

We can compute these probabilities for certain graphs, called toric grids. For
integers u, v ≥ 3, the graph Tu,v has vertex set {(i, j) | 0 ≤ i < u, 0 ≤ j < v}; there
is an edge {(i1, j1), (i2, j2)} if and only if (i1 = i2 and j1 − j2 ≡ ±1 mod v) or
(j1 = j2 and i1 − i2 ≡ ±1 mod u). Each subset of v(Tu,v) corresponds to a unique
polynomial in the polynomial algebra R := F2[x, y]/〈xu − 1, yv − 1〉, namely the
sum of all xiyj with (i, j) in the subset. Stretching the language, we also denote
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by ϕ the linear function R → R that maps the polynomial f =
∑

(i,j)∈S xiyj

corresponding to a subset S, to the polynomial corresponding to ϕ(S). Then ϕ is
equal to multiplication by the polynomial 1+ x+ x−1 + y+ y−1 ∈ R. Theorem 0.1
applied to the graph Tu,v states that t :=

∑

0≤i<u,0≤j<v x
iyj is in the image of ϕ;

in fact, in this special case we have ϕ(t) = t.

Theorem 2.1. The ratio of subsets of v(Tu,v) for which the above variant
of FlipIt is solvable equals 2−r, where r is the dimension of the quotient algebra
R/〈1 + x + x−1 + y + y−1〉. In particular, the variant is solvable for all subsets if
and only if r = 0, i.e. 1 + x+ x−1 + y + y−1 is invertible in R.

Proof. The image of ϕ is the principal ideal I = 〈1 + x + x−1 + y + y−1〉.
Assume that its dimension as an F2-vectorspace is s. Then the ratio of elements in
the image compared to elements in R is 2s−n, where n = uv. On the other hand,
n− s is the dimension of the quotient algebra R/I. �

Here is a table showing the numbers r for u, v ≤ 18. We used the computer
algebra [M] for the calculation. A more extensive table can be found on [Br].

u, v 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
3 4 4 2 6 2 4 4 4 2 6 2 4 4 4 2 6
4 4 0 0 8 0 0 4 0 0 8 0 0 4 0 0 8
5 2 0 8 2 0 0 2 8 0 2 0 0 10 0 0 2
6 6 8 2 8 2 8 6 4 2 12 2 4 6 8 2 8
7 2 0 0 2 0 0 14 0 0 2 0 0 2 0 0 14
8 4 0 0 8 0 0 4 0 0 16 0 0 4 0 0 8
9 4 4 2 6 14 4 4 4 2 6 2 16 4 4 2 6
10 4 0 8 4 0 0 4 16 0 4 0 0 12 0 0 4
11 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 2
12 6 8 2 12 2 16 6 4 2 16 2 4 6 16 2 12
13 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 2
14 4 0 0 4 0 0 16 0 0 4 0 0 4 0 0 28
15 4 4 10 6 2 4 4 12 2 6 2 4 12 4 18 6
16 4 0 0 8 0 0 4 0 0 16 0 0 4 0 0 8
17 2 0 0 2 0 0 2 0 0 2 0 0 18 0 16 2
18 6 8 2 8 14 8 6 4 2 12 2 28 6 8 2 8

A simpler special case of the game is obtained by using a chain consisting of n ≥
3 vertices. Each vertex i now corresponds to the monomial xi ∈ Rn := F2[x]/(x

n+
1). In the game, selecting the vertex i corresponds to adding xi(x+x−1+1) to the
element already obtained. The fact that the game has a solution means that the
element t :=

∑n
i=1 x

i is in the ideal (x+ x−1 + 1)Rn. A different generator of this
ideal is x2+x+1. So the conclusion is that the game has a unique solution precisely
when gcd(x2+x+1, xn+1) = 1 in the polynomial ring F2[x], which is equivalent to
n �≡ 0 mod 3. And in case 3|n, the ‘probability’ of the variant of the game described
above equals 1/4: indeed, #Rn/(x

2 + x+ 1) = #F2[x]/(x
2 + x+ 1) = 4.

As the above table suggests, the situation is not as simple for the toric grids
Tu,v. We will now briefly indicate how one can describe in terms of the integers
u, v, the cardinality of the set of solutions to the FlipIt game.
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The polynomial algebra R = Ru,v := F2[x, y]/(x
u + 1, yv + 1) is a finite, com-

mutative ring, hence in particular every element in Ru,v is either a unit or a zero-
divisor. For a, b ≥ 0, the kernel of the reduction homomorphism

π : R2au,2bv −→ Ru,v

consists of nilpotent elements, hence an element α ∈ R2au,2bv is a unit if and only

if its image π(α) ∈ Ru,v is a unit. Applying this to 1 + x + x−1 + y + y−1, the
conclusion is that the FlipIt game has a unique solution for Tu,v if and only if it
has a unique solution for T2au,2bv.

This reduces the problem of unique solvability for toric grids to the case where
both u and v are odd. In this case, Ru,v is the coordinate ring of the finite set

μu × μv consisting of all pairs (α, β) ∈ F2 × F2 satisfying αu = βv = 1 (Here F2

denotes a fixed algebraic closure of F2). Hence f ∈ Ru,v is a unit precisely when
f(α, β) �= 0 for all (α, β) ∈ μu × μv. Applying this to

g := 1 + x+ x−1 + y + y−1 ∈ Ru,v,

a direct consequence is: suppose 3|u. Take (ω, 1) ∈ μu × μv where ω is a primitive
cube root of 1. Then g(ω, 1) = 0, hence the Flipit game on Tu,v has more than one
solution whenever 3|uv.

Similarly, suppose 5|u and 5|v. Taking a primitive 5th root of unity ζ, one has
g(ζ, ζ2) = 0 hence also in this case, the game has more than one solution.

A general statement in the same spirit is: if the FlipIt game on Tu,v has more
than one solution, then it also has several solutions on Tu′,v′ whenever u|u′ and
v|v′. This is true since a zero of g in μu × μv is obviously also a zero of g in the
larger set μu′ × μv′ .

To say slightly more, suppose ζn, ζm ∈ F2 have exact order n andm respectively
(so they are primitive nth and mth roots of unity) and suppose g(ζn, ζm) = 0. This
implies in particular that the degree of the field F2(ζn, ζm) over each of the subfields
F2(ζm) and F2(ζn) is at most 2. As a consequence,

[F2(ζm) : F2]

[F2(ζn) : F2]
∈ {1

2
, 1, 2}.

Since the extension field of F2 generated by a primitive kth root of unity has degree
ord(2, k) := the order of 2 mod k in the group (Z/kZ)×, one concludes

ord(2,m)

ord(2, n)
∈ {1

2
, 1, 2}.

As an example, the toric grid T5,7 admits a unique solution. Namely, g(1, α) and
g(β, 1) are zero only for α, β of order 3, which do not occur in μ5 or μ7. And
g(ζ5, ζ7) �= 0 since ord(2, 5)/ord(2, 7) = 4/3.

As a final remark, for u, v odd, the dimension r of the quotient algebra R/gR
introduced above, equals the cardinality of the set

V (g) := {(α, β) ∈ μu × μv : g(α, β) = 0}.

So the toric grid cases of FlipIt allows a nice interpretation which may be described
in terms of elementary algebraic geometry.
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Higher Semple-Nash blowups and F-blowups

Takehiko Yasuda

Abstract. We give an exposition on the one-step desingularization problem
by using higher Semple-Nash blowups and F-blowups.

1. Introduction

The most common and successful approach to resolution of singularities is,
roughly speaking, to improve singularities step by step with blowups along smooth
centers. One needs to choose centers of blowups and prove that singularities are
actually improved after blowups, looking at invariants. Such arguments are of alge-
braic nature rather than geometric. Hironaka’s proof of resolution of singularities
in characteristic zero is a milestone in this approach [15].

An alternative approach with blowups more geometrically constructed were
proposed by Semple [28], and then independently by Nash; we call them (classical)
Semple-Nash blowups.1 Given a variety, the blowup is defined as the parameter
space of the tangent spaces at smooth points and their limits at singular points.
They asked whether an iteration of Semple-Nash blowups always leads to a smooth
variety. If the answer is yes, then we would have a completely geometric and
canonical way of desingularizing. Also there is a similar question on normalized
Semple-Nash blowups instead of Semple-Nash blowups; the normalized Semple-
Nash blowup is the Semple-Nash blowup followed by the normalization. Both
questions are still open in characteristic zero,2 although affirmative results for some
classes of singularities have been obtained. We refer the reader to Introduction of
[30] for a historical account and to [3, 7, 27] for recent works in the toric case.

This paper concerns another geometric approach proposed by the author in
[36] and subsequent works. The difference from Semple and Nash’s is that instead
of iterating blowups, one constructs a series of blowups directly from the given
variety, using not only first-order data, but also higher order ones. Each blowup is
the parameter space of some geometric objects on the given variety. So far, there
exist essentially two different but similar such constructions. One is what we call
higher Semple-Nash blowups, considered mainly in characteristic zero. The other

2010 Mathematics Subject Classification. 14E15, 14B05, 14J17.
1The blowups are often called like Nash blowing-ups. It seems that it was Lejeune-Jalabert

[23] who rediscovered Semple’s work in this context and pointed out that his construction is the
same as Nash’s. The author learned about Semple’s work from Pedro González Pérez.

2In positive characteristic, the Semple-Nash blowup of a singular variety can be trivial (see
[25]), and one cannot resolve singularities using this method.

c©2014 Takehiko Yasuda
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is called F-blowups, defined only in positive characteristic. As for the former, the
n-th Semple-Nash blowup is defined as the parameter space of n-th infinitesimal
neighborhoods of smooth points and their limits as subschemes, constructed as a
subscheme of a suitable Hilbert scheme. The first Semple-Nash blowup coincides
with the classical Semple-Nash blowup. In the definition of F-blowups, we use in-
finitesimal neighborhoods defined with Frobenius powers of maximal ideals instead
of ordinary powers.

A central question on these blowups is: given a variety, does there exist a
smooth variety in the series of blowups? If this is the case, we can resolve singular-
ities in one step. Moreover the resulting smooth variety would keep a more direct
link with the original than in other constructions of desingularization. Unfortu-
nately the answer seems to be be generally negative, as far as higher Semple-Nash
blowups and F-blowups are concerned. For instance, the author [40, Remark 1.5]
conjectured that all higher Sepmle-Nash blowups of the A3-singularity of dimension
two are singular. As for F-blowups, there are surface singularities whose F-blowups
are all singular [11, 12]. On the other hand, we obtain resolutions having un-
expected interesting features in several special cases: both blowups work well for
curve singularities. For F-regular surface singularities, high F-blowups give the
minimal resolution. For some three-dimensional Gorenstein singularities, they give
a crepant resolution.

Another interesting feature of F-blowups is a relation with theG-Hilbert scheme
introduced by Ito and Nakamura [20]. For a smooth quasi-projective variety M
with a faithful action of a finite group G, the associated G-Hilbert scheme gives
a canonical modification of the quotient variety M/G. If G has order prime to
the characteristic of the base field, then there exists a natural morphism from the
G-Hilbert scheme to every F-blowup. Moreover this morphism is an isomorphism
for sufficiently high F-blowups.

Sections 2 and 3 deal with higher Semple-Nash blowups and F-blowups respec-
tively. Then Section 4 provides some open problems.

Convention. For simplicity, we will work over an algebraically closed field
k. A variety means a separated integral scheme of finite type over k. Points of a
variety mean closed points. Most results in this paper can be generalized to perfect
base fields. A singularity often means a germ of variety.

2. Higher Semple-Nash blowups

In this section, we suppose that k has characteristic zero.

2.1. Classical Semple-Nash blowups. Let X ⊂ An
k be a d-dimensional

affine variety with the smooth locus Xsm. For each x ∈ Xsm, the tangent space
TxX is identified with a d-dimensional linear subspace of An

k and corresponds to a
point of the Grassmaniann G(d, n): the point is denoted by [TxX]. The map

γ : Xsm → G(d, n), x �→ [TxX]

is called the Gauss map. The classical Semple-Nash blowup of X is defined as the
graph closure of γ. More precisely,

Definition 2.1. The classical Semple-Nash blowup of X, denoted SNB(X), is
defined to be the Zariski closure of the locally closed subset {(x, [TxX]) | x ∈ Xsm}
of X ×G(d, n).



HIGHER SEMPLE-NASH BLOWUPS AND F-BLOWUPS 329

The projection SNB(X) → X is projective and birational. Hence this is actu-
ally isomorphic to the blowup with respect to some ideal of OX (see [14, Ch. II,
Th. 7.17]). The blowup is, in fact, independent of the embedding of X into An

k .
Moreover, we can define the classical Semple-Nash blowup of a non-affine variety
by gluing those of affine charts.

Theorem 2.2 ([25]). The blowup SNB(X) → X is an isomorphism if and only
if X is smooth.

This theorem implies in particular that curve singularities can be resolved by it-
eration of Semple-Nash blowups. Let us denote by SNBn(X) the n-iterated Semple-
Nash blowup of a variety X.

Corollary 2.3. If X has dimension one, for n � 0 the variety SNBn(X) is
smooth.

Definition 2.4. The normalized Semple-Nash blowup of X, denoted S̃NB(X),
is the normalization of SNB(X) endowed with the canonical morphism onto X. For

n > 0 the n-iterated normalized Semple-Nash blowup of X is denoted by S̃NB
n
(X).

After works of González-Sprinberg [8] and Hironaka [16], Spivakovsky proved
the following result:

Theorem 2.5 ([30]). If X has dimension two, then for n � 0 the variety
˜SNB

n
(X) is smooth.

2.2. Definition. LetX be an irreducible variety of dimension d. For an integer
l > 0, a length l subscheme of X is a zero-dimensional subscheme of X whose
coordinate ring is an l-dimensional k-vector space. The Hilbert scheme Hilbl(X)
parameterizes the length l subschemes of X. The point of Hilbl(X) corresponding
to Z is denoted by [Z]. There exists a closed subscheme U of Hilbl(X)×X, called
the universal family, such that the fiber of the projection U → Hilbl(X) over [Z]
is Z. The Hilbert scheme has the following universal property: If Z ⊂ T ×X is a
flat family over a scheme T of length l subschemes of X, then there exists a unique
morphism f : T → X such that Z is the pullback of the universal family U by f .
Conversely, given a morphism f : T → Hilbl(X), we obtain a family of length l
subschemes of X over T by pulling back U by f . For more details on the Hilbert
scheme, see for instance [13].

For a point x ∈ X, we denote by mx ⊂ OX its maximal ideal. The n-th
infinitesimal neighborhood of x, denoted x(n), is the closed subscheme of X defined
by mn+1

x , which is zero-dimensional and supported at x. Let Xsm denote the smooth

locus of X. If x ∈ Xsm, then x(n) has length
(

n+d
d

)

, hence corresponds to a point

[x(n)] of the Hilbert scheme Hilb(n+d
d )(X).

Definition 2.6 ([36]). The n-th Semple-Nash blowup ofX, denoted SNBn(X),
is the Zariski closure of {[x(n)] | x ∈ Xsm} in Hilb(n+d

d )(X).3

3In [36], this blowup was called the n-th Nash blowup and defined in a slightly different way:

the blowup was defined to be the Zariski closure of {(x, [x(n)]) | x ∈ Xsm} in X ×Hilb(n+d
d

)(X).

However as we are working in characteristic zero, from Proposition 1.3 in that paper, the two
definitions coincide.
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Each point of SNBn(X) corresponds to a zero-dimensional subscheme Z ⊂ X,
which is a limit of n-th infinitesimal neighborhoods of smooth points along some
path; the point of SNBn(X) is denoted by [Z]. Such a subscheme Z satisfies the
following properties:

• Z has length
(

n+d
d

)

,
• Z is supported at a point, say x ∈ X, and then,
• Z is scheme-theoretically contained in x(n).

For every n, there exists a map

πn : SNBn(X) → X, [Z] �→ Supp(Z).

We can show that the map is in fact a projective and birational morphism of
varieties. The zeroth Semple-Nash blowup is identical to X. The first Semple-Nash
blowup is identical to the classical Semple-Nash blowup (Corollary 2.10). Note
that SNBn+1(X) does not generally dominate4 SNBn(X) (see Example 2.15). In
particular, SNBn+1(X) and SNB1(SNBn(X)) do not generally coincide.

2.3. Blowups at modules.

Definition 2.7. Let X be a reduced Noetherian scheme and M a coherent
OX -module. A proper birational morphism f : Y → X is called a flattening of M
if the pullback of M by f modulo the torsion part, f∗M/tors, is flat. A flattening of
M is called universal if any other flattening of M factors through it. The universal
flattening is also called the blowup at M. For details, see [26, 34].

If M is flat of constant rank, say r, on an open dense subset of X, then the
blowup at M exists and can be constructed as the union of those irreducible com-
ponents of the Quot scheme Quotr(M) that dominate an irreducible component of
X. As explained in the cited papers, the blowup at a module is actually identical
to the blowup at some ideal (sheaf). In the case where X is affine, such an ideal is
obtained as the r-th Fitting ideal of some modification of M . However we cannot
generally choose an ideal in a canonical way.

Proposition 2.8 (For instance, see [8]). The classical Semple-Nash blowup
SNB(X) of a variety X is identical to the blowup at the module of differentials,
ΩX/k.

Higher Semple-Nash blowups are also described as blowups at certain modules:
Given a variety X, we put Pn

X := OX×X/In+1
Δ , where IΔ is the defining ideal sheaf

of the diagonal. The sheaf Pn
X , regarded as an OX -module, is called the sheaf of

principal parts of order n.

Proposition 2.9 ([36]). The n-th Semple-Nash blowup SNBn(X) of a variety
X is the blowup at Pn

X .

Corollary 2.10. For a variety X, the first Semple-Nash blowup SNB1(X) is
identical to the classical Semple-Nash blowup SNB(X).

Proof. Since the inclusion map OX ↪→ Pn
X gives a section of the quotient map

Pn
X → OX = Pn

X/(IΔ/I
n+1
Δ ),

4For two proper birational morphisms of varieties Y → X and Y ′ → X, we say that Y
dominates Y ′ if the natural birational map Y ��� Y ′ is defined on the entire Y .
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the sheaf Pn
X decomposes as OX ⊕ (IΔ/I

n+1
Δ ). Since the first summand OX does

not affect the blowup, SNBn(X) is also the blowup at IΔ/I
n+1
Δ . For n = 1, this

shows the corollary. �

We may use the proposition as the definition of higher Semple-Nash blowups.
Sometimes this is more useful and also valid in a more general setting. For instance,
suppose thatR is a local complete Noetherian k-algebra and that it is reduced and of
pure dimension. Then the n-th Semple-Nash blowup ofX = SpecR is defined as the
blowup at the complete module of principal parts, R̂⊗R/In+1

Δ . Then, for a point x

of a variety X, if we put ̂X = Spec ÔX,x, then we have SNBn(X)×X
̂X = SNBn( ̂X).

2.4. Separation of analytic branches. For a point x of a variety X, let

Y := Spec ÔX,x and Yi, i = 1, . . . , l, its irreducible components. Then

SNBn(Y ) = SNBn(X)×X Y =
l
⋃

i=1

SNBn(Yi).

If SNBn(Yi), i = 1, . . . , l, are mutually disjoint, then we say that the n-th Semple-
Nash blowup separates the analytic branches at x.

Proposition 2.11 ([36]). Let X be a variety. Then, for n � 0, the n-th
Semple-Nash blowup separates the analytic branches at every point.

Sketch of the proof. Suppose that for i 	= j, SNBn(Yi) and SNBn(Yj) in-
tersect, say at a closed point [Z] ∈ SNBn(Yi) ∩ SNBn(Yj). Then the subscheme

Z of X is contained in the zero-dimensional scheme x(n) ∩ Yi ∩ Yj , whose length
is the value of the Hilbert-Samuel function of Yi ∩ Yj at n. On the other hand,

if X has dimension d, then Z has length
(

n+d
d

)

by construction, the value of the
Hilbert-Samuel function of k[[x1, . . . , xd]] at n. Since dimYi ∩ Yj < d, for n � 0,
we obtain the contradiction

length(Z) ≤ length(x(n) ∩ Yi ∩ Yj) <

(

n+ d

d

)

= length(Z).

This proves the separation of the branches Yi and Yj . A simultaneous separation
at all points follows from the upper semi-continuity of the Hilbert-Samuel function
[4]. �

2.5. Resolution of curve singularities.

Theorem 2.12 ([36]). Let X be a one-dimensional variety. Then for n � 0,
SNBn(X) is smooth.

Thus our dream of resolution in one step is realized in dimension one in char-
acteristic zero. For a similar result in positive characteristic, see Section 3.3. Of
course, the normalization also resolves curve singularities in one step. However, our
construction is more geometric and moduli-theoretic.

The theorem follows from a more precise result. Let ν : X̃ → X be the
normalization of a variety X. Then the conductor ideal sheaf of X is defined as the
annihilator of ν∗OX̃/OX . The conductor subscheme C of X is the closed subscheme
defined by the conductor ideal sheaf, which is supported along the non-normal locus
of X.
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Theorem 2.13. Let X be a one-dimensional variety. Let [Z] ∈ SNBn(X)
correspond to a zero-dimensional subscheme Z ⊂ X. If Z is not scheme-theoretically
contained in C, then SNBn(X) is smooth at [Z].

Theorem 2.12 obviously follows from Theorem 2.13. In turn, Theorem 2.13
follows from a more precise result for an analytically irreducible singularity. In
this case, we can completely determine for which n, SNBn(X) is regular. So put
X = SpecR, where R ⊂ k[[x]] is a k-subalgebra such that k[[x]]/R is a finite-
dimensional k-vector space. We define a set S of non-negative integers as follows:
s ∈ S if and only if there exists a power series f of order s in R. Then S becomes
a numerical monoid. Namely, it contains zero, is closed under addition, and the
complement N \ S is a finite set. We label its elements as

0 = s−1 < s0 < s1 < · · · .

Theorem 2.14. For X = SpecR as above, SNBn(X) is regular if and only if
sn − 1 ∈ S. In particular, for n � 0, SNBn(X) is regular.

Outline of the proof. Let X̃ be the normalization of X. The natural mor-
phism

φn : X̃ → SNBn(X) ⊂ Hilbn+1(X)

corresponds to a family of subschemes of X over X̃. Restricting the family to
the first infinitesimal neighborhood Spec k[x]/(x2) of the closed point of X̃ =
Spec k[[x]], we obtain a first-order deformation of a subscheme of X. The morphism
φn is an isomorphism if and only if the composition

Spec k[x]/(x2) ↪→ X̃
φn−−→ SNBn(X)

is a closed immersion. This is then equivalent to that the first-order deformation is
non-trivial. Analyzing the deformation in detail, we can determine whether φn is
an isomorphism, and get the theorem. �

Example 2.15. For X = Spec k[[x5, x7]], the scheme SNBn(X) is non-normal
only when n = 0, 1, 2, 3, 4, 6, 7, 11. This shows that in general there does not exist
a morphism SNBn+1(X) → SNBn(X).

Remark 2.16. The author has computed higher Semple-Nash blowups of a few
surface singularities, using a computer. The computation seems to indicate that
higher Semple-Nash blowups of the A3-singularity form a non-stabilizing sequence
of singular varieties, as stated in [40, Remark 1.5]. In particular, this is probably
a counterexample for the one-step resolution by a higher Semple-Nash blowup.

2.6. Flag higher Semple-Nash blowups. A slight change of the definition
provides blowups with nicer properties than higher Semple-Nash blowups.

Definition 2.17 ([37]). Let X be a variety. The n-th flag Semple-Nash blowup
of X, denoted fSNBn(X), is the Zariski closure of

{([x], [x(1)], . . . , [x(n)]) | x ∈ Xsm}
in

∏n
m=0 Hilb(m+d

d )(X).

The variety fSNBn(X) is isomorphic to the irreducible component of

SNB0(X)×X SNB1(X)×X · · · ×X SNBn(X)
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dominating X. The flag higher Semple-Nash blowup has the following properties,
which the higher Semple-Nash blowup does not have:

• For varieties X and Y, fSNBn(X)× fSNBn(Y ) ∼= fSNBn(X × Y ).
• For a smooth morphism Y → X, fSNBn(Y ) ∼= Y ×X fSNBn(X).
• For m ≥ n, fSNBm(X) dominates fSNBn(X).

In spite of these, however, the flag construction seem not to help in desingularization
of higher dimensional singularities such as the A3-singularity (Remark 2.16).

3. F-blowups

In this section, we will work over an algebraically closed field k of characteristic
p > 0.

3.1. Definition. F-blowups are a variant of higher Semple-Nash blowups in
positive characteristic. In its definition, we just use Frobenius powers of maxi-
mal ideals instead of ordinary powers. This slight change in the definition makes
a big difference in the behavior of blowups especially in higher dimensions. As
expected from the name and construction, the blowup has a close relation with
F-singularities, more precisely, with various classes of singularities defined with
Frobenius maps.

Let X be a variety and x a point on this variety with the maximal ideal

mx ⊂ OX . For e ≥ 0, the e-th Frobenius power of mx, denoted m
[pe]
x , is the ideal

(sheaf) generated by fpe

, f ∈ mx (the Frobenius power is defined for any ideal
in a commutative ring of positive characteristic). We denote by x[pe] the closed

subscheme of X defined by m
[pe]
x . This is a zero-dimensional subscheme supported

at x. Let F : X → X be the Frobenius morphism: this is the identity map of
the underlying topological space and corresponds to the map of sheaves of rings
F ∗ : OX → OX , f �→ fp. We denote by F e the e-times iteration of F. Then x[pe]

is equal to the scheme-theoretic preimage (F e)−1(x) of x by F e. If x ∈ Xsm and
d := dimX, then x[pe] has length ped and corresponds to a point of Hilb

ped
(X),

denoted by [x[pe]].

Definition 3.1 ([40]). The e-th F-blowup of a d-dimensional variety X is the
Zariski closure of {[x[pe]] | x ∈ Xsm} in Hilb

ped
(X). It is denoted by FBe(X).

Like in the case of higher Semple-Nash blowups, for each e there exists a pro-
jective birational morphism

FBe(X) → X, [Z] �→ Supp(Z).

3.2. Basic properties.

Proposition 3.2. The e-th F-blowup of X is the blowup at F e
∗OX .

From the definition, the blowup at a module M is trivial if and only if the
quotient module M/tors modulo the torsions is flat. By Kunz’s theorem [22], for
e > 0, the module F e

∗OX is flat exactly over Xsm. For every e > 0, since F e
∗OX is

torsion-free, the e-th F-blowup is trivial if and only if X is smooth. Again, using
the proposition, we can generalize F-blowups to the complete local case.

Like flag higher Semple-Nash blowups, F-blowups have nice functorial proper-
ties:
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Proposition 3.3. F-blowups are compatible with smooth morphisms and prod-
ucts.

3.3. Separation of analytic branches and resolution of curve singu-
larities. In a similar way with the proof of Proposition 2.11, we can prove:

Proposition 3.4 ([40]). Let X be a variety and x ∈ X. For e � 0, the e-th
F-blowup separates analytic branches at x.

To obtain a simultaneous separation of analytic branches at all points of X,
we need that Hilbert-Kunz functions5 associated to points of X are bounded from
above, but the author does not know whether this holds.

The proof of the following theorem is similar (even easier) to the one of Theorem
2.12:

Theorem 3.5 ([40]). Let X be a one-dimensional variety. For e � 0, FBe(X)
is smooth.

3.4. The monotonicity of the F-blowup sequence. We say that the F-
blowup sequence of X is monotone if for every e, FBe+1(X) dominates FBe(X).
A simple sufficient condition for the monotonicity is the F-purity. A variety X is
called F-pure if the OX -linear map OX → F∗OX locally splits (see [18]).

Proposition 3.6 ([38]). If X is F-pure, then its F-blowup sequence is mono-
tone.

We can refine this as follows:

Proposition 3.7 ([38]). Let [Z] ∈ FBe+1(X). If [F (Z)] ∈ FBe(X), where
F (Z) is the scheme-theoretic image of Z by the Frobenius morphism, then the bi-
rational map FBe+1(X) ��� FBe(X) is defined at [Z] with the image [F (Z)].

Note that if X is F-pure, then the assumption of Proposition 3.7 holds for every
[Z] ∈ FBe+1(X). Thus this proposition implies the preceding one.

3.5. Tame quotient singularities and the G-Hilbert scheme. Let G be
a finite group with p � �G and let M be a smooth quasi-projective variety endowed
with a faithful G-action.

Definition 3.8 ([20]). The G-Hilbert scheme of M , denoted by HilbG(M), is
the closure of the locus of those points of Hilb

�G
(M) corresponding to free G-orbits.

Let X := M/G be the quotient variety, which is regarded as the parameter

space of all orbits. If [Z] ∈ HilbG(M) corresponds to a subscheme Z ⊂ M, then
the support of Z is a G-orbit. Therefore we have a map

HilbG(M) → X, [Z] �→ [Supp(Z)].

Actually this is projective and birational. An important fact is that the G-Hilbert
scheme gives the minimal resolution of X in dimension two, and it is a crepant6

resolution of X in dimension three if X is Gorenstein ([20, 21, 19, 24, 5, 40]).
Surprisingly the G-Hilbert scheme coincides with high F-blowups of X:

5The Hilbert-Kunz function for x ∈ X associates to a non-negative integer e the length of

the subscheme x[pe] ⊂ X.
6A resolution f : Y → X is called crepant if f∗ωX = ωY .
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Theorem 3.9 ([40, 32]). For each e ≥ 0, there exists a morphism φe :

HilbG(M) → FBe(X) compatible with morphisms to X. This sends [Z] to
[((F e)−1Z)/G]. Moreover for e � 0, φe is an isomorphism.

Let π : M → X be the quotient map. The G-Hilbert scheme is the blowup
at π∗OM and the e-th F-blowup is the blowup at F e

∗OX . The last assertion of the
theorem is based on the fact that π∗OM and F e

∗OX (e � 0) are locally equivalent in

the following sense: at each point x ∈ X, there are finitely many ÔX,x-modules Mi

(called modules of covariants) such that the completions of both π∗OM and F e
∗OX

(e � 0) are of the form
⊕

M⊕ai
i , ai > 0. The isomorphism φe can be explained

also from the viewpoint of non-commutative resolution as in [32].

Corollary 3.10. For X = M/G as above, its F-blowup sequence is monotone
and stabilizes.

Proof. Since OX -linear maps OX → π∗OM and π∗OM → π∗F∗OM locally
split, their composition OX → π∗F∗OM also locally splits. Since the last map
factors also as OX → F∗OX → π∗F∗OM , the map OX → F∗OX also locally splits,
and X is F-pure. Therefore the F-blowup sequence of X is monotone. The stability
is obvious. �

Corollary 3.11. Suppose that a variety X has only tame7 quotient singular-
ities.

(1) If X is two-dimensional, then for e � 0, FBe(X) is the minimal resolution
of X.

(2) If X is Gorenstein and of dimension at most 3, then for e � 0, FBe(X)
is a crepant resolution of X.

The isomorphism φe implies a negative result on F-blowups as well: an example of
Craw, Maclagan and Thomas [6] says that the G-Hilbert scheme and hence high
F-blowups of X can be non-normal. The example is six-dimensional.

3.6. Toric singularities. Let A ⊂ M = Zd be a finitely generated sub-
monoid. Let k[A] = k[xa | a ∈ A] be the corresponding monoid algebra and
X := Spec k[A] the corresponding (not necessarily normal) affine toric variety.
Suppose that A generates M as a group and that the cone AR ⊂ MR = Rd spanned
by A has a vertex at the origin, as we can reduce the study of any toric singularity
to this case.

The F-blowups are described by using Gröbner fans. Let A∨
R
⊂ NR := M∨

R
be

the dual cone of AR. For each element w ∈ A∨
R
, we have an R≥0-grading of k[A].

For any ideal I ⊂ k[A], we have its initial ideal inw(I) with respect to this grading.
The Gröbner fan of I is the fan Δ in NR such that

• the support of Δ is AR, and
• inw(I) = inw′(I) if and only if w and w′ lie in the relative interior of the

same cone in Δ.

See [31] for details on Gröbner fans.
Consider the ideal J := 〈x1 − 1, . . . , xd − 1〉k[x±

1 ,...,x±
d ] ∩ k[A], where we identify

the Laurent polynomial ring k[x±
1 , . . . , x

±
d ] with k[M ]. This is the defining ideal

7A quotient singularity is called tame if the relevant finite group has order prime to the
characteristic of the base field.
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of the unit point of the torus T = Spec k[M ] as a point of X. The ideal is also
described as J =

〈

xa − xb | a, b ∈ A
〉

. In this case, for every e ≥ 0, we have

J [pe] =
〈

xa − xb | a, b ∈ A and pe divides a− b
〉

.

Theorem 3.12 ([40]). The fan corresponding to the normalization of FBe(X)
is the Gröbner fan of J [pe].

In [40], coordinate rings of affine charts of FBe(X) are also described and this
gives a complete description of FBe(X). Using it, we can show:

Corollary 3.13. The F -blowup sequence of X is bounded, that is, there exists
a proper birational morphism Y → X factoring through every FBe(X). If X is
normal, then the sequence is monotone and stabilizes.

3.7. Singularities of finite F-representation type. We saw that the F-
blowup sequence for normal toric singularities and tame quotient singularities is
monotone and stabilizes. This can be generalized as follows.

Definition 3.14 ([29]). An affine k-scheme X is of finite F-representation type
if there exist finitely many indecomposable OX -modules M1, . . . ,Ml such that for

every e ≥ 0, F e
∗OX

∼=
⊕l

i=1 M
⊕ai
i , ai ≥ 0.

Normal toric singularities and tame quotient singularities are F-pure and of
finite F-representation type.

Proposition 3.15. Suppose that X is an affine variety of finite F-representation

type. Then for Mi, i = 1, . . . , l, as above, the blowup at
⊕l

i=1 Mi dominates all F-
blowups of X. Moreover, if X is F-pure, then the F-blowup sequence stabilizes.

3.8. F-regular surface singularities. The author [40] proved that for a
normal toric surface singularity, high F-blowups are the minimal resolution. It was
the starting point of his study of F-blowups. The same assertion was then proved
for 2-dimensional tame quotient singularities by Toda and the author [32] and F-
rational double points by Hara and Sawada [11]. Generalizing all these, Hara [10]
finally proved the assertion for F-regular surface singularities.

For a domain R of characteristic p > 0, we put R1/pe

:= {f1/pe | f ∈ R},
considered as a subset of the algebraic closure of the quotient field of R. The
inclusion map R ↪→ R1/pe

is isomorphic to the e-iterate Frobenius map R → R,
f �→ fpe

.

Definition 3.16 ([17]). Let R be an F-finite domain, that is, R1/p is a finitely
generated R-module. We say that R is F-regular8 if for every 0 	= c ∈ R, there
exists e > 0 such that the R-linear map R → R1/pe

defined by 1 �→ c1/p
e

splits. An
affine integral scheme is called F-regular if the corresponding ring has this property.

Theorem 3.17 ([10]). For an F-regular surface singularity X and for e � 0,
FBe(X) is the minimal resolution.

To prove this, Hara proved that an F-regular surface singularity X always
admits a finite cover π : Y → X with Y regular. Using this property and the F-
regularity of X, he showed that every indecomposable reflexive OX -module appears
as a direct summand of F e

∗OX for e � 0. The theorem is then proved with the aid of
Wunram’s correspondence [35] between some of indecomposable reflexive modules
and irreducible exceptional curves on the minimal resolution.

8In the literature, this is usually called strongly F-regular.
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3.9. Non-F-regular surface singularities. In their study of Frobenius sand-
wich singularities, Hara and Sawada [11] first gave an example of surface singular-
ities for which high F-blowups are not the minimal resolution. Then they and
the author [12, 9] studied F-blowups of non-F-regular normal surface singularities,
especially non-F-regular rational double points and simple elliptic singularities.

3.9.1. Non-F-regular rational double points. Non-F-regular rational double
points exist only in characteristics 2, 3 and 5. To study F-blowups of such sin-
gularities, we first need the following result:

Proposition 3.18 ([12]). Every F-blowup of a rational surface singularity is
normal and dominated by the minimal resolution. In other words, it is obtained by
contracting some exceptional curves on the minimal resolution.

Corollary 3.19. The minimal resolution of a rational surface singularity is
obtained by an iteration of F-blowups.

By Proposition 3.18, an F-blowup of a rational surface singularity is determined
by which exceptional curves it has. A result of Artin and Verdier [2] says that in
the case of rational double points, the exceptional curves on the minimal resolution
are in one-to-one correspondence with non-trivial indecomposable reflexive OX -
modules. Then the exceptional curves appearing on the e-th F-blowup are the ones
corresponding to indecomposable direct summands of F e

∗OX . In [12], the direct
summands of F e

∗OX are determined for many non-F-regular rational double points.
As a consequence, F-blowups of these singularities were determined. Results are
summarized as follows: for many non-F-regular rational double points, no F-blowup
gives the minimal resolution. However, there are a few exceptions. With Artin’s
notation [1], for D1

4 and D1
5-singularities in characteristic two, high F-blowups are

the minimal resolution.
3.9.2. Simple elliptic singularities. A simple elliptic singularity is a normal sur-

face singularity whose minimal resolution has a smooth elliptic curve as its excep-
tional set. Completing a partial result in [12], Hara proved the following:

Theorem 3.20 ([9]). Let X be a simple elliptic singularity, X̃ → X its minimal

resolution and E ⊂ X̃ the exceptional elliptic curve. We denote by E2 the self-
intersection number of E.

(1) If −E2 is not a power of p, then every F-blowup of X (except the 0-th) is

the minimal resolution X̃ of X.
(2) If −E2 is a power of p and if X is F-pure, then for e � 0, the e-th F-

blowup of X is the blowup of X̃ at all the pe-torsion points of E (except
the trivial case when −E2 = 1).

(3) If −E2 is a power of p and if X is not F -pure, then for e � 0, the e-th

F-blowup of X is the blowup of X̃ at a non-radical ideal and has only an
An-singularity, where n = pe − 1 if E2 = −1 and n = pe − 2 otherwise.

Thus F-blowups of a simple elliptic singularity are not generally dominated by the
minimal resolution. Their behavior depends on the value of E2 and whether the
singularity is F-pure. However, high enough F-blowups are always normal and
eventually improve singularities in some sense, (note that for low e’s, F-blowups of
a simple elliptic singularity can be non-normal [12]).
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3.10. Crepant resolutions. As we saw, for Gorenstein tame quotient singu-
larities of dimension ≤ 3, high F-blowups are a crepant resolution. This can be
generalized to non-quotient singularities as follows:

Theorem 3.21. Let X be a Gorenstein F-regular singularity of dimension ≤ 3
and let φ : Y → X be a finite covering. Suppose that Y is regular and that the
endomorphism ring End(φ∗OY ) of the OX -module φ∗OY is Cohen-Macaualy as an
OX-module. Then for e � 0, FBe(X) is a crepant resolution of X.

Proof. By [39], the ring End(φ∗OY ) is a so-called non-commutative crepant
resolution. In the same paper, it was shown that for large e, the ring End(F e

∗OX)
is Morita equivalent to End(φ∗OY ) and it is also a non-commutative crepant reso-
lution. On the other hand, the e-th F-blowup is the moduli space of stable modules
over End(F e

∗OX) with respect to some stability. Then the theorem follows from
Van den Bergh’s result [33]. �

4. Open problems

In this section, we collect some open problems related to higher Semple-Nash
blowups and F-blowups, along with a few comments on each.

Problem 4.1. For which surfaces do F-blowups give the minimal resolution?

Besides F-regular surface singularities, this is the case for some of simple elliptic
singularities. What other classes of surface singularities share this nice property?

Problem 4.2. Are high F-blowups of a normal surface singularity normal?

There is no reason to expect this, while there is no known counter-example.

Problem 4.3. How do higher Semple-Nash blowups and F-blowups affect in-
variants of singularities?

Even if high F-blowups are not smooth, they might improve singularities as
suggested by Theorem 3.20. To make it rigorous, we need to study how invariants
of singularities change after blowups. We may ask the same question for higher
Semple-Nash blowups. If this problem is affirmatively solved, these blowups might
be applied to the study of algorithmic resolution of singularities.

Problem 4.4. Construct one-step canonical resolutions for more general sin-
gularities, for instance, normal toric singularities.

As we saw in this paper, some classes of singularities such as curve singularities
and F-regular surface singularities can be resolved in one step. Is there any different
construction of one-step resolution which is valid for other classes?

Problem 4.5. Study higher Semple-Nash blowups or F-blowups for algebraic
singular foliations.

In fact, the author first defined higher Semple-Nash blowups for foliated vari-
eties. Though he did not get any positive result, this blowup operation seems to
be even more natural for singularities of foliations.
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