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“Lies, damn lies and statistics." — Mark Twain. Definition

Luckily, this course is about probability, soIcan | | An ordered arrangement of r items from n is a PERMUTATION.

leave the lies to the second year lecturers.... The number of ordered sample of r items from a population of size n (r < n) is
Assessment of uncertainty in such real-life

problems is a complex issue which requires a np nt (n),

rigorous mathematical treatment. M1S devel- (n—m)!

ops the probability framework in which ques- —nn—1)...(n—7r+1)

tions of practical interest can be posed and re-

solved. Definition

An unordered arrangement of r items from n is a COMBINATION.

The number of unordered samples of size r items from a population of size n (r < n) is

|
The course will cover the following topics nC = = — ("
ri(n —r)! r
1. SAMPLE SPACES AND EVENTS
SUMMARY
2. PROBABILITY: DEFINITIONS, INTER- | | total number of samples of r from n:
PRETATIONS WITHOUT WITH
REPLACEMENT REPLACEMENT
. CONDITIONAL PROBABILITY ORDERED (n), o
- COMBINATORICS UNORDERED (") (")

. DISCRETE RANDOM VARIABLES

. CONTINUOUS RANDOM VARIABLES
Bernoulli distribution: Exponential Distribution
. TRANSFORMATIONS

1-06 fx(z) =Xe ™ 2>0

. JOINT DISTRIBUTIONS

I will cut and paste various bits of EIEXfrom for A > 0.

the coursenotes and some plots from my MSc
course in nonparametric regressions to produce
this poster.

Gamma Disbribution:

60&

Binomial distribution fr(y) = I'(a

y* e Yy >0
)
T) = <n> 0 (1 —6)" where o = shape

x
The set of all possible outcomes is called the 5 = scale

SAMPLE SPACE, Q. for 0 < x < n, and zero otherwise.

If wis a possible outcome, w € ).

QO =A{wi,ws,...}
Here are some random plots:

wi,ws, ... are elements of ().

Histogram of Poisson Histogram of Exponential Histogram of Gamma

Subsets of €2 are called EVENTS.
DE MORGAN'’S LAWS
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This can be extended to countably infinite
events. o -
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Poisson Exponential Gamma

Motorcycle Data: local linear Dopple reconstructions B-splines

Axioms of Probability o . |
For events E, F' C () » | |
(I 0<PE)<1 - B _
I PE)=1 o | 4l |
(III) If ENF = ¢, then | L _
P(EUF)=P(FE)+ P(F) . E .'
(Addition rule) o .' -

X
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Pretty easy to put boxes exactly where you like!



