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Mirror symmetry is a phenomenon arising in string theory in which two very
different manifolds give rise to equivalent physics. Such a correspondence has
significant mathematical consequences, the most familiar of which involves the
enumeration of holomorphic curves inside complex manifolds by solving differ-
ential equations obtained from a “mirror” geometry. The inclusion of D-brane
states in the equivalence has led to further conjectures involving calibrated
submanifolds of the mirror pairs and new (conjectural) invariants of complex
manifolds: the Gopakumar Vafa invariants.

This book aims to give a single, cohesive treatment of mirror symmetry from
both the mathematical and physical viewpoint. Parts 1 and 2 develop the neces-
sary mathematical and physical background “from scratch,” and are intended for
readers trying to learn across disciplines. The treatment is focussed, developing
only the material most necessary for the task. In Parts 3 and 4 the physical and
mathematical proofs of mirror symmetry are given. From the physics side, this
means demonstrating that two different physical theories give isomorphic
physics. Each physical theory can be described geometrically, and thus mirror
symmetry gives rise to a “pairing” of geometries. The proof involves applying
R ↔ 1/R circle duality to the phases of the fields in the gauged linear sigma
model. The mathematics proof develops Gromov-Witten theory in the algebraic
setting, beginning with the moduli spaces of curves and maps, and uses localiza-
tion techniques to show that certain hypergeometric functions encode the
Gromov-Witten invariants in genus zero, as is predicted by mirror symmetry. Part
5 is devoted to advanced topics in mirror symmetry, including the role of 
D-branes in the context of mirror symmetry, and some of their applications in
physics and mathematics: topological strings and large N Chern-Simons theory;
geometric engineering; mirror symmetry at higher genus; Gopakumar-Vafa
invariants; and Kontsevich’s formulation of the mirror phenomenon as an equiv-
alence of categories.

This book grew out of an intense, month-long course on mirror symmetry at Pine
Manor College, sponsored by the Clay Mathematics Institute. The lecturers have
tried to summarize this course in a coherent, unified text.
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Preface

In the spring of 2000, the Clay Mathematics Institute (CMI) organized
a school on Mirror Symmetry, held at Pine Manor College, Brookline, Mas-
sachusetts. The school was intensive, running for four weeks and including
about 60 graduate students, selected from nominations by their advisors,
and roughly equally divided between physics and mathematics. The lec-
turers were chosen based on their expertise in the subject as well as their
ability to communicate with students. There were usually three lectures ev-
ery weekday, with weekends reserved for excursions and relaxation, as well as
time to catch up with a rapidly developing curriculum. The first two weeks
of the school covered preliminary physics and mathematics. The third week
was devoted to the proof of mirror symmetry. The last week introduced
more advanced topics.

This book is a product of that month-long school. Notes were taken
for some of the lectures by Amer Iqbal, Amalavoyal Chari and Chiu-Chu
Melissa Liu and put into a rough draft. Other parts were added by the
lecturers themselves. Part 1 of the book is the work of Eric Zaslow (with
the contribution of Ch. 7 by Sheldon Katz). Part 2 was based on the
lectures of Kentaro Hori and myself (most of it is Hori’s). Part 3 was based
on my own lectures. Part 4 is the work of Rahul Pandharipande and Ravi
Vakil, based on lectures by Rahul Pandharipande. Part 5 involves various
contributions by different authors. Chs. 31, 32 and 36 were based on my
lectures. Ch. 33 was written by Sheldon Katz. Ch. 34 was written by Rahul
Pandharipande and Ravi Vakil, based on lectures by Rahul Pandharipande.
Ch. 35 was written by Albrecht Klemm. Ch. 37 was written by Eric Zaslow.
Ch. 38 is based on the lectures by Richard Thomas. Finally Ch. 39 was
written by Kentaro Hori.

Given that the authors were writing in different locations, and in the
interest of a more convenient mechanism of communication among various
authors, CMI set up an internet-accessible system where various authors

xiii



xi PREFACE

could see what each one was writing and mutually correlate their contribu-
tions. The set-up was developed by Gordon Ritter and prove to be crucial
for the completion of the book. Vida Salahi was the manager of the cor-
responding site and set the relevant deadlines for completion and delivery.
She continued to provide tremendous assistance with manuscript prepara-
tion during the months following the school.

We have also had a gratifying abundance of secretarial assistance. In
particular, Dayle Maynard and John Barrett ran the daily activities of the
school, registering the incoming students, producing copies of lectures for the
students, taking care of financial aspects of the school, arranging excursions,
etc. They were greatly assisted by Barbara Drauschke at CMI.

We are especially grateful to Arthur Greenspoon and Edwin Beschler
for their expert editing of the manuscript. They read the final draft care-
fully and made many constructive comments and suggestions. However, the
authors would be responsible for any remaining errors. We solicit help in
correcting possible mistakes we have made.

Alexander Retakh did the typesetting and Arthur Greenspoon made
the index for the book. Their contribution was essential to producing this
volume and is greatly appreciated.

We also wish to thank Sergei Gelfand of the AMS for his editorial guid-
ance and David Ellwood for his supervision of the editorial process through
all stages of the production of this volume.

It is my pleasure to say that this book is the outcome of the CMI’s
generous support of all aspects of this school. I sincerely thank CMI for
this contribution to science and, in particular, Arthur Jaffe for his untiring
efforts in enabling this school to take place.

Cumrun Vafa
Harvard University

v



Introduction

Since the 1980s, there has been an extremely rich interaction between
mathematics and physics. Viewed against the backdrop of relations between
these two fields throughout the history of science, that may not appear to
be so surprising. For example, throughout most of their history the two
subjects were not clearly distinguished. For much of the 1900s, however,
physics and mathematics developed to a great extent independently and,
except for relatively rare and not-so-deep interconnections, the two fields
went their separate ways.

With the appreciation of the importance of Yang–Mills gauge theories
in describing the physics of particle interactions, and with the appreciation
of its importance in the mathematics of vector bundles, renewed interaction
between the two fields began to take place. For example, the importance of
instantons and monopoles came to be appreciated from both the physical
and mathematical points of view. With the discovery of supersymmetry
and its logical completion to superstring theory, a vast arena of interaction
opened up between physics and mathematics and continues today at a very
deep level for both fields.

Fundamental questions in one field often turn out to be fundamental
questions in the other field as well. But even today mathematicians and
physicists often find it difficult to discuss their work and interact with each
other. The reason for this appears to be twofold. First, the languages used
in the two fields are rather different. This problem is gradually being re-
solved as we recognize the need to become “bilingual.” The second and
more serious problem is that the established scientific methods in the two
fields do not converge. Whereas mathematics places emphasis on rigorous
foundations and the interplay of various structures, to a physicist the rele-
vant aspects are physical clarity and physical interconnection of ideas, even
if they come at the cost of some mathematical rigor. This can lead to fric-
tion between mathematicians and physicists. While mathematicians respect

xv



xvi INTRODUCTION

physicists for their intuition, they sometimes do not fully trust how those
results were obtained and so they erect their own rigorous foundations as a
substitute for the physical reasoning leading to those results. At the same
time, physicists, who now appreciate the importance of modern mathemat-
ics as a powerful tool for theoretical physics, feel that attempts to build on
a more rigorous foundation, while noble, will distract them from their real
goal of understanding nature. Thus we are at a delicate point in the history
of the interaction of these two fields: While both fields desperately need each
other, the relationship seems at times to be a dysfunctional codependence
rather than a happy marriage!

The aim of this book is to develop an aspect of this interplay known as
“mirror symmetry” from both physical and mathematical perspectives, in
order to further interaction between the two fields. With this goal in mind,
almost half of the book includes introductory mathematics and physics ma-
terial, while we try to emphasize the interconnection between the two areas.
Unfortunately, however, the book also reflects the present status, namely,
we find two distinct approaches to understanding mirror symmetry, without
a clear connection between physical and mathematical methods of proof.
Even the notion of what one means by “proof” of mirror symmetry differs
between the two fields.

Mirror symmetry is an example of a general phenomenon known as dual-
ity, which occurs when two seemingly different physical systems are isomor-
phic in a non-trivial way. The non-triviality of this isomorphism involves
the fact that quantum corrections must be taken into account. Mathemati-
cally, a good analogy is the Fourier transform, where local concepts such as
products are equivalent to convolution products, requiring integration over
the whole space. Thus it is difficult to understand such isomorphisms in the
classical context. In particular, under such an isomorphism, certain compli-
cated quantities involving quantum corrections in one system get mapped to
simple classical questions in the other. Thus, finding such dualities leads to
solving complicated physical questions in terms of simple ones in the dual
theory. Precisely for this reason the discovery of duality symmetries has
revolutionized our understanding of quantum theories and string theory.

It is fair to say that we do not have a deep understanding of the reason
for the prevalence of duality symmetries in physics. Nor do we have a proof
of why a duality should exist in any given case. Most of the arguments in
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favor of duality symmetries involve checking consequences and seeing that
they are indeed satisfied in a non-trivial way. Because there have been so
many non-trivial checks, we have no doubts about their validity, but that
does not mean we have a deep understanding of the inner workings of duality
symmetries. The only heuristic explanation of dualities we know of is the
“scarcity of rich structures,” and consistent quantum theories are indeed
rather rich. So different ways of coming up with similar quantum systems
end up being equivalent!

There is, however, one exception to this rule, mirror symmetry; for we
have a reasonably clear picture of how it works. Moreover, a mathematical
framework to rigorize many of the statements arising from the physics pic-
ture has also been constructed, and the subject is in a rather mature state
of development. It is our hope that by elaborating aspects of this beauti-
ful duality to both physicists and mathematicians, we can inspire further
clarifications of this duality, which may also serve as a model for a deeper
understanding of other dualities and interconnections between physics and
mathematics.

A History of Mirror Symmetry

The history of the development of mirror symmetry is a very complicated
one. Here we give a brief account of it, without any claim to completeness.
The origin of the idea can be traced back to a simple observation of [154],
[223] that string theory propagation on a target space that is a circle of
radius R is equivalent to string propagation on a circle of radius 1/R (in some
natural units). This has become known as T-duality. Upon the emergence of
Calabi–Yau manifolds as interesting geometries for string propagation [41],
a more intensive study of the corresponding string theories was initiated. It
was soon appreciated that N = 2 supersymmetry on the worldsheet is a key
organizing principle for the study of the corresponding string theories. It
was noticed by [71] and [173] that given an N = 2 worldsheet theory, it is
not possible to uniquely reconstruct a corresponding Calabi–Yau manifold.
Instead there was a twofold ambiguity. In other words, it was seen that there
could be pairs of Calabi–Yau manifolds that lead to the same underlying
worldsheet theory, and it was conjectured that perhaps this was a general
feature of all Calabi–Yau manifolds. Such pairs did not even have to have
the same cohomology dimensions. In fact, the Hodge numbers hp,q for one of

xvii
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them was mapped to hd−p,q for the mirror, where d is the complex dimension
of the Calabi–Yau manifold. Moreover, it was seen that the instanton-
corrected cohomology ring (i.e., quantum cohomology ring) for one is related
to a classical computation for the mirror. Phenomenological evidence for
this conjecture was found in [42], where a search through a large class of
Calabi–Yau threefolds showed a high degree of symmetry for the number of
Calabi–Yaus with Euler numbers that differ by sign, as is predicted by the
mirror conjecture. Non-trivial examples of mirror pairs were constructed
in [123], using the relation between Calabi–Yau manifolds and Landau–
Ginzburg models [107], [189], [124]. It was shown in [45] that one could
use these mirror pairs to compute the instanton corrections for one Calabi–
Yau manifold in terms of the variations of Hodge structure for the mirror.
The instanton corrections involve certain questions of enumerative geometry;
roughly speaking, one needs to know how many holomorphic maps exist from
the two-sphere to the Calabi–Yau for any fixed choice of homology class for
the two-cycle image.

The notion of topological strings was introduced in [262] where it ab-
stracted from the full worldsheet theory only the holomorphic maps to the
target. It was noted in [245] and [264] that mirror symmetry descends to
a statement of the equivalence of two topological theories. It is this latter
statement that is often taken to be the definition of the mirror conjecture in
the mathematics literature. In [16] and [17] it was suggested that one could
use toric geometry to propose a large class of mirror pairs. In [265] linear
sigma models were introduced, which gave a simple description of a string
propagating on a Calabi–Yau, for which toric geometry was rather natural.
In [267] it was shown how to define topological strings on Riemann surfaces
with boundaries and what data is needed to determine the boundary condi-
tion (the choice of the boundary condition is what we now call the choice of
a D-brane and was first introduced in [67]). In [24] and [25], it was shown
how one can use mirror symmetry to count holomorphic maps from higher
genus curves to Calabi–Yau threefolds. In [164] a conjecture was made
about mirror symmetry as a statement about the equivalence of the derived
category and the Fukaya category. In [163] it was shown how one can use
localization ideas to compute the “number” of rational curves directly. It
was shown in [108, 109] and [180, 181, 182, 183] how one may refine this
program to find a more effective method for computation of the number of
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rational curves. Moreover, it was shown that this agrees with the predictions
of the number of rational curves based on mirror symmetry (this is what
is now understood to be the “mathematical proof of mirror symmetry”).
In [234] it was shown, based on how mirror symmetry acts on D0-branes,
that Calabi–Yau mirror pairs are geometrically related: One is the moduli
of some special Lagrangian submanifold (equipped with a flat bundle) of the
other. In [246] the implications of mirror symmetry for topological strings
in the context of branes was sketched. In [114] the integrality property of
topological string amplitudes was discovered and connected to the physical
question of counting of certain solitons. In [135] a proof of mirror symmetry
was presented based on T-duality applied to the linear sigma model. Work
on mirror symmetry continues with major developments in the context of
topological strings on Riemann surfaces with boundaries, which is beyond
the scope of the present book.

The Organization of this Book

This book is divided into five parts. Part 1 deals with mathematical
preliminaries, including, in particular, a brief introduction to differential
and algebraic geometry and topology, a review of Kähler and Calabi–Yau
geometry, toric geometry and some fixed point theorems. Part 2 deals with
physics preliminaries, including a brief definition of what a quantum field
theory is, with emphasis on dimensions 0, 1, and 2 and the introduction of
supersymmetry and localization and deformation invariance arguments for
such systems. In addition, Part 2 deals with defining linear and non-linear
sigma models and Landau–Ginzburg theories, renormalization group flows,
topological field theories, D-branes and BPS solitons. Part 3 deals with a
physics proof of mirror symmetry based on T-duality of linear sigma models.
Part 4 deals with a mathematics proof of the mirror symmetry statement
about the quantum cohomology ring. This part includes discussions of mod-
uli spaces of curves and moduli spaces of stable maps to target spaces, their
cohomology and the use of localization arguments for computation of the
quantum cohomology rings. Even though the basic methods introduced in
Parts 3 and 4 to prove mirror symmetry are rather different, they share
the common feature of using circle actions. In Part 3, the circle action is
dualized, whereas in Part 4 the same circle actions are used to localize the
cohomology computations. Part 5 deals with advanced topics. In particular,
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topological strings at higher genera and the notion of holomorphic anomaly
are discussed, as well as how one can carry out explicit computations at
higher genera. In addition, integral invariants are formulated in the context
of topological strings. Applications of mirror symmetry to questions involv-
ing QFTs that are geometrically engineered, as well as black hole physics,
are discussed. Also discussed is a large N conjecture relating closed and
open topological string amplitudes. Aspects of D-branes and their role in a
deeper understanding of mirror symmetry are discussed, including the rele-
vant categories in the mathematical setup as well as the relevance of special
Lagrangian fibrations to a geometric understanding of mirror symmetry.

Throughout the book we have tried to present exercises that are useful
in gaining a better understanding of the subject material, and we strongly
encourage the reader to carry them out. Whenever feasible, we have tried
to connect the various topics to each other, although it is clear that more
work remains to be done to develop deeper connections among the various
topics discussed – whose further development is, after all, one of the goals
of this book.

There are a number of textbooks that nicely complement the topics cov-
ered here. In particular, quantum field theories are presented for a math-
ematical audience in [68]. An expository book on mirror symmetry, with
emphasis on the mathematical side, is [63].

x
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CHAPTER 1

Differential Geometry

In this chapter we review the basics of differential geometry: manifolds,
vector bundles, differential forms and integration, and submanifolds. Our
goal is a quick understanding of the tools needed to formulate quantum field
theories and sigma models on curved spaces. This material will be used
throughout the book and is essential to constructing actions for quantum
field theory in Part 2.

1.1. Introduction

Atlases of the Earth give coordinate charts for neighborhoods homeo-
morphic (even diffeomorphic) to open subsets of R2. One then glues the
maps together to get a description of the whole manifold. This is done
with “transition functions” (as in “see map on page 36”). Vector bundles
are constructed similarly, except that at every point lives a vector space of
fixed rank, so one needs not only glue the points together, but also their
associated vector spaces. The transition functions, then, have values in iso-
morphisms of fixed-rank vector spaces. Differentiating a vector field, then,
is a chart-dependent operation. In order to compare the vector space over
one point to a neighboring point (to take a derivative), one must therefore
have a way of connecting nearby vector spaces. Assigning to each direction
an endomorphism representing the difference (from the identity) between
“neighboring” vector spaces is the notion of a connection.

The notions of lengths and relative angles of vectors are provided by a
position-dependent inner product, or “metric.” This allows us to compute
the sizes of vector fields and create actions.

Other notions involving vector spaces in linear algebra and high school
vector calculus can be adapted to curved manifolds. While we will use
coordinates to describe objects of interest, meaningful quantities will be
independent of our choice of description.

3
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1.2. Manifolds

As stated above, we describe a manifold by coordinate charts. Let {Uα}
be an open covering of the topological space M. We endow M with the
structure of an n-dimensional manifold with the following information. Let
ϕα : Uα ↪→ Rn be a coordinate chart (one may think of coordinates xα =
(xα)i, i = 1, ..., n as representing the points themselves, i.e., their pre-images
under ϕα). On Uα ∩Uβ , we can relate coordinates (xα) to coordinates (xβ)
by xα = ϕα ◦ ϕ−1

β (xβ).

Uα

ϕα

Uβ
Rn

ϕ
β

Rn

Figure 1. Two open sets Uα and Uβ , with coordinate charts
ϕα and ϕβ

The map gαβ = ϕα ◦ ϕ−1
β is a transition function. Note that gαβ = g−1

βα and
gαβgβγgγα = 1. As an alternative to this structure, we could form a manifold
based solely on the data of patches and transition functions satisfying the
above relations. A manifold is called “differentiable” if its transition func-
tions are differentiable, and “smooth” if the transition functions are smooth
(C∞). If n = 2k and one can (and does) choose ϕα : Uα ↪→ Ck with holo-
morphic transition functions, the manifold is called “complex.” Note that
this extra structure is restrictive. Two complex manifolds may be diffeo-
morphic as real manifolds (meaning there are invertible, onto, differentiable
maps between the two), but there may be no complex analytic mapping be-
tween them (we then say they have different complex structures). Likewise,
two homeomorphic manifolds may have different structures as differentiable
manifolds. Differentiablility depends on the coordinate chart maps ϕα.

Example 1.2.1 (S2). On the two-sphere we can choose coordinates (θ, φ),
but these are “singular” at the poles (the azimuthal angle φ is not well de-
fined).
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Instead we consider two patches. Let Us be S2 \ {n} and Un be S2 \ {s},
where n and s are the north and south poles.

r

1
θ

Figure 2. The stereographic projection of the sphere. Note
that projecting from the south pole can be effected by sending
θ → π − θ.

Projecting as shown in the figure gives a map from Us to R2. In terms of θ

and φ (which we keep here only for convenience),

x = cot(θ/2) cosφ, y = cot(θ/2) sinφ.

We can also define a complex coordinate z = cot(θ/2)eiφ.

On Un, we can project onto R2 from the bottom. In order to preserve the
“handedness” of the coordinates, it is convenient to view R2 “from below.”
The maps may be easily obtained by replacing θ � π − θ and φ � −φ, so
that in this patch the coordinates are

x̃ = tan(θ/2) cosφ =
x

x2 + y2
, ỹ = tan(θ/2) sin(−φ) =

−y

x2 + y2
.

Note that z̃ = tan(θ/2)e−iφ = 1/z.
On Us ∩ Un ⊂ Us, coordinatized by {(x, y) �= (0, 0)}, we have

gns : (x, y) �→ (x/(x2 + y2),−y/(x2 + y2)).

In complex coordinates, gns : z �→ 1/z, and we see that the two-sphere can be
given the structure of a one-dimensional complex manifold (Riemann sur-
face). Note that the dimension as a complex manifold is half the dimension
as a real manifold.

1.3. Vector Bundles

As mentioned in the introduction, vector bundles are constructed simi-
larly, only now every point carries an additional structure of a vector space
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(“fiber”) over it. Clearly, by retaining the information of the point but for-
getting the information of the vector space, we get a map to the underlying
manifold. In this section, we will focus on smooth vector bundles.1

From the description above, it is clear that the simplest vector bundle,
E, will be a product space E = M × V, where M is a manifold and V is
an r-dimensional vector space. E is said to be a rank r vector bundle. E is
equipped with the map π : E → M, namely π((m, v)) = m. Such a vector
bundle is called “trivial.”

Locally, all vector bundles are trivial and look like products. So a rank
r vector bundle E is a smooth manifold with a map π : E → M to a base
manifold, M, such that every point x ∈ M has a neighborhood Ux � x with
π−1(Ux) ∼= Ux × Rr.

x

E

M

E

π

x

Figure 3. A vector bundle, E, with its map π to a base
manifold, M. Ex = π−1(x) is the fiber over x ∈ M. The
shaded region represents π−1(Ux), where Ux � x. The curvy
line represents a section of E

From now on we assume we have a cover {Uα} of M along each chart of
which E is locally trivial. The choice of isomorphism ρα : π−1(Uα)→̃Uα×Rr

is analogous to a choice of coordinates, so geometric structures will undergo
transformations when different “local trivializations” are chosen. Writing
ρα = (π, ψα), we have ψα : π−1(Uα) → Rr.

By analogy with manifolds, we glue together vectors using sβα = ψβ ◦
ψ−1

α , so that (m, vα) ∈ Uα ×Rr will be identified with (m,ψβ ◦ψ−1
α (vα)). Of

1More generally, fiber bundles have fibers a fixed topological space, and principal

bundles have Lie group-valued fiber spaces. We focus on vector bundles here.
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course, we insist that ψβ ◦ ψ−1
α be a linear map on the Rr fibers, and

sαβ = s−1
βα,

sαβsβγsγα = 1.

Conversely, these data can be used to construct the vector bundle by gluing:

E =
∐
α

Uα × Rr/ ∼, (x, vα) ∼
(
x, sαβ(x)(vβ)

)
.

A “section” vα over Uα is a map vα : Uα → Rr
α (think of a vector-valued

function (v1
α, v

2
α, ..., v

r
α)). Thus there is a specific point on the fiber for each

point on the base. Two sections vα and vβ over Uα and Uβ make up a
section over Uα ∪ Uβ if they coincide along the intersection Uα ∩ Uβ , i.e.,
vβ = sβα(vα). A “global section” is a map ν : M → E such that π ◦ ν is the
identity on M. One can check that this is equivalent to ν being a section on⋃

α Uα. We will denote the space of sections of E over U ⊂ M by Γ(U,E).
Γ(E) will denote global sections. Note that sections can be multiplied by
functions: the value of the section over a point gets multiplied by the value
of the function at that point. Put differently, Γ(U,E) is a C∞(U) module.

Example 1.3.1. A section of a trivial bundle M × V is a V -valued
function, f : M → V.

A complex vector bundle is a locally trivial family of complex vector
spaces, and again its rank is half its rank as a real vector bundle. Such a
bundle over a complex manifold is called “holomorphic” if all the transition
functions are holomorphic.

1.3.1. The Tangent Bundle. The classic vector bundle is the tangent
bundle of a manifold. If the manifold is a surface embedded in R3 this is
easy to visualize by thinking of the tangent plane at a point as its associ-
ated vector space (though intersections of different tangent planes should be
disregarded). More formally, a vector field v is a differential operator on the
space of functions via the directional derivative: v(f) = Dvf (or ∇f · v in
calculus notation). In coordinates xa, the obvious differential operators are

∂
∂xa , and these provide a local trivialization of the tangent bundle. Namely,
in this coordinate patch, we may express any vector field (differential) as
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v = va ∂
∂xa .

2 Clearly v(fg) = gv(f) + fv(g). Between coordinate patches xa

and x̃k(x) the chain rule provides transition functions s:

∂

∂xa
=

∂x̃k

∂xa

∂

∂x̃k
,

so

sa
k =

∂x̃k

∂xa
,

where we have written s : R̃r → Rr in matrix notation.3 A global section
is a global vector field. Note that every vector bundle has the zero section
as a global section. The existence of non-vanishing sections is non-trivial,
especially if we are working in the holomorphic category.

Example 1.3.2. We recall from Example 1.2.1 that the two-sphere can
be considered as a one-dimensional complex manifold. Let us look for global,
holomorphic vector fields. By “holomorphic” we mean a vector field v =
vz ∂

∂z , with vz holomorphic. It lives in the holomorphic piece of TM ⊗ C =
Thol ⊕ Tanti−hol, where Thol is generated by ∂

∂z and Tanti−hol by ∂
∂z . Moving

to the patch coordinatized by w = 1/z, we see that vw = vz ∂w
∂z = −vz/z2,

and since this must be non-singular at w = 0 (i.e., z → ∞), vz must be at
most quadratic in z (note then that vw is also quadratic in w). Therefore
there is a three-dimensional space of global, holomorphic vector fields on the
complex sphere: v = a + bz + cz2, with a, b, c constant complex numbers.

Example 1.3.3. The total space of the Möbius bundle is [0, 1] × R/ ∼,

where (0, r) ∼ (1,−r). It is a one-dimensional vector bundle (line bundle)
over the circle S1. Note that x �→ {x, 0} is the zero section, its image iso-
morphic to S1. This bundle has no nowhere-vanishing sections — an issue
related to the non-orientability of the Möbius strip.

Example 1.3.4. Consider a path γ : R → M. Choose t a coordinate on
R. Then the vector field ∂t ≡ ∂

∂t trivializes the tangent bundle of R, since
every vector field has the form f∂t, where f is a function. Along the image
γ(R) the coordinates (locally) depend on t, so a function f along the image

2Here we sum over repeated indices, a convention we use throughout this book. Note,

however, that when an index is the label of a coordinate chart (such as α, β) then there

is no summation.
3Note that choosing active or passive representation of the linear transformation s

will affect the indices. We often denote vectors by their components, for example. In any

case, consistency is key.
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can be thought of as the function f◦γ : R → R. In particular, df
dt makes sense.

Therefore we can push the vector ∂t forward with γ to create the vector field
γ∗∂t, a vector on the image defined by γ∗∂t(f) = df

dt . In coordinates yα on
M , the map γ looks like t �→ xα(t), and the chain rule gives

γ∗∂t =
∂xα

∂t

∂

∂xα
.

The vector γ∗∂t is often written γ̇.

The example above can be generalized. Instead of a path, we can have
any map ϕ : N → M of N to M. Locally, the map can be written as yα(xk),
where yα and xk are coordinates on M and N, respectively. This allows us
to define the push-forward

ϕ∗
∂

∂xk
=

∂yα

∂xk

∂

∂yα
.

Note that, in general, one cannot pull vectors back.

1.3.2. The Cotangent Bundle. Every bundle E has a dual E∗ whose
vector space fibers are the dual vector spaces to the fibers of E, so if Ex =
π−1(x), then E∗

x = Hom(Ex,R) = linear maps from E to R is a vector space
of the same dimension.

Dual to the tangent bundle TM is the “cotangent bundle” T ∗M, and it,
too, has a natural trivialization in a coordinate patch. One defines the basis
dxa to be dual to the basis ∂

∂xb , so that the natural pairing is

dxa(
∂

∂xb
) = 〈dxa,

∂

∂xb
〉 = δa

b.

Here we have sloppily, though conventionally, used the same symbol 〈 , 〉 for
the natural pairing as for the inner product. An arbitary cotangent vector
(also called a “one-form”) θ can be written in this basis as θ = θadx

a.

Now the transition functions for the tangent bundle determine those
of the cotangent bundle, both a consequence of the chain rule. If in a
new coordinate basis we rewrite ∂

∂xa as ∂�xk

∂xa
∂

∂�xk = sa
k ∂

∂�xk in the relation
〈dxb, ∂

∂xa 〉 = δb
a, and rewrite dxb = Λb

ldx̃
l, then using 〈dx̃l, ∂

∂�xk 〉 = δl
k, we

must have Λb
ls

k
aδ

l
k = δb

a. From this we see Λ = (sT )−1, which is of course
how the elements of the dual space should transform.

Note that we could have used an arbitrary position-dependent set of basis
vectors to trivialize the tangent and cotangent bundles, but the coordinate
vectors are particularly natural.
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Tangents push forward, and cotangents pull back. So if ϕ : M → N, dyk

is a local basis, and θ = θkdy
k is a cotangent section of T ∗N, we define the

pull-back ϕ∗θ to be a cotangent section of T ∗M. We define a covector by
its action on a vector, v, so define 〈ϕ∗θ, v〉 = 〈θ, ϕ∗v〉. Let us set v = ∂

∂xa so
〈ϕ∗θ, v〉 equals the component (ϕ∗θ)a. Now the push-forward equation gives

(ϕ∗θ)a =
∂yk

∂xa
θk.

1.3.3. More Bundles. In the last section, we used dual vector spaces
to construct a new bundle, and its transition functions followed naturally
from the original ones through linear algebra. Similarly, we get a whole host
of bundles using duals and tensor products. For example, starting with E

we can form the vector bundle E ⊕E, whose fiber at x is Ex ⊕Ex. If sαβ is
the transition function for E, then sαβ ⊕ sαβ is the transition function for
E ⊕ E.

Given two vector bundles E and F over M, we can define E ⊕ F,

Hom(E,F ), E∗, E ⊗ F, etc.4 Note that E ⊗ E decomposes as (E ⊗s E) ⊕
(E ⊗a E), where s and a indicate symmetric and anti-symmetric combina-
tions. Recall that if V is a vector space, then Λ2V or V ∧ V or V ⊗a V

is formed by the quotient V ⊗ V/I where I is the subspace generated by
vi ⊗ vj + vj ⊗ vi. The equivalence class [vi ⊗ vj ] is usually written vi ∧ vj ,

and equals −vj ∧ vi, as can easily be checked. Thus we write E ⊗a E as
Λ2E. ΛpE can be defined similarly. If E and F are two bundles over M,

then a map f : E → F is a bundle map if it is a map of the total spaces of
the bundles, linear on the fibers, and commutes with projections. In such a
case we can define the bundle Ker(f) ⊂ E and Coker(f) = F/Im(f) whose
fibers have the natural linear algebra interpretation.

The bundles ΛpT ∗M are particularly important and can be thought of as
totally anti-symmetric p-multi-linear maps (p-tensors) on tangent vectors.

If dimM = n, ΛpT ∗M is a rank

(
n

p

)
bundle of anti-symmetric p-tensors, or

“p-forms.” The sections of ΛpT ∗M are often written as Ωp(M). Note that
Λ0V = R for any vector space V, so Ω0(M) are sections of the trivial line
bundle, i.e., functions.

4To form the transition functions for Hom(E, F ), simply use the relation for finite-

dimensional vector spaces Hom(A, B) = A∗ ⊗ B.
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Example 1.3.5. From any function f we can form the one-form differ-
ential, df = ∂f

∂xa dx
a, which one checks is independent of coordinates. More

invariantly, the value of df on a vector v = va∂a is 〈df, v〉 = va∂af = Dvf,

the directional derivative. So the directional derivative provides a map

d : Ω0 → Ω1,

where we have suppressed the M. It appears that sections of the bundles can
be related in a natural way. We will return to this idea later in this chapter.

A “metric” (more in the next section) is a position-dependent inner
product on tangent vectors. That is, it is a symmetric, bilinear map from
pairs of vector fields to functions. From the discussion before the example,
we learn that g is a global section of T ∗M ⊗s T

∗M. Therefore it makes sense
to express g in a coordinate patch as g = gabdx

a ⊗ dxb; so gab is symmetric
under a ↔ b.

A “principal bundle” is entirely analogous to a vector bundle, where in-
stead of “vector space” we have “Lie group,” and transition functions are
now translations in the group. Given a representation of a group, we can
glue together locally trivial pieces of a vector bundle via the representa-
tion of the transition functions and create the “vector bundle associated to
the representation.” This is important in gauge theories. However, since
particles are associated to vector bundles defined by representations as just
discussed, we will focus on vector bundles exclusively.

Another important way to construct bundles is via “pull-back.” If
f : M → N is a map of manifolds and E is a vector bundle over N, then
the pull-back bundle f∗E is defined by saying that the fiber at p ∈ M is
equal to the fiber of E at f(p), that is, f∗E|p = E|f(p). In terms of transition
functions, the (sE) pull back to transition functions (sf∗E) = (sE ◦ f). As a
trivial example, a vector space V can be considered to be a vector bundle
over a point ∗. Any manifold induces the map f : M → ∗, and the pull-back
is trivial: f∗V = M × V. If E is a bundle on N and f : ∗ → N , then
f∗E = E|f(∗). If f : M ↪→ N is a submanifold, then f∗E is the restriction
of E to M.

1.4. Metrics, Connections, Curvature

The three subjects of this section are the main constructions in differ-
ential geometry.
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1.4.1. Metrics on Manifolds. On a vector space, an inner product
tells about the sizes of vectors and the angles between them. On a manifold,
the tangent vector spaces (fibers of the tangent bundle) can vary (think of
the different tangent planes on a sphere in three-space) — hence so does
the inner product. Such an inner product is known as a “metric,” g, and
provides the notion of measurement inherent in the word geometry. So if v

and w are two vectors at x, then g(v, w) is a real number. If v(x) and w(x)
are vector fields, then g and 〈v, w〉 are x-dependent. Of course, we require
g to be bilinear in the fibers and symmetric, so

g(v, w) = g(w, v), g(λv,w) = λg(v, w) = g(v, λw).

In a coordinate patch xa, we can write v = va ∂
∂xa , so

g(v, w) = g(va ∂

∂xa
, wb ∂

∂xb
) = vawbg(

∂

∂xa
,

∂

∂xb
).

We define
gab ≡ g(

∂

∂xa
,

∂

∂xb
),

and we see that, in a patch, g is defined by the matrix component functions
gab(x), and 〈v, w〉 = vawbgab. A manifold with a positive-definite metric
(gab(x) is a positive-definite matrix for all x) is called a “Riemannian man-
ifold.”

Example 1.4.1. What is the round metric on a sphere of radius r in
terms of the coordinates (θ, φ)? Since ∂

∂θ represents a vector in the latitu-
dinal θ direction, some trigonometry shows that this is perpendicular to the
longitudinal φ direction and should be assigned a length-squared equal to r2.

Analogously, the length-squared of φ is r2 sin2 θ. So

gθθ = r2, gθφ = gφθ = 0, gφφ = r2 sin2 θ.

The independence of φ is an indication of the azimuthal symmetry of the
round metric; indeed, φ → φ + const is an “isometry.” Note that other
rotational isometries are not manifest in these coordinates.

Exercise 1.4.1. Using the chain rule (equivalently, transition functions)
to rewrite ∂

∂θ and ∂
∂φ in terms of the real and imaginary parts x and y

of the complex coordinate z = cot(θ/2)eiφ, show that the metric takes the
form (4/(|z|2 + 1)2) [dx⊗ dx + dy ⊗ dy] . We can write this metric as the
symmetric part of (4/(|z|2 + 1)2)dz ⊗ dz, where dz = dx + idy, etc. We will
have more to say about the anti-symmetric part in future chapters.
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A metric is an inner product on the tangent bundle. If va∂a and wb∂b

are two vectors v and w, their inner product is g(v, w) = g(va∂a, w
b∂b) =

vawbgab. It is convenient to define wa ≡ wbgab, namely we “lower the index
by contracting with the metric.” Then the cotangent vector or one-form,
wadx

a, has a natural pairing with v equal to the inner product of v and
w. In short, the metric provides an isomorphism between the tangent and
the cotangent bundles, exactly as an inner product defines an isomorphism
between V and V ∗.

The inner product of any vector space can be extended to arbitrary ten-
sor products, wedge (or anti-symmetric) products, and dual spaces. The
metric on the dual space is the inverse metric (this then respects the inner
products between two vectors and their corresponding one-forms). If θ and
ψ are two one-forms, their point-wise inner product is g(θadx

a, ψbdx
b) =

θaψbg
ab, where we have paired the inverse matrix to gab with gab (i.e.,

gacgcb = δa
b). Note θa = 〈θ, ∂a〉.

On arbitrary tensor products of vectors or forms of the same degree, we
obtain the inner product by using the metric to raise indices, then contract-
ing.

1.4.2. Metrics and Connections on Bundles. The notion of a met-
ric makes sense for any vector bundle. Thus, given two sections r, s of E,

we can ask for the inner product h(r, s) as a function on the base. In a local
trivialization, one specifies a “frame” of basis vectors ea, a = 1, ..., rank(E).
In terms of this basis, the metric is given by components

hab(x) = h(ea, eb).

Now let us try to differentiate vectors. Taking a hands-on approach, it
is tempting to try to define the derivative of a vector v at a point x as a
limit of

“ v(x + ε) − v(x)
ε

”
.

However, this expression makes no sense! First of all, +ε makes no sense on
a manifold. Instead, we shall have to specify a vector direction along which
to compare nearby values of the vector. Let us choose to look in the ith
direction, and denote the point whose ith coordinate has been advanced by
ε as x+ ε∂i. Secondly, subtraction of vectors living in different spaces makes
no sense either. We will need a way to relate or connect the vector space at
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x + ε∂i to that at x. That is, we need an i-dependent automorphism. Since
ε is small, we require our automorphism to be close to the identity (in any
frame chosen to describe the vector spaces), so we write it as 1+ εAi, and it
will be invertible for Ai an arbitrary endomorphism. Note the i-dependence.
Differentiation, then, requires a direction-dependent endomorphism of tan-
gent vectors — i.e., an endomorphism-valued one-form. Such a form is called
a “connection.”

Now let us try to differentiate in the ith direction. We want to write

Div =
(1 + εAi)(v(x + ε∂i)) − v(x)

ε
.

Let us write v as va∂a and expand (to linear order) the components va of
the shifted argument by Taylor expansion. We get va(x + ε∂i) = va(x) +
ε∂iv

a(x). Thus, keeping the ath component of the vector and writing the
endomorphism Ai as a matrix,

(Div)a = ∂iv
a + (Ai)a

bv
b.

Recapping, given a direction, D maps vectors to vectors: v �→ Div. More
generally, the vector w sends v �→ Dwv = wiDiv = 〈Dv,w〉. In the last
expression, we have defined the vector-valued one-form Dv = (Div)dxi.

Now we can write the shorthand formula Dv = (d + A)v, or D = d + A.

The same procedure holds mutatis mutandis for arbitrary vector bundles
(nothing special about tangent vectors). Given an End(E)-valued one-form
A (a “connection”) and a direction, we compare values of a section s at
nearby points and find the derivative. Then D = d+A, Ds = (Dis)dxi, and
in a frame ea, Dis =

[
∂is

a + (Ai)a
bs

b
]
ea = 〈Ds, ∂i〉. Thus, Ds is a one-form

with values in E, or D : Γ(E) → Ω1 ⊗ Γ(E). Note that, by our definition,
if f is a function and s a section, D(fs) = (df) ⊗ s + f · Ds. A connection
can also be defined as any map of sections Γ(E) → Ω1 ⊗ Γ(E) obeying this
Leibnitz rule.

A vector field/section s is called “covariantly constant” if Ds = 0, mean-
ing that its values in nearby fibers are considered the same under the auto-
morphisms defined by A.

If Dγ̇s = 0 for all tangent vectors γ̇ along a path γ, then s is said to
be “parallel translated” along γ. Since parallel translation is an ordinary
differential equation, all vectors can be parallel translated along smooth
paths.
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The curvature measures the non-commutativity of parallel translation
along different paths, as we shall see.

1.4.3. The Levi–Civita Connection. The tangent bundle TM of a
Riemannian manifold M has a natural connection denoted ∇ : Γ(TM) →
Ω1 ⊗Γ(TM), which we will define shortly. This connection can be extended
to the cotangent bundle or arbitrary tensor bundles. Given a metric, we
define the connection ∇ with the properties that it is “torsion-free,” i.e.,
∇XY − ∇Y X = [X,Y ] for all vector fields X and Y and further ∇g = 0,
where g is the metric considered as a section of Sym2T ∗M. To find this
connection, let us work in local coordinates xi with ∂i ≡ ∂

∂xi , i = 1, . . . , n,

as a basis for tangent vectors. We write ∇iX for 〈dxi,∇X〉, the ith covec-
tor component of ∇X. Define Γ by ∇∂i

∂j = Γk
ij∂k. Then the torsion-free

condition says Γk
ij = Γk

ji. Let us denote 〈X,Y 〉 = g(X,Y ).

Exercise 1.4.2. Start with ∂igjk =∂i〈∂j, ∂k〉=〈∇∂i
∂j, ∂k〉+〈∂j,∇∂i

∂k〉=
〈Γm

ij∂m, ∂k〉+〈∂j ,Γm
ik∂m〉 = Γm

ij gmk +Γm
ikgjm. Now add the equation with

i ↔ j and subtract the equation with i ↔ k. Using the torsion-free condition
Γk

ij = Γk
ji, show that

Γi
jk =

1
2
gim(∂jgmk + ∂kgjm − ∂mgjk).

Using the result from this exercise, we define ∇jX = (∂jX
i) ∂

∂xi +
Γi

jkX
k ∂

∂xi .

Exercise 1.4.3. For practice in pulling back metrics and using the Levi–
Civita connection, it is instructive to derive the geodesic equations. Consider
a curve γ : R → M, where M is a Riemannian manifold with its Levi–Civita
connection, ∇. γ is called a geodesic if ∇γ̇ γ̇ = 0. This provides a notion
of straightness. Prove that this equation, with components γi(t), yields the
“geodesic equation”

d2γi

dt2
+ Γi

jk
dγj

dt

dγk

dt
= 0.

In a flat metric with Γ ≡ 0, we recover the usual notion of straight lines.

Exercise 1.4.4. Consider the metric g = 1
y2 (dx ⊗ dx + dy ⊗ dy) on

the upper half-plane y > 0. Prove that all geodesics lie on circles centered
on the x-axis (or are vertical lines). Hints: First show that only Γx

xy =
Γy

yy = −Γy
xx = −1/y are nonzero. Now write down the geodesic equations

explicitly and re-express all t-derivatives of the path x(t), y(t) in terms of
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y′ = dy/dx and y′′. Show that the geodesic equation implies y′′ = −[(y′)2 +
1]/y, which is solved by curves along (x− a)2 + y2 = R2.

This metric has constant scalar curvature. By excising circular geodesics
and a few identifying points, one can construct constant scalar curvature
metrics on regions in the shape of “pairs of pants.” Sewing these “pants”
together along like seams leads to the constant curvature metrics on Riemann
surfaces. It is not too hard to see that there are 6g − 6 real parameters to
choose how to do the sewing for a Riemann surface of genus g ≥ 2. These
parameters describe the moduli space of Riemann surfaces, as we will see in
future chapters. More generally, any Riemann surface can be obtained as
the quotient of the upper half-plane by a discrete group of isometries.

One can also map this metric onto the unit disc by choosing coordinates
z = −iw−i

w+i , where w = x + iy. Then g = (4/(|z|2 − 1)2)dz ⊗s dz.

1.4.4. Curvature. Of course, there is a lot to say about curvature.
When the curvature is nonzero, lines are no longer “straight,” triangles no
longer have angles summing to π, etc. We won’t have time to explore all the
different meanings of curvature: for example, in general relativity, curvature
manifests itself as “tidal” forces between freely falling massless particles. All
of these deviations from “flatness” are a consequence of the fact that on a
curved space, if you parallel translate a vector around a loop, it comes back
shifted. For example, on a sphere, try always pointing south while walking
along a path which goes from the north pole straight down to the equator,
then a quarter way around the equator, then straight back up to the north
pole (see Fig. 4). Your arm will come back rotated by π/2.

Figure 4. Holonomy is encountered upon parallel transport
of a vector around a closed loop.
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This process can be measured infinitesimally by associating an infinitesimal
rotation (i.e., an endomorphism of the tangent space) to an infinitesimal loop
(i.e., one defined from two vectors by a parallelogram). The curvature tensor
is then an endomorphism-valued two-form,5 which gives the infinitesimal
rotation associated to any pair of directions. By the same reasoning, using
parallel translation we can define a curvature associated to any vector bundle
equipped with a connection.

Note that ∇∂i
∂k represents the infinitesimal difference between the vec-

tor field ∂k and its parallel translate in the ∂i direction. Therefore,6 (∇∂j
∇∂i

−
∇∂i

∇∂j
)∂k represents the difference in the closed loop formed by travel

around a small i-j parallelogram. Generalizing from ∂i and ∂j to arbitrary
vectors, we define

R(X,Y ) = [∇X ,∇Y ] −∇[X,Y ],

which maps Γ(TM) → Γ(TM). (If X and Y are coordinate vectors, then
[X,Y ] = 0 and the last term can be ignored. Here the first commutator
really means the difference ∇X∇Y −∇Y ∇X .) This definition makes sense for
any vector bundle with connection, if we replace the Levi–Civita connection
∇ by the connection D = d + A. Note that we input two vectors into the
curvature and get an infinitesimal rotation out. Further, it is clearly anti-
symmetric with respect to the input vectors. Thus, the curvature is an
endomorphism-valued two-form.

Exercise 1.4.5. Given the above definition, compute the Riemann ten-
sor Rijk

l defined by [∇i,∇j ]∂k = Rijk
l∂l. Note that the tangent space at the

identity to the space of rotations is the space of anti-symmetric matrices,
and infer from the norm-preserving property of the Levi–Civita connection
that the Riemann tensor obeys the anti-symmetry Rijkl = −Rij lk (we had to
use the metric to identify a matrix with a bilinear form, or “lower indices”).

Exercise 1.4.6. For the tangent bundle, use the definition of curvature
to derive (Rij)k

l in terms of the Γk
ij’s.

We can use a shorthand to write R = D2, where D = d + A. Then
R = dA + A∧A. Here one must use the wedge product in conjunction with

5A two-form returns a number (or in this case endomorphism) given any pair of

vectors.
6This is hardly a derivation; we are merely trying to capture the gist of curvature in

giving its definition.
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the commutator of endomorphisms. To make sense of this formula, it may
be best to work out the previous exercise.

Exercise 1.4.7. On a sphere, we can write the Riemannian curvature

as R =

(
0 R

−R 0

)
dθ ∧ dφ. Note that an infinitesimal SO(2) matrix is an

anti-symmetric matrix, as indicated (SO(2) is a consequence of the norm-
preserving or metric condition of the Levi–Civita connection). There is one
independent component, R, the scalar curvature. Show, using any choice of
metric (e.g., the round metric), that

∫
S2(R/2π)dθdφ = 2. This is called the

Euler characteristic and is our first taste of differential topology.

1.5. Differential Forms

In this section, we look at some constructions using differential forms,
the principal one being integration. In the previous exercise, we were asked
to perform an integration over several coordinates. Of course, we know
how to integrate with arbitrary coordinates, after taking Jacobians into
consideration. This can be cumbersome. The language of differential forms
makes it automatic.

1.5.1. Integration. Consider
∫

f(x, y)dxdy on the plane. In polar co-
ordinates, we would write the integrand as f(r, θ)rdrdθ, where r is the Ja-
cobian

J = det

(
∂x
∂r

∂x
∂θ

∂y
∂r

∂y
∂θ

)
= det

(
cos θ −r sin θ

sin θ r cos θ

)
= r.

Note, though, that as a differential form, the two-form

dx ∧ dy =
(

∂x

∂r
dr +

∂x

∂θ
dθ

)
∧
(

∂y

∂r
dr +

∂y

∂θ
dθ

)
= rdr ∧ dθ.

Therefore, differential forms actually encode Jacobians as transformation
rules for changing coordinates (or patches). Here lies their beauty. If we
write θ = f(x, y)dx ∧ dy = θabdx

a ∧ dxb (take x1 = x, x2 = y), so that
θxy = −θyx = f/2, then θrθ = θab

∂xa

∂r
∂xb

∂θ = (f/2) εab
∂xa

∂r
∂xb

∂θ = (rf/2),7

and we see that the Jacobian emerges from the anti-symmetry property of
differential forms. More generally, if θ is an n-form on an n-manifold, then
θ = f dx1∧· · ·∧dxn in local coordinates, and in a new coordinate system x̃,

7Here ε12 = −ε21 = 1, all others vanishing. In general ε is the totally anti-symmetric

tensor in n indices, so ε1234...n = 1, ε2134...n = −1, etc.
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θ = f det
(

∂x
∂�x
)
dx̃1∧· · ·∧dx̃n, and the Jacobian is automatic. Now if instead

θ is an m-form on an n-manifold (so m < n), then we can integrate θ over an
m-dimensional submanifold C, since the restriction of θ to C makes sense.
(Technically, on C we have the pull-back i∗θ of θ under the inclusion map
i : C ↪→ M, but this notation is often omitted.) In short, we can integrate
n-forms over n-folds. No reference to coordinates is necessary.

An important form is the volume form associated to any metric. Note,
as above, that the top form dx1 . . . dxn on an n-manifold is expressed as
|det(∂x

∂y )|dy1 . . . dyn in a new coordinate system. Noting that the metric gy

in the y coordinates obeys
√

det(gy) =
√

det(gx)|det
(

∂x
∂y

)
|, we see that the

expression

(1.1) dV =
√

det(g)dx1 . . . dxn

has the same appearance in any coordinate frame, up to a sign which is
determined if we have an orientation. This is the volume form. It is natural,
too, in that det(g) is the inner product (as a 1× 1 matrix) inherited from g

on totally anti-symmetric n-tensors. The norm, then, is given by the square
root.

The volume form allows us to compute a global inner product on vector
fields, forms, etc., defined over the whole manifold. We define (θ, ψ) =∫
M 〈θ, ψ〉dV, for any two forms θ and ψ of the same degree. Note that

(ψ, ψ) ≥ 0, with equality if and only if ψ ≡ 0.

Exercise 1.5.1. Show that the area of a sphere of radius R is 4πR2.

Use several sets of coordinates.

1.5.2. The de Rham Complex. The main tool of differential topol-
ogy is the de Rham complex. This is an elegant generalization to arbitrary
manifolds of the three-dimensional notions of divergence, gradient, curl, and
the identities curl grad = 0, div curl = 0.

We define the exterior derivative d to generalize the total differential of
a function (df) to arbitrary forms. Define

df =
∂f

∂xa
dxa,

where again dxa are cotangent vectors (note dxa = d(xa), when xa is consid-
ered as a coordinate function, so there is no abuse of notation). Note that
d(fg) = (df)g + f(dg) by the product rule, so d is a derivation. We extend
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d to arbitrary forms by defining

d(θ1 ∧ θ2) = dθ1 ∧ θ2 + (−1)|θ1|θ1 ∧ dθ2,

where the forms θ1 and θ2 are taken to be of homogeneous degree and |θ1|
represents the degree of the form. Arbitrary forms are sums of homogeneous
forms, and d is taken to be linear. These rules uniquely specify d. For
example, if θ = θadx

a is a one-form, then

dθ = d(θa) ∧ dxa − θad(dx2) =
∂θa

∂xb
dxb ∧ dxa + 0 ≡ θbadx

b ∧ dxa,

where we define θba = 1
2( ∂

∂xb θa − ∂
∂xa θb) (the equality holds due to anti-

symmetry). In general, if θ = θa1...apdx
a1 ∧ · · · ∧ dxap is a p-form, then

dθ =
∑

k(∂kθa1...ap)dxk ∧ dxa1 ∧ · · · ∧ dxap . Most importantly, one checks
that d2 = 0

Exercise 1.5.2. Prove that commutativity of partial derivatives is es-
sential.

Let Ωp(M) be the space of p-forms on an n-dimensional manifold M .
Then d : Ωp → Ωp+1 and d2 = 0. We can then form the complex

0 −→ Ω0 −→ Ω1 −→ Ω2 −→ . . . −→ Ωn −→ 0,

with d providing the maps. The complex terminates because there are no
anti-symmetric (n + 1)-tensors on an n-manifold. The composition of suc-
cessive maps is zero, so we see that Im d ⊂ Ker d at any given stage. Forms
in Ker d are called “closed”; forms in Im d are called “exact.” The de Rham
cohomology is defined as closed modulo exact forms:

Hp(M) ≡ {Ker d}/{Im d}|Ωp.

Example 1.5.1. Consider the torus T 2 = R2/Z2. H0(T 2) = R, since
closed zero-forms are constant functions, and there are as many of them
as there are connected components of the manifold. The one-form dx is
well defined and closed, but is not the derivative of a function, since x is
not single-valued on the torus (e.g., x and x + 1 represent the same point).
One can show that any other closed one-forms are either exact or differ from
adx+bdy (a, b constants) by an exact form, so H1(T 2) = R2. Likewise, dx∧
dy generates H2. There are other representatives of H1(T 2). For example,
consider δ(x)dx, where δ(x) is a delta function. This is not exact, since∫ x=1/2
x=−1/2 df = 0 for any function on the torus, but

∫ x=1/2
x=−1/2 δ(x)dx = 1, just
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as
∫ x=1/2
x=−1/2 dx = 1. Note that δ(x)dx has the property that it is only supported

along the circle {x = 0}, likewise, for δ(y)dy. Also, δ(x)dx ∧ δ(y)dy is only
supported at a point, the intersection of the two circles. The relation between
wedging de Rham cohomology classes and intersecting homology cycles will
be explored in further chapters.

The “Betti number” bk(M) is defined to be the dimension of Hk(M).

1.5.3. The Hodge Star. The “Hodge star” operator ∗ encodes the
inner product as a differential form. For any p-form ψ, define ∗ by the
formula

〈θ, ψ〉dV = θ ∧ ∗ψ,

where dV is as in Eq. (1.1), for any θ of the same degree. Clearly,
∗ : Ωp(M) → Ωn−p(M). Defining this operation in terms of indices can
be rather ugly. If θ1, . . . , θn is an orthonormal basis of one-forms, then
∗θ1 = θ2 ∧ · · · ∧ θn, etc., and ∗θI = θIc , where I is some subset of {1, . . . , n}
and Ic is its (signed) complement. Then ∗dxI =

√
|det(g)|dxIc

(sometimes
we will simply write g for det(g)). Clearly ∗∗ = ±1, and counting minus
signs gives ∗∗ = (−1)p(n−p). Note that since ∗ is invertible, it identifies Ωp

with Ωn−p.

Exercise 1.5.3. Rewrite the operators of divergence, curl, and gradient
in terms of the exterior derivative, d. You will need to use the Euclidean
metric on R3 to identify vectors and one-forms, and ∗ to identify two-forms
with one-forms (e.g., ∗(dy ∧ dz) = dx and the like) and three-forms with
functions. Rewrite the relations curl grad = 0 etc., in terms of d2 = 0.
This exercise is essential. Note that not every vector field on a region U

whose curl is zero comes from a function. The extent to which such vectors
exist is measured by H1(U).

Using this exercise, we can understand the fundamental theorem of cal-
culus, Stokes’s theorem, and the divergence theorem as the single statement∫

C
dθ =

∫
∂C

θ,

where ∂C represents the boundary of C (we have neglected some issues of
orientation).

We can use the Hodge star operator and the global inner product to
define the adjoint to the exterior derivative. Define the adjoint d† of d by
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(dθ, ψ) = (θ, d†ψ). We state without proof that for p-forms on an n-manifold,

d† = (−1)np+n+1 ∗ d ∗ .

Note that d† : Ωp → Ωp−1. It is clear that d2 = 0 implies (d†)2 = 0.
The Laplacian is defined as � = dd† + d†d. Note that since the adjoint

operator (equivalently, ∗) depends on the inner product, the Laplacian de-
pends on the metric. We now show that the kernel of � is constituted by
precisely those forms that are closed (annihilated by d) and co-closed (an-
nihilated by d†). For if �φ = 0, then (φ, (dd† + d†d)φ) = 0, and by the
definition of adjoint this equals (dφ, dφ) + (d†φ, d†φ), which is zero if and
only if dφ = 0 and d†φ = 0. Let Hp(M) denote the vector space of harmonic
p-forms.

Example 1.5.2. On the torus T 2 = R2/Z2, with the metric defined from
Euclidean R2, H1 is two-dimensional and generated by dx and dy. Note that
here there is no choice of representatives (up to a choice of basis for R2). It
is no coincidence that H2 ∼= H2, as we see below.

Hodge decomposition is the theorem that every form θ (on a compact
manifold with positive-definite metric) has a unique decomposition as

θ = h + dα + d†β,

where h is harmonic. Uniqueness follows by showing that zero (the differ-
ence of two decompositions) is uniquely written as the zero composition —
namely, 0 = h + dα + d†β implies d†β = 0, etc. This is clear, since d in this
equation gives 0 = dd†β, which after taking the inner product with β says
d†β = 0 (use the adjoint). Existence of the decomposition is related to the
fact that � is invertible on the orthogonal complement of its kernel.

Since dd†β �= 0 for d†β �= 0, the kernel of d comprises all forms that look
like h + dα. Further, all forms dα are precisely the image of d. We therefore
conclude that kernel mod image can be identified with harmonic forms:

Hp(M) = Hp(M,R)

(equality as vector spaces). This identification, of course, depends on the
metric. Note that harmonic forms, unlike cohomology classes, do not form a
ring, since the wedge product of two harmonic forms is not a harmonic form
(though it lies in a cohomology class with a unique harmonic representative).
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Example 1.5.3. By the wave equation, a vibrating drum has frequencies
corresponding to eigenvalues of the Laplacian. The set of eigenvalues of the
Laplacian is a measure of the geometry of the space. However, the set of
zero modes is a topological quantity.





CHAPTER 2

Algebraic Geometry

In this chapter outline the very basic constructions of algebraic geom-
etry: projective spaces and various toric generalizations, the hyperplane
line bundle and its kin, sheaves and Čech cohomology, and divisors. The
treatment is driven by examples.

The language of algebraic geometry pervades the mathematical proof
of mirror symmetry given in Part 4. Toric geometry is also crucial to the
physics proof in Part 3. Sec. 2.2.2 on toric geometry is only a prelude to
the extensive treatment in Ch. 7.

2.1. Introduction

In this chapter we will introduce the basic tools of algebraic geometry.
Many of the spaces (manifolds or topological spaces) we encounter are de-
fined by equations. For example, the spaces x2 + y2 − R2 = 0 for different
values of R are all circles if R > 0 but degenerate to a point at R = 0. Al-
gebraic geometry studies the properties of the space based on the equations
that define it.

2.2. Projective Spaces

Complex projective space Pn is the space of complex lines through the
origin of Cn+1. Every nonzero point in Cn+1 determines a line, while all
nonzero multiples represent the same line. Thus Pn is defined by

Pn ≡
(
Cn+1 \ {0}

)
/C∗.

The group C∗ acts to create the equivalence

[X0, X1, . . . , Xn] ∼ [λX0, λX1, . . . , λXn],

where λ ∈ C∗. The coordinates X0, . . . , Xn are called “homogeneous coor-
dinates” and are redundant (by one) for a description of projective space.
In a patch Ui where Xi �= 0, we can define the coordinates zk = Xk/Xi (for
k �= i). These coordinates are not affected by the rescaling.

25
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Example 2.2.1 (P1). Consider P1, on which [X0, X1] ∼ [λX0, λX1]. We
can describe the whole space with two patches (for ease of notation, we use
no indices in this example): U = {X0 �= 0} with coordinate u = X1/X0

(well defined) and V = {X1 �= 0} with coordinate v = X0/X1. On U ∩ V,

v = 1/u. Note that X0 = 0 is well defined, as the scaling does not affect
the solutions (the solution set of any homogeneous equation is well defined).
From this we see that P1 is the same as S2 as a complex manifold.

Note that a linear action on X0, . . . , Xn induces a holomorphic auto-
morphism of Pn, where an overall scaling acts trivially. It turns out that
PGL(n + 1,C) is precisely the group of holomorphic automorphisms of Pn.

Any homogeneous polynomial f in n + 1 variables defines a subspace
(subvariety) of Pn via the equation f(X) = 0, which respects the scaling
relation. The equation would make no sense if f were not homogeneous.

Example 2.2.2. Consider a degree 3 polynomial in P2, f = a1X
3 +

a2Y
3 + a3Z

3 + a4XY Z + a5X
2Y + · · ·+ a10Y Z2. There are ten parameters,

eight of which can be removed by a homogeneous, linear change of variables
(a motion induced by PGL(3,C)), and one of which corresponds to an overall
scaling. In all, there is one complex parameter that cannot be removed, and
this determines the complex structure of the curve defined by f. In fact, it is
an elliptic curve (Riemann surface of genus 1), and the value of its complex
structure parameter j(τ) is an algebraic function of the one independent
combination of the ai.

Using the same reasoning (not always valid, but okay here), a degree
5 (“quintic”) polynomial in P would describe a manifold with

(
5+5−1
5−1

)
−

(25 − 1) − 1 = 101 parameters describing its complex structure. (Here we
have used the fact that the number of independent degree d homogeneous
polynomials in n variables is

(
d+n−1

n−1

)
.)

At this point, we should note that algebraic geometry can be defined
over arbitrary fields, and that the “algebraic” part of the story should be
taken seriously. We will mainly be interested in algebraic varieties as (possi-
bly singular) manifolds, so for our purposes “variety” can mean a manifold
or a manifold with singularities. We mainly employ the tools of algebraic ge-
ometry to simplify calculations that would be well posed in a more general
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setting. In a sense, algebraic geometry is simpler than differential geom-
etry since all quantities are algebraic, therefore holomorphic, or at worst
meromorphic.

Note:

• Pn is a quotient space, or space of C∗ orbits.
• We remove 0 so that C∗ acts without fixed points.
• Open sets are complements of solutions to algebraic equations (in

the above, X0 = 0 and X1 = 0). This is the Zariski topology.
• (C∗)n acts on Pn via the action inherited from Cn+1 (in fact, all

of PGL(n + 1) acts), with fixed points pi = [0, . . . , 1, . . . , 0], i =
0, 1, . . . , n.

• The quotiented scaling action is encoded in the way the coordinates
scale (all equally for Pn), so this is combinatorial data.

2.2.1. Weighted Projective Spaces. Weighted projective spaces are
defined via different torus actions. Consider the C∗ action on C4 defined by
λ : (X1, X2, X3, X4) �→ (λw1X1, λw2X2, λ

w3X3, λ
w4X4) (different combina-

torial data). We define

P3
(w1,w2,w3,w4)

=
(
C4 \ {0}

)
/C∗.

Suppose w1 �= 1. Then choose λ �= 1 such that λw1 = 1. Note that
(X1, 0, 0, 0) = (λw1X1, 0, 0, 0), so we see the C∗ action is not free (there are
fixed points), and we have a Z/w1Z quotient singularity in the weighted
projective space at the point [1, 0, 0, 0].1 Since this singularity appears in
codimension 3, a subvariety of codimension 1 will generically not intersect
it — so it may not cause any problems. However, suppose (w2, w3) �= 1,
so that k|w2 and k|w3, with k > 1. Then choose λ �= 1 such that λk = 1.
Note (0, X2, X3, 0) = (0, λw2X2, λ

w3X3, 0), and we have a Z/kZ quotient
singularity along a locus of points of codimension 2. We can no longer
expect a hypersurface to avoid these singularities. (We will see in later
chapters that there are ways to “smooth” singularities.)

1A quotient singularity means that the tangent space is no longer Euclidean space,

but rather the quotient of Euclidean space by a finite group. For example, � 2/�2 , where

�2 ≡ �/2� acts by (−1,−1), is singular at the origin. One can construct a model for

this space using the invariant polynomials a = X2
1 , b = X2

2 , and c = X1X2, which obey

p = ab − c2 = 0, a quadratic polynomial in �
3 . The singularity at the origin appears as a

point where both p = 0 and dp = 0 have solutions. Singularities are discussed at greater

length in Sec. 7.5.
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Example 2.2.3. We denote by M = P4
1,1,1,1,2[6] the hypersurface defined

by a quasi-homogeneous polynomial of degree six in P4
1,1,1,1,2. For example,

M may be the zero-locus of f = X6
1 + X6

2 + X6
3 + X6

4 + X3
5 , a Fermat-type

polynomial. The singular point in P4
1,1,1,1,2 is [0, 0, 0, 0, 1], since (0, 0, 0, 0, 1)

is fixed under Z/2Z ⊂ C∗. However, since f(0, 0, 0, 0, 1) �= 0, the singularity
does not intersect the hypersurface, and the hypersurface is smooth (one
must check that f = 0 and df = 0 has no common solution in P4

1,1,1,1,2, and
this is immediate, as the origin is excluded).

More generally, we can construct Pn−1
�w , and we can expect hypersurfaces

in this space to be smooth if (wi, wj) = 1 for all i �= j. Again, this space
have a (C∗)n−1 action depending on the vector �w.

2.2.2. Toric Varieties. Toric varieties are defined similarly and are
even more general. We start with CN and an action by an algebraic torus
(C∗)m, m < N. We identify and then subtract a subset U that is fixed by
a continuous subgroup of (C∗)m, then safely quotient by this action (up to
finite quotient singularities) to form

P = (CN \ U)/(C∗)m.

The resulting space P is called a toric variety, as it still has an algebraic torus
action by the group (C∗)N−m descending from the natural (C∗)N action on
CN .

Example 2.2.4. Here we give four examples of toric varieties, along
with the diagrams (fans) that encode their combinatorial data (see Fig. 1).
However, we will not give a general account of going from the diagram to
the construction of the variety. The reader can find a much more thorough
treatment in Ch. 7.

A) The three vectors vi in the toric fan (A) are not linearly independent.
They satisfy the relation 1 · v1 + 1 · v2 + 1 · v3 = 0. The coefficients (1, 1, 1)
in this relation encode the scaling action under λ ∈ C∗ : zi �→ λ1zi. Note
that we have introduced a coordinate for each vector. Note that the triple of
vectors v1, v2, v3 are not all contained in a single cone, though any two of
them are (there are three cones in the picture, the white areas). This encodes
the data of the set U = {z1 = z2 = z3 = 0}. When we take C3 \U, the scaling
action has no fixed points, and we can safely quotient by C∗. The resulting
smooth variety is, of course, P2.
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A

C

D

B

Figure 1. Four toric fans. A) The fan describ-
ing P2, consisting of three cones between three vec-
tors: (1, 0), (0, 1), (−1,−1). B) P1, described by two one-
dimensional cones (vectors): 1 and −1. C) P1 × P1. D) The
Hirzebruch surface Fn = P(O�1 ⊕O�1(n)); the southwest vec-
tor is (−1,−n).

This procedure is quite general, though the specifics will depend on the
diagram.

B) In this one-dimensional diagram, there are two vectors that obey the
relation v1 + v2 = 0. Each vector generates a one-dimensional cone (ray).
The C∗ action is thus encoded by the weights (1, 1) : namely, zi �→ λ1zi. As
v1 and v2 are not contained in a common ray, we excise U = {z1 = z2 = 0}.
The resulting space is P1.

C.) Set v1 = (1, 0), v2 = (−1, 0), v3 = (0, 1), and v4 = (0,−1). Here
there are two relations: v1 + v2 = 0 and v3 + v4 = 0. There are therefore
two C∗ actions encoded by the vectors (1, 1, 0, 0) and (0, 0, 1, 1). Namely,
(λ1, λ2) ∈ (C∗)2 maps (z1, z2, z3, z4) �→ (λ1

1z1, λ
1
1z2, λ

1
2z3, λ

1
2z4). The set U

is the union of two sets: U = {z1 = z2 = 0} ∪ {z3 = z4 = 0}. Then
(C4 \ U)/(C∗)2 = P1 × P1.

D.) The southwest vector here is v2 = (−1,−n), all others the same as
in (C), which is the special case n = 0. The construction of the toric variety
proceeds much as in (C), except the first relation is now 1·v1+1·v2+n·v3 = 0,
so the first C∗ acts by (1, 1, n, 0). The toric space is called the nth Hirzebruch
surface, and denoted Fn. We can see that Fn resembles P1 × P1, except the
second P1 intermingles with the first. In fact, Fn is a fibration of P1 over
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P1, trivial when n = 0. We will return to explaining the caption in later
sections.

E.) Another interesting example (not pictured) is to take the diagram
from (A) and shift it one unit from the origin in R3. That is, take v1 =
(1, 1, 0), v2 = (1, 0, 1), v3 = (1,−1,−1), and v0 = (1, 0, 0) (the origin be-
comes a vector after the shift). The single relation among these four vec-
tors is (−3, 1, 1, 1). Let ζ be the coordinate associated to v0. Then U is
still {z1 = z2 = z3 = 0}, as in (A), since v0 is contained in all (three-
dimensional) cones. The resulting space is (C4 \ U)/C∗ and has something
to do with P2 (and with the number 3). In fact, we recover P2 if we set
ζ = 0. Also, the space is not compact. We will see that this corresponds to
a (complex) line bundle over P2.

2.2.3. Some Line Bundles over Pn. From the definition of Pn we see
there is a natural line bundle over Pn whose fiber over a point l in Pn is the
line it represents in Cn+1. Define J ⊂ Pn × Cn+1 to be {(l, v) : v ∈ l}. J is
called the “tautological line bundle.” Suppose we have coordinates Xk on
Cn+1 with which to describe the point v. Then Xk is a linear map from the
fiber Jl to C. In other words, Xk is a section of Hom(J,C), the line bundle
dual to J. Let us call this H. Note that the equation Xk = 0 makes sense on
Pn, and its solution defines a hyperplane (hence the “H”).

From J and its dual H we get lots of line bundles by considering J⊗d =
J ⊗ J ⊗ · · · ⊗ J and H⊗d. The transition functions of these bundles are
respectively dth powers of the transition functions for J and H. H⊗d is also
written Hd or O�1(d) or O(d). The trivial line bundle O(0) is also written
O. In fact, sometimes additive notation is used for line bundles, so it is
not uncommon to see Hd as dH as well. We will try to be sensitive to
these ambiguities. Note that the dual of a line bundle has inverse transition
functions, so J = H−1 = O(−1).

Example 2.2.5. Consider the hyperplane bundle on P1. According to
the paragraph above, the coordinate X0 is a (global) section. Let us see how
this works. On U = {X0 �= 0}, a coordinate u parametrizes the points [1, u]
with X0 = 1. On V the coordinate v parametrizes [v, 1] with X0 = v. Thus
(X0)U = sUV (X0)V ⇒ sUV = v−1 = u, and therefore H has a transition
function u. Furthermore, Hn has a transition function un on P1.
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Example 2.2.6. As another example, consider diagram (D) from Fig. 1,
with v4 (the downward pointing vector) and the two cones containing it re-
moved. The resulting diagram has three vectors (v1 = (1, 0), v2 = (−1,−n),
v3 = (0, 1)), two cones (generated by v1 & v3 and by v2 & v3), and one
relation, (1, 1, n) — i.e., v1 + v2 + nv3 = 0. To construct the corresponding
toric variety, we start with C3 and remove U = {z1 = z2 = 0} (as v1 and
v2 do not share a cone), and quotient by C∗ acting as λ : (z1, z2, z3) �→
(λ1z1, λ

1z2, λ
nz3). Define Z to be the resulting space Z = (C3 \ U)/C∗.

Let us now rename the coordinates X0 ≡ z1; X1 ≡ z2; θ ≡ z3. We can
cover Z with two patches U = {X0 �= 0} and V = {X1 �= 0}. Note
U ∼= U × C, where U is the open set on P1 coordinatized by u = X1/X0

(invariant under the scaling), and we parametrize C by ζU . Thus (u, ζU )
represents (uniquely) the point (1, u, ζU). Also, V ∼= V ×C, with coordinates
v = X0/X1 and ζV representing (v, 1, ζV ). Consider a point (X0, X1, θ) in
C3, with X0 �= 0 and X1 �= 0. On U we would represent it by coordinates
(u, ζU ), with u = X1/X0 and ζU = θ/Xn

0 . The reason for the denominator in
ζU is that we must choose λ ∈ C∗ to be 1/X0 to establish the C∗ equivalence
(X0, X1, θ) ∼ (1, X1/X0, θ/X

n
0 ) = (1, u, ζU ). On V we represent the point

by coordinates v = 1/u and ζV = θ/Xn
1 . Note ζU = unζV . We have thus

established that the space Z represented by this toric fan is described by two
open sets U×C and V ×C, with U and V glued together according to P1 and
the fibers C glued by the transition function sUV = un. Therefore Z = O(n).

It is now not too hard to see that the first scaling in Example 2.2.4 (D)
defines the direct sum O(n)⊕O. The second relation and the set subtraction
effects a quotienting by an overall scale in the C2 fiber directions. This is the
projectivization of the direct sum bundle described in the caption to Fig. 1.
The individual fibers are converted into P1’s, but this quotienting has a base
P1 dependence, so Fn is a non-trivial P1 bundle over P1 for n �= 0.

Any linear function sa of the coordinates Xk will also be a section of
H. Further, since we know how the operator ∂

∂Xk
behaves under scaling, we

easily see that
∑n

k=0 sk
∂

∂Xk
descends to a linear differential operator (i.e., a

vector field) on Pn. In other words, we have a map of sections of bundles
Γ(H⊕(n+1)) → Γ(TPn). Note that multiples of the vector v ≡

∑
k Xk∂Xk

descend to zero on Pn since this generates the very scaling by which we
quotient. All such multiples look like fv, with f a function on Pn, i.e., a
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section of the trivial line bundle C. We have described an exact sequence

(2.1) 0 −→ C −→ H⊕(n+1) −→ TPn −→ 0

(the Γ symbol has been suppressed). This sequence is called the “Euler
sequence.”

2.3. Sheaves

A sheaf is a generalization of the space of sections of a vector bundle.
Over any open subset U , the sections Γ(U) form a vector space with an
action (multiplication) by the space (ring) of functions. We generalize this
notion to the algebraic setting by saying that a sheaf assigns abelian groups
to each open set, and we require these groups to be modules under the action
of holomorphic functions on the open set. The power of this restriction is
that if the abelian groups are free, then they look like sections of vector
bundles Γ(U), but, if not, we can talk about more general objects, such as
vector bundles living on subvarieties.

Roughly speaking, a sheaf is the data of sections on open sets, with
sections on unions of sets determined by their restrictions to the different
components.

Let us restrict ourselves to a complex manifold X. A “sheaf” F consists
of

• abelian groups F(U) of “sections” σ, one for every open set U ;
• restrictions σ|V ∈ F(V ) for any V ⊂ U, σ ∈ F(U) with the com-

patibility relations (σ|V )|W = σ|W for W ⊂ V ⊂ U ;
• if σ|Ui = 0 on all sets Ui of an open covering of U, then σ = 0 in
F(U);

• if σ ∈ F(U), τ ∈ F(V ) and σ|U∩V = τ |U∩V , then there exists
ρ ∈ F(U ∪ V ) which restricts to σ and τ on U and V respectively
(ρ is unique by the property immediately above).

Example 2.3.1. A) Z is the sheaf of integer-valued functions. Over U,

Z(U) are the locally constant, integer-valued functions on U. Then Z(X) is
the group of globally-defined integer-valued functions. This is a vector space
of dimension equal to the number of connected components of X.

B) R and C are sheaves of real and complex constant functions.
C) O is the sheaf of holomorphic functions. O(U) is the set of holomor-

phic functions. Again, dimO(X) is the number of connected components of
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X if X is compact, since the only global holomorphic functions on a compact
connected space are constants.

D) O∗ is the sheaf of nowhere zero holomorphic functions.
E) Ωp is the sheaf of holomorphic (p, 0)-forms. θ ∈ Ωp(U) looks like

θa1...apdz
a1 ∧ · · · ∧ dzap, where θa1...ap are holomorphic functions on U ; note

that no dz’s appear.
F) O(E) are holomorphic sections of a holomorphic bundle E.

Sheaves enjoy many properties from linear and homological algebra. A
map between sheaves defines maps on the corresponding abelian groups, and
its kernel defines the kernel sheaf.

In particular, we can have exact sequences of sheaves. Consider, for
example, the sequence

(2.2) 0 −→ Z −→ O −→ O∗ −→ 0,

where the first map is inclusion as a holomorphic function and the second
is exponentiation of functions (times 2πi). Note that the sequence does not
necessarily restrict to an exact sequence on every open set (for example, on
C \ {0} the exponential map is not onto), but is exact for open sets that are
“small” enough. From now on, we restrict ourselves to covers of manifolds
that consist of open sets with trivial cohomology.

If a sheaf S is the sheaf of sections of a vector bundle, then the stalk over
a point p is the closest thing to a fiber of a vector bundle and is defined as
the intersection (direct limit) of S(U) over all U containing p. The stalk can
be thought of as germs of sections, or, by local triviality of vector bundles,
germs of vector-valued functions.

Example 2.3.2. As an example of how a sheaf differs from a vector
bundle, consider Pn and the sheaf O�n , the sheaf of holomorphic functions.
This sheaf is also the sheaf of holomorphic sections of the trivial bundle,
and the stalk over any point is the additive group of germs of holomorphic
functions at that point. Now consider a subvariety V ⊂ Pn. We can consider
OV , a sheaf over V, or we can consider a sheaf over Pn with support only
along V. As a sheaf over Pn, OV can be defined as holomorphic functions
modulo holomorphic functions vanishing along V. So OV (U) is the zero group
if U does not intersect V. In fact, the ideal sheaf JV of holomorphic functions
(on Pn) that vanish along V is another sheaf not associated to sections of a
bundle.
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For instance, consider Op, the structure sheaf of a point in P2, namely,
let V = {p} ⊂ P2. We define Jp to be the sheaf of holomorphic functions
vanishing at p. Then Op = O�2/Jp, which can also be written as the cokernel
in the exact sequence

0 −→ Jp −→ O −→ Op −→ 0.

Note that the stalk of Op over p is just the vector space C of possible values
of holomorphic functions at p. Now the sheaf Jp is not a sheaf of sections of
a vector bundle either, and if we want to express Op in terms of sheaves that
locally look like sections of bundles, we can do so in the following way. Note
that p can be described as the zero set of two linear functions f, g on P2 (e.g.,
if p = [1, 0, 0] we can take f = X1 and g = X2), i.e., two sections of O(1).
Then Jp looks like all things of the form fs1 − gs2, where, in order to be a
function, we must have s1, s2 ∈ O(−1). So the map O(−1) ⊕ O(−1) → O,

where (s1, s2) �→ fs1 − gs2, has image Jp. The kernel is not locally free but
that can be taken care of with another map. In all, we have

O(−2) −→ O(−1) ⊕O(−1) −→ O,

where the first map is s �→ (gs, fs).

Exercise 2.3.1. Check exactness of this sequence.

If we call this whole sequence E•, then the sequence 0−→E•−→Op−→0
is exact, and in many ways E• behaves precisely like Op (as it would if this
were an exact sequence of vector spaces or modules).

2.3.1. Cohomology of Sheaves. We now develop the appropriate co-
homology theory for investigating global questions about sheaves. As a con-
sequence, we will have a long exact sequence in cohomology, given an exact
sequence of sheaves.

Čech cohomology is defined for a sheaf relative to a cover {Uα} of X.

Our restriction to “good” covers allows us to ignore this possible uncertainty
and work with a fixed good cover {Uα}.

That said, we define the (co-)chain complex via

C0(F) =
∏

α F(Uα),
C1(F) =

∏
(α,β) F(Uα ∩ Uβ),

...
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where we require σUα,Uβ
= −σUβ ,Uα for σ ∈ C1(F), with higher cochains

totally anti-symmetric. The differential δn : Cn → Cn+1 is defined by
(δ0σ)U,V = σV −σU ; (δ1ρ)U,V,W = ρV,W −ρU,W +ρU,V . Higher δ’s are defined
by a similar anti-symmetrizing procedure. Note that δ2 = 0 (we often ignore
the subscripts). Čech cohomology is defined by

Hp(F) = Ker δp/Im δp−1.

A key point is that an exact sequence of sheaves,

0 −→ A −→ B −→ C −→ 0,

leads to a long exact sequence in cohomology,

0 −→ H0(A) −→ H0(B) −→ H0(C) −→ H1(A) −→ H1(B) −→ . . . .

In particular, the exact sequence Eq. 2.2 leads to the sequence
· · · → H1(X,O∗) → H2(X,Z). As we will see in the next section, any
line bundle defines a class in H1(X,O∗), and the image under the map to
H2(X,Z) is called the “first Chern class” of the line bundle, c1(L). The
line bundle is determined up to C∞ isomorphism by its first Chern class,
although two line bundles with the same first Chern class may not be iso-
morphic as holomorphic line bundles.

Recall that a section is determined by its restriction to open subsets.
Therefore a global section of any sheaf is defined by its values on elements
Uα of a covera and must be compatible on overlaps. Thus a global section
σ consists of data σα such that σα = σβ on Uα ∩ Uβ ; i.e., δ0σ = 0, and we
see that the global sections F(X) are equal to H0(F).

Example 2.3.3. On P1 we can use our two open sets as a cover (warn-
ing: not a “good” cover), and a little thought shows that H1(P1,O∗) is
classified by maps from an annulus to an annulus (or, equivalently, circle
to circle), which are in turn classified by a winding number. This makes
sense, because line bundles are determined by how we glue two copies of
C (with a nonzero function) together along an equatorial strip. Clearly
H1(P1,O∗) = Z, and the generator is O�1(1), or just O(1). If U is the
set X0 �= 0 with coordinate u = X1/X0 and V is the set X1 �= 0 with coordi-
nate v = X0/X1, then O(1) has transition function sUV = u (on the equator
u = eiθ, sUV = eiθ represents a map from S1 to S1 of degree 1). Note that
O(1) is a holomorphic line bundle.
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Example 2.3.4. What are the global sections of O(n) ≡ (O(1))n on
P1 (denoted O�1(n))? Let us first recall that O(1) has the transition func-
tion sUV = u, so O(n) has transition function un. Consider the monomials
fV = vk on V. To construct a global section, we need fU = sUV fV = unvk =
un−k, which will be holomorphic as long as k ≤ n. Therefore 1, v, . . . , vn give
rise to n + 1 global sections, and there can be no others. Equivalently, we
can think of the coordinate v as representing the homogeneous coordinates
[X0, X1] = [1, v]. Then the global sections can be generated by the mono-
mials Xn

0 , Xn−1
0 X1, . . . , X

n
1 . In short, the global sections are homogeneous

polynomials of degree n.

The same is true on PN : H0O�N (n) = homogeneous polynomials of

degree n in X0, . . . , XN . So dimH0(O(n)) =

(
N + n − 1

n − 1

)
. In particular,

the sections of O�4(5) are quintic polynomials in five variables, and there are
9 · 8 · 7 · 6/4! = 126 independent ones.

2.3.2. The Čech–de Rham Isomorphism. (These few paragraphs
are merely a summary of the treatment in [121], pp. 43–44.)

Here we show that the cohomology H∗
dR(M) defined from the de Rham

complex on M is equal to the Čech cohomology H∗(R). The proof depends
on the fact (Poincaré lemma) that if θ is a p-form with p > 0 on Rn and
dθ = 0, then θ = dλ. In other words, closed forms are locally exact, meaning
we can find open sets on which their restrictions are exact. At p = 0, the
constant forms are closed but not exact. Therefore, the sequence of sheaves

0 −→ R −→ C0 −→ C1 −→ C2 −→ . . .

(here Ck represents k-forms) is exact. (Recall that exactness of a sequence
of sheaves means that the sequence is exact for a sufficiently fine — e.g.,
contractible — cover of open sets.)

From this sequence we can construct a series of exact sequences. Let
Zk ⊂ Ak represent the closed k-forms. We then have

0 −→ R −→ A0 d−→ Z1 −→ 0,

0 −→ Z1 −→ A1 d−→ Z2 −→ 0,
...

0 −→ Zk−1 −→ Ak−1 d−→ Zk −→ 0.
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The next result we use is that Hk(Ap) = 0 for k > 0. (This can be
shown by using a partition of unity, but we omit the proof.) Then from the
first short exact sequence we get a long exact sequence yielding Hk(R) ∼=
Hk−1(Z1). The next short exact sequence tells us Hk−1(Z1) ∼= Hk−2(Z2).
We proceed until the long exact sequence from the last sequence above gives

H0(Ak−1) d−→ H0(Zk) −→ H1(Zk−1) −→ 0,

where the last zero comes from H1(Ak−1) = 0. This says nothing other than

H1(Zk−1) ∼=
H0(Zk)

dH0(Ak−1)
≡ Hk

dR(M).

At this point, it is helpful, albeit somewhat premature, to mention a
similar result that holds for complex manifolds. The usual exterior derivative
d is expressed in real coordinates xa as d =

∑
a dxa ∧ ∂

∂xa
. With (half as

many) complex coordinates zk we can break up d into two parts: d = ∂ +∂,

where ∂ =
∑

k dzk ∧ ∂
∂zk

and ∂ is the complex conjugate. Note that since ∂

is not real, we must take it to act on (the tensor powers of) T ∗M ⊗ C. (We
will have more to say about these operators later.) We also have ∂2 = 0 and
∂2 = 0. A form in Ker ∂ is called ∂-closed.

Note that ∂-closed forms are holomorphic. What’s more, ∂ acts on
forms taking values in any holomorphic vector bundle! The reason is that ∂

commutes with holomorphic transition functions: Holomorphic means holo-
morphic no matter the trivialization. Thus if E is a holomorphic bundle on
M , or, more specifically, its sheaf of sections, we have the sequence

0 −→ E
∂−→ E ⊗A0,1 ∂−→ E ⊗ A0,2 ∂−→ . . . ,

where A0,k are forms θa1...ak
dz̄a1 ∧ · · · ∧ dz̄ak , and can form the associated

cohomology groups Hk
∂
(E).

Now the Čech–Dolbeault isomorphism follows from the ∂-Poincaré lemma
(∂-closed implies locally ∂-exact) and the fact that Hp>0(A0,k) = 0. The
proof is exactly analogous and states that

Hk(E) ∼= Hk
∂
(E).

Therefore, on a complex n-fold X, we can think about the Čech co-
homology classes Hk(E) as E-valued forms with k anti-holomorphic in-
dices. We define the canonical bundle KX to be the bundle of forms with
n holomorphic indices. Then Hn−k(E∗ ⊗ KX) are E∗-valued (n, n − k)-
forms. Wedging, using the pairing of E and E∗ and integrating, gives a map
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X : Hk(E) × Hn−k(E∗ ⊗ KX) → C. Serre duality, discussed more in the

next chapter, says this pairing is perfect: Hn−k(E∗ ⊗ KX) = Hk(E)∗.

2.4. Divisors and Line Bundles

A “line bundle” (in algebraic geometry) is a complex vector bundle of
rank 1, with holomorphic transition functions.

Example 2.4.1. Some examples are: the trivial bundle, C, whose holo-
morphic sections (i.e., functions) comprise the sheaf O; the tautological line
bundle J over projective space; its dual H ≡ J∗ = Hom(J,C). Note that the
homogeneous coordinates Xi are global sections of H, and that the set of ze-
roes of any global section of H (also called O(1)) defines a hyperplane. Hn is
the line bundle O(n), and its global sections are homogeneous polynomials of
degree n. The canonical bundle KX = Ωn of holomorphic (n, 0)-forms over
any complex n-fold X is a holomorphic line bundle. As a generalization,
given any holomorphic vector bundle E of rank r, we can form the (holo-
morphic) line bundle ΛrE, the “determinant line bundle,” whose transition
functions are the determinants of those for E.

Recall that the data of a line bundle is a local trivialization ϕα :π−1(Uα)∼=
Uα × C or equivalently a set of holomorphic transition functions sαβ =
ϕα ◦ ϕ−1

β such that values in C∗ with

sαβsβα = 1 and sαβsβγsγα = 1.

Recalling sheaf cohomology, this data states precisely that the transition
functions sαβ are closed one-chains in the Čech cohomology of the sheaf O∗

(using multiplicative notation for the group of sections). Further, a different
local trivialization corresponding to an isomorphic line bundle is defined by
isomorphisms (of C), fα ∈ O∗(Uα); the transition functions s′αβ = fα

fβ
sαβ are

then thought of as equivalent. Note that s′ and s differ by a trivial (exact)
Čech one-cycle, fα/fβ. So line bundles up to isomorphism are classified by
closed Čech one-chains modulo exact chains. We learn that H1(X,O∗) is
the group of isomorphism classes of line bundles on X. This is called the
“Picard group” of X. The group multiplication is the tensor product of line
bundles, corresponding to ordinary multiplication of transition functions:
i.e., on L⊗ L̃ we have the transition functions sαβ s̃αβ .
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The relationship

locally defined functions ←→ line bundles

can be investigated more closely. Any analytic, codimension 1 subvariety V

has (locally) defining functions: V ∩ Uα = {fα = 0} (chosen such that fα

has a simple zero along V ). On V ∩Uβ we have fβ , and on the intersection
fα/fβ is nonzero (zeroes of the same order cancel). Therefore the data {fα}
define a line bundle with transition functions sαβ = fα/fβ.

Example 2.4.2. On P1 define D = N +S, where N and S are the north
and south poles. On U = P1 \ N with local coordinate u = X1/X0, D is
written as the zeroes of fU = u. On V = P1 \S with coordinate v = X0/X1,

D = {fV = −v = 0}, and on the overlap fU/fV = −u/v = −u2 (the minus
sign was chosen for convenience, as we will see, and doesn’t affect anything).
The chain rule says ∂

∂v = −u2 ∂
∂u , which means TP1 (a line bundle) also has

transition function sUV = −u2.

Exercise 2.4.1. Try this for two other points.

Thus D ↔ TP1. We further see from the power of u that TP1 ∼= O(2) ∼=
K�1 .

Example 2.4.3. The bundle defined by a hyperplane in this way is the
hyperplane line bundle.

Generalizing this, we can define a “divisor”

D =
∑

i

niVi

to be a formal sum of irreducible hypersurfaces2 with integer coefficients ni.

Any given Vi can be described on Uα as the zero set of a holomorphic function
f i

α, where the f i
α are defined up to multiplication by a nowhere-vanishing

holomorphic function (section of O∗). In Uα, we associate to D ∩ Uα its
defining function fα =

∏
i(f

i
α)ni , so that if ni > 0, then the zero of fα has

order ni along Vi ∩ Uα, while if ni < 0, then fα has a pole of order ni. The
fα are nonzero meromorphic functions, and since fα and fβ must agree (up

2A “hypersurface” is a codimension 1 submanifold that can be written locally as

the zeroes of a holomorphic function, and “irreducible” means it cannot be written as the

union of two hypersurfaces. In the sum we require that an infinite number of hypersurfaces

cannot meet near any point (“locally finite”). Our “divisor” will mean “Weil divisor.”
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to O∗) on overlaps, they define a global section of the sheaf of meromorphic
functions modulo non-vanishing holomorphic functions:

Div (M) = H0(M∗/O∗).

To summarize, a divisor D, with local defining functions fα as above, defines
a line bundle O(D) with transition functions sαβ = fα/fβ. Note that the fα

define a (meromorphic) section of O(D), since fα = sαβfβ, whose zero locus
is D.

In practice, it is very convenient to be able to think of hypersurfaces
in terms of the line bundles they describe. A hypersurface defines an ele-
ment of real codimension 2 homology, and we will explore the relationship
between this homology class and a class in de Rham cohomology (or Čech
cohomology) associated to any line bundle by the map H1(O∗) → H2(Z)
from the sequence in Eq. 2.2. These and other topological issues are the
subject of the next chapter.



CHAPTER 3

Differential and Algebraic Topology

We try to convey just a hint of what various cohomology theories and
characteristic classes are, and how they are used in applications essential for
understanding mirror symmetry. Our scope is necessarily limited.

3.1. Introduction

Many physical questions are topological in nature, especially questions
involving so-called BPS states in supersymmetric theories, as there are typ-
ically an integer number of these non-generic states. In this chapter, we
develop some of the topological tools required to address such physical ques-
tions. Since analytical methods in physics typically involve derivatives and
integrals, our approach to topology will be mainly differential and algebraic.
Again, our focus will be on gaining a quick understanding of some of the
constructions used in mirror symmetry — or at least how they are applied
in practice.

3.2. Cohomology Theories

In Ch. 2 we discussed de Rham cohomology d : Ωp(M) → Ωp+1(M)
and Dolbeault cohomology ∂ for complex manifolds, ∂ : A0,p(M) ⊗ E →
A0,p+1(M) ⊗ E, where E is any holomorphic vector bundle. Particularly
interesting is the example when E = ΛqTholM.

For a sheaf E we can also construct the Čech cohomology Hk(E). When
E = R we have the Čech–de Rham isomorphism, and when E is the sheaf
of holomorphic sections of a holomorphic bundle, we have Čech–Dolbeault.

For completeness, let us recall singular homology and cohomology. We
define singular p-chains to be linear combinations of maps from p-simplices
to a topological space, X. For a map f : ∆p → X, the restriction to the
kth face of ∆p is denoted by fk, k = 0, . . . , p. Let Cp denote the p-chains.
Then the boundary operator ∂ : Cp → Cp−1 is given by ∂f =

∑p
i=0(−1)kfk,

extended to chains by linearity, and the associated homology cycles are

41
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in H∗(X). Singular cohomology is formed from cochains Cp = Hom(Cp,Z),
with dθ(f) = θ(∂f), for θ a cochain and f a chain. Then for manifolds X one
has the result H∗

sing = H∗(Z). If for singular cohomology we take Hom(Cp, G)
with G an arbitrary abelian group, we get H∗

sing(X;G). If G = R and X is a
smooth manifold, then we also have an isomorphism between singular and
de Rham cohomology.

3.3. Poincaré Duality and Intersections

Our aim here is to describe Poincaré duality, an intersection pairing of
(co)homology classes. In this section, H∗ denotes de Rham cohomology.

The wedge product of forms descends to a map on cohomology
Hk ⊗H l → Hk+l, since θ ∧ dη = d(±θ ∧ η) if θ is closed. This plus Stokes’s
theorem on a closed (oriented) manifold X implies that integration gives a
map

∫
X : Hk(X) ⊗Hn−k(X) → R (we assume X is compact, or else one of

these cohomology groups must be of forms with compact support). Poincaré
duality says that this pairing is perfect, meaning Hk and Hn−k are duals:
Hn−k = (Hk)∗.

Now consider a k-dimensional, closed submanifold (C ⊂ X such that
∂C = 0). For any θ ∈ Hk(X) we can define

∫
C θ. Stokes’s theorem ensures

that this is independent of the representative of the cohomology class. Thus∫
C is a linear map Hk → R, and Poincaré duality says that we can represent

this map by an (n− k)-form ηC ∈ Hn−k: i.e.,∫
C

θ =
∫

X
θ ∧ ηC .

ηC is called the Poincaré dual class.
In fact, a rather explicit construction of ηC can be achieved.1 The key

lies in a construction for a general (oriented) vector bundle, E.2 We define
on the total space of E the “Thom form” Φ, which is a delta function top
form along each fiber, i.e.,

∫
Ex

Φ = 1 for any x ∈ M, where pull-back of
Φ to the fiber is implicit. Next, we prove that a tubular neighborhood of
a submanifold C is diffeomorphic to its normal bundle NC/M of C in M

(defined by 0 → TC → TM |C → NC/M → 0). Extending the Thom form
of NC/M by zero, we get a cohomology class ΦC on M whose degree equals
the rank of C’s normal bundle, i.e., the codimension of C.

1We only describe the steps; the reader can find references in Ch. 40.
2“Oriented” means that the transition functions have positive determinants.
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Now one computes
∫
M θ ∧ΦC by noting that 1) it restricts to a tubular

neighborhood T of C (since ΦC was an extension by zero from T ); 2) T can
be thought of as a vector bundle, on which we integrate in base and fiber
directions; 3) ΦC is a top form in the normal directions, so only the part
of θ along the base C can matter; 4) since

∫
ΦC = 1 along each fiber, the

final answer is
∫
C θ. We deduce that

∫
M θ ∧ ΦC =

∫
M θ, so ΦC represents

the Poincaré dual class ηC . This is a woeful derivation! However, if we only
want a vague sense of the reasoning, it may be adequate.

In conclusion, the Thom class of the normal bundle is the Poincaré dual
class, which can therefore be chosen to have support along (or within an
arbitrarily small neighborhood of) C.

Example 3.3.1. On a torus T 2 = S1 ×S1, the total space of the normal
bundle to one of the S1’s (defined, say, by θ2 = 0) is equal to S1×T0S

1, where
T0S

1 is the tangent space to S1 at θ2 = 0. The Thom class of the normal
bundle is Φ = δ(θ2)dθ2, where δ(θ2) is a Dirac delta function. Indeed, it has
support on the first S1 and (Exercise) it satisfies

∫
T 2 θ ∧ Φ =

∫
S1 θ.

Given submanifolds C and D whose codimensions add up to n, the
degree of ηC ∧ ηD is n, so C · D ≡

∫
X ηC ∧ ηD is a number. Given the fact

that ηC and ηD can be chosen to have support along C and D, C · D picks
up contributions only from the intersection points x ∈ C ∩D. If we assume
that the intersections are transverse, then the bump forms will wedge to a
volume form for TM |x, and the integration will produce ±1 from each x,

depending on the orientation. In total, C · D =
∑

x(−1)εx . More generally,
we have the following relation:

ηC∩D = ηC ∧ ηD

(to compare with the case discussed, integrate). So the intersection and
wedge products are Poincaré dual.

3.4. Morse Theory

Because there are points in the treatment of quantum field theory where
Morse theory is a helpful tool (see, e.g., Sec. 10.4), we include here a short
discussion.

Consider a smooth function f : M → R with non-degenerate critical
points. If no critical values of f occur between the numbers a and b (say
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a < b), then the subspace on which f takes values less than a is a deformation
retract of the subspace where f is less than b. To show this, one puts a metric
on the space and flows by the vector field −∇f/|∇f |2, for time b − a (this
obviously runs afoul at critical points). Furthermore, the Morse lemma
states that one can choose coordinates around a critical point p such that
f takes the form −(x2

1 + x2
2 + · · · + x2

µ) + x2
µ+1 + · · · + x2

n, where p is at
the origin in these coordinates and f(p) is taken to be zero. The difference
between f−1({x ≤ −ε}) and f−1({x ≤ +ε}) can therefore be determined by
this local analysis, and only depends on µ (the “Morse index”), the number
of negative eigenvalues of the Hessian of f at the critical point. The answer
is that f−1({x ≤ +ε}) can be obtained from f−1({x ≤ −ε}) by attaching
a µ-cell along the boundary f−1(0). By “attaching a µ-cell” to a space X,
we mean taking the standard µ-ball Bµ = {|x| ≤ 1} in µ-dimensional space
and identifying the points on the boundary Sµ−1 with points in the space
through a continuous map f : Sµ−1 → X. That is, we take X �Bµ with the
relation x ∼ f(x) for x ∈ ∂Bµ = Sµ−1. In this way, we recover the homotopy
type of M through f alone.

In fact, we can find the homology of M through a related construction.
f defines a chain complex C∗

f whose kth graded piece is Cαk , where αk is
the number of critical points with index k. The boundary operator ∂ maps
Ck

f to Ck−1
f , ∂xa =

∑
b ∆a,bxb, where ∆a,b is the signed number of lines of

gradient flow from xa to xb, where b labels points of index k − 1. Such a
gradient flow line is a path x(t) satisfying ẋ = ∇(f), with x(−∞) = xa and
x(+∞) = xb. To define this number properly, one must construct a moduli
space of such lines of flow by intersecting outward and inward flowing path
spaces from each critical point and then show that this moduli space is an
oriented, zero-dimensional manifold (points with signs). These constructions
are similar to ones that we will encounter when discussing solitons in Ch. 18.
The proof that ∂2 = 0 comes from the fact that the boundary of the space of
paths connecting critical points whose index differs by 2 is equal to a union
over compositions of paths between critical points whose index differs by 1.
Therefore, the coefficients of the ∂2 operator are sums of signs of points in
a zero-dimensional space which is the boundary of a one-dimensional space.
These signs must therefore add to zero, so ∂2 = 0.
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Exercise 3.4.1. Practice these two constructions when M is a tire
standing upright and f is the height function. Practice the following con-
struction of homology as well. Do the same for a basketball. Try deforming
the ball so that more critical points are introduced. Verify that the Morse
homologies are not affected.

The main theorem is

Theorem 3.4.1.
H∗(Cf ) = H∗(M).

Cohomology can be defined through the dual complex. In fact, by look-
ing at Y-shaped graphs of gradient flow (three separate paths meeting at a
common point), one can define a “three-point function” to produce a prod-
uct on Morse cohomology. We will not use this construction, but it is closely
related to the Fukaya category (when M is taken to be the space of paths
between Lagrangian submanifolds), discussed in Sec. 37.7.1.

3.5. Characteristic Classes

In this section, we focus on the Chern classes.
If the rank of a holomorphic vector bundle equals the complex dimension

of the base manifold, then dimension counting says that a generic section
should have a finite number of zeroes. For example, on any complex manifold
we can consider the holomorphic tangent bundle and the number of zeroes
of a generic holomorphic vector field is the Euler characteristic (for a non-
holomorphic vector field we must count with signs). In general, the integral
of the top Chern class, also called the “Euler class”, encodes this number. Of
course, not all sections are generic and one must account for multiplicities of
certain zeroes. Here we will explore some generic and non-generic examples.

Example 3.5.1. On P1 consider the holomorphic vector field u ∂
∂u . It has

a zero at u = 0. On the patch with coordinate v = 1/u, we must transform
∂
∂u = −v2 ∂

∂v , so u ∂
∂u = −v ∂

∂v , which has a simple zero at v = 0. Of course,
this vector field is just the generator of a rotation, which has fixed points
at the north and south poles. In total, there are two zeroes, and χ(P1) =
χ(S2) = 2.

Example 3.5.2. On P1 we can consider the vector field ∂
∂z , which has

no zeroes on the patch with coordinate z. However, on the other patch this
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vector field equals −z̃2 ∂
∂�z , which has a zero of multiplicity 2 at z̃ = 0, and

the total number of zeroes, counted appropriately, is two.

Example 3.5.3. On P2 we consider three patches to cover the manifold:
U = {X0 �= 0} with coordinates u1 = X1/X0 and u2 = X2/X0, V =
{X1 �= 0} with coordinates v1 = X0/X1 (= 1/u1 on the overlap) and v2 =
X2/X1 = u2/u1, and W = {X2 �= 0} with coordinates w1 = X0/X2 = 1/u2

and w2 = X1/X2 = u1/u2. Consider the holomorphic vector field

s = u1
∂

∂u1
+ Cu2

∂

∂u2
.

We consider two cases: C = 1 and C = 2.

• If C = 2, this vector field has a zero in U where u1 = u2 = 0, i.e.,
the point [1, 0, 0] in homogeneous coordinates. To look in the other
patches, we transform ∂

∂u1
= ∂v1

∂u1

∂
∂v1

+ ∂v2
∂u1

∂
∂v2

= −v2
1

∂
∂v1

− v1v2
∂

∂v2
.

Proceeding this way and converting u’s to v’s (remember C = 2),
we find that s = −v1

∂
∂v1

+ v2
∂

∂v2
, so it has a zero at v1 = v2 = 0,

i.e., [0, 1, 0], in this patch. In W, s = −2w1
∂

∂w1
− w2

∂
∂w2

, so the
final zero is at [0, 0, 1] (which does not intersect the other patches).
There are three zeroes and χ(P2) = 3.

• Consider C = 1. Now we have a zero at [1, 0, 0] in U, but in V

we see s = −v1
∂

∂v1
, which has a family of zeroes where v1 = 0. In

W, s = w1
∂

∂w1
, which is zero when w1 = 0. This family of zeroes

is the P1 ⊂ P2 where X0 = 0 (the complement of U). In order
to compute the contribution to the Chern class integral, we use the
“excess intersection formula” (cf. Sec. 4.4.1 and Theorem 26.1.2).
This states that the contribution from a zero-locus Y (here Y =
{X0 = 0} ∼= P1) of some section of a vector bundle E (of the same
rank as the manifold M , here E = TP2 and M = P2) contributes∫

Y

ctop(E)
ctop(NY/M )

to the top Chern class, where NY/M is the normal bundle of Y ⊂ M.

In this example, the exact sequence

0 −→ TP1 −→ TP2 −→ N�1/�2 −→ 0
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tells us that ctop(TP2) = ctop(TP1)ctop(N�1/�2), so after cancelling
we find that the contribution of the zero-locus is∫
�1

ctop(TP1) = χ(P1) = 2 (e.g., from the example above).

Summing up the zero-loci, χ(P2)=1+2=3. The section with C =1
is not generic enough, but, as we will see in mirror symmetry, one
cannot always obtain a generic section.

Exercise 3.5.1. Find a holomorphic vector field on Pn with n+1 isolated
zeroes.

We now give an account of Chern classes, before actually defining them.
Poincaré duality says that cycles in Hn−p are dual to Hp, and cohomology
Hp is dual to Hp as well. Therefore we can identify Hp with Hn−p. The
Chern classes ck will be given in the next section as classes in H2k, but here
we will discuss them as (n − 2k)-cycles, i.e., cycles of codimension 2k. The
relation between forms and cycles is also seen by the fact that a cohomology
p-form can be chosen (in the same cohomology class) to vanish everywhere
outside of an (n−p)-cycle. For example, on the circle S1, the delta-function
1-form δ(θ)dθ has support on a point.

The examples above demonstrate that the top Chern class is the cycle
associated to a generic section. For a rank r bundle, this is represented by
a codimension r cycle or by an r-form. (When r = n we get a collection of
points, possibly with multiplicities.) In fact, since the base manifold sits in
the total space of a bundle as the zero section, the top Chern class represents
the intersection of a generic section with the zero section. So it makes sense
that intersection theory is needed to account for zero sets of non-generic
sections.3

We now give an account of all the Chern classes ck, for k ≤ r. Let E

be a rank r complex vector bundle on an n-fold, M . Let s1, . . . , sr be r

global sections of E (C∞ but not necessarily holomorphic, so they exist).
Define Dk to be the locus of points where the first k sections develop a linear
dependence (i.e., s1 ∧ · · · ∧ sk = 0 as a section of ΛkE). Then the cycles
Dk are Poincaré dual to the Chern classes cr+1−k. For example, when k = 1

3In general, intersection theory and the excess intersection formula account for non-

generic cases of the type considered here. We will not be able to develop this interesting

subject much further, however.
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the top Chern class cr is represented by D1, the zeroes of a single section.
When k = r, the first Chern class represents the zeros of a section of the
determinant line bundle formed by wedging r sections. Indeed, c1(E) =
c1(ΛrE).

3.5.1. Chern Classes from Topology. We would like to impart a
sense of how Chern classes capture the topology of a bundle. This section
is independent of the rest of the chapter.

Just as Pn−1, the space of complex lines through the origin in Cn, is
equipped with a tautological (“universal”) line bundle H−1 = O�n−1(−1),
similarly the space Gk(n) of complex k-planes through the origin in Cn has a
universal rank k vector bundle. Clearly, we can include Gk(n) ⊂ Gk(n + 1),
since Cn ⊂ Cn+1. To accommodate general bundles, it is convenient to define
the infinite-dimensional space Gk as the direct limit Gk(k)⊂Gk(k+1)⊂ . . . .
It is the set of k-planes in C∞. It, too, has a universal k-bundle,

Ek ⊂ Gk × C∞, Ek = {(p, v) : v ∈ p},

where p is a k-plane.
We will show below that E ≡ Ek is universal in the sense that 1) any

Ck-bundle F → X (over any topological space X) is the “restriction” of E

to X via some map ϕ : X → Gk, i.e., the bundle F is isomorphic to the pull-
back ϕ∗Ek; and 2) any two such maps are homotopic. Then a calculation
shows that the cohomology of Gk is a copy of the integers in each even
degree; we call the generators ci(Ek) ∈ H2i(Gk). Then we can define Chern
classes via pull-back in cohomology; setting c(Ek) = ⊕ici(Ek), we define the
total Chern class of F to be c(F ) := ϕ∗c(Ek). (Later we use cohomology
isomorphisms to express c(F ) as a differential form.)

We first show how to construct ϕ. Cover X by open sets Ui (we assume
X is compact, so i = 1, . . . , N) on which F is trivial, and find open sets
Vi, Wi such that V i ⊂ Ui and W i ⊂ Vi, as in Fig. 1. Then we may choose
bump functions λi on X equal to 1 on Wi and falling off to zero outside Vi,

as illustrated. Now say p ∈ F sits over x, so π(p) = x. Local triviality tells
us there is an isomorphism π−1(Ui)→̃Ui ×Ck, and if we take the projection
to Ck we get maps µi : π−1(Ui) → Ck, linear on each fiber. We then map p

to ν(p) :

ν(p) ≡ (λ1(x)µ1(p), λ2(x)µ2(p), . . . , λN (x)µN(p)) ∈ CkN ⊂ C∞.
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W
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0

λ

V

U

Figure 1. The open sets used to construct ϕ.

Each component makes sense even outside of the domains of µi, since the
fall-off of the λi allows us smoothly to extend by zero. Note that ν(Ex) is
a linear k-plane in CkN ⊂ C∞, thus a point in Gk. Going from x to this
point in Gk defines ϕ. Finally, we can map p to the pair (k-plane ν(Ex),
ν(p))∈ Gk × C∞. This map between total spaces of the bundles F and E,

linear on the fibers, exhibits F as ϕ∗E.

The fact that any two such maps ν0, ν1 are homotopic comes from defin-
ing νt, t ∈ [0, 1] by linearly interpolating from ν0(e) to ν1(e) in C∞. One
needs to show that this can be done continuously and without hitting zero
when e is nonzero.

Let H−1 = O(−1) be the universal line bundle over CP∞. Then it turns
out that the following axioms for Chern classes of rank k complex bundles
F → X completely determine them:

• ci(F ) ∈ H2i(M,Z), c0(F ) = 1, ci>k(F ) = 0;
• c(f∗F ) = f∗(c(F ));
• c(F ⊕ G) = c(F )c(G).
• −c1(H−1) = e(H) is the generator of H2(Gk).

Topologically speaking, then, the set of Chern class of a given bundle
determine the cohomology class of its classifying map ϕ, and so in simple
cases determine the bundle, with its complex structure, up to homotopy (but
not quite in general). Notice that knowing that two bundles are topologically
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isomorphic as complex Ck-bundles does not mean that they are isomorphic
as holomorphic bundles!

Example 3.5.4. Consider (complex) line bundles with vanishing Chern
class on an elliptic curve C/〈1, τ〉. Any flat bundle has zero curvature, and
therefore vanishing first Chern class. We can define a flat line bundle by
specifying U(1) holonomies around the two different cycles of the elliptic
curve. Topologically, the space of such bundles forms a torus S1 ×S1. From
a C∞ point of view, all such bundles are homotopic, though they are different
as holomorphic bundles. This can be seen by studying the kernel of the map
from H1(O∗) to H2(Z), whose image is the first Chern class. The kernel
can be seen, from the long exact sequence of the exponential sequence, to be
H1(O)/H1(Z), which is C/Z2.

3.5.2. Chern Classes from Differential Geometry. To a physicist,
the most “hands on” definition of a Chern class of a differentiable vector
bundle is in terms of the curvature of a connection. While Chern classes can
be defined in a more general context, the definition agrees with the definition
given below when it is valid (when things are differentiable).

Let E be a differentiable complex vector bundle of rank r over a differen-
tiable manifold M , and let F = dA+A∧A be the curvature of a connection
A on E. We define c(E), the “total Chern class” of E, by

c(E) =det
(

1 +
i

2π
F

)
=1 +

i

2π
TrF + . . .

=1 + c1(E) + c2(E) + · · · ∈ H0(M,R) ⊕ H2(M,R) ⊕ . . . .

The form c(E) is independent of the choice of trivialization (by conjugation
invariance of the determinant) and is closed, by the Bianchi identity DF = 0.
In fact, this definition is independent of the choice of connection. This
follows (not immediately) from the fact that the difference of two connections
is a well-defined End(E)-valued one-form. Different connections will yield
different representatives of the cohomology classes ck.

We see that the total Chern class is expressed in terms of the Chern
classes ck(E) ∈ H2k(M,R). Note that c(E ⊕ F ) = c(E)c(F ), which follows
from properties of the determinant. In fact (though we will not prove it),
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if 0 → A → B → C → 0 is a short exact sequence of sheaves, then c(B) =
c(A)c(C) (the “splitting principle”).

Example 3.5.5. Let us compute the first Chern class of the line bundle
defined by the U(1) gauge field surrounding a magnetic monopole, integrated
over the sphere at infinity. A magnetic monopole is a magnetic version of an
electron, i.e., a source of divergence of magnetic (instead of electric) fields.
We shall give the connection A explicitly. The curvature is just F = dA,

since the A∧A terms vanish for an abelian connection. (F is a combination
of electric and magnetic fields, which can be determined by equating A0 to
the electric potential and �A [the spatial components] to the magnetic vector
potential, up to normalization constants.) The Dirac monopole centered at
the origin of R3 is defined by

A = i
1
2r

1
z − r

(xdy − ydx).

One computes (check) F = i 1
2r3 (x dy∧dz+y dz∧dx+z dx∧dy). In spherical

coordinates, we can write c1 = i
2πF = 1

4πr2 (r2 sin θ dθ ∧ dφ), and it is clear
that the integral

∫
S2 c1 = 1 for any two-sphere around the origin.

Example 3.5.6. Note that TrF is the diagonal part of F, meaning it
represents the U(1) ⊂ GL(n,C) piece of the holonomy, at the level of Lie
algebras. The first Chern class c1 = i

2πTrF is also the first Chern class
of the determinant line bundle ΛrE, which is evidenced by the fact that the
trace measures how the logarithm of the determinant behaves under GL(n,C)
transformations. Therefore, if we are in a situation where the Levi–Civita
connection on a complex manifold gives a connection on TholX and find that
c1(TholX) ≡ 0 as a differential form, then the holonomy must sit in SU(n).
Of course it is a necessary condition that c1 = 0 as a cohomology class.
Manifolds for which c1 = 0 are called Calabi–Yau manifolds.

The Chern Character. Suppose one defines xi such that
c(E) =

∏r
i=1(1 + xi) (here r ≡ rk(E)). Then the Chern character class

ch(E) is defined by ch(E) =
∑

i e
xi (defined by expanding the exponential).

Let us denote ck ≡ ck(E). Then we find

ch(E) = r + c1 +
1
2
(c2

1 − 2c2) +
1
6
(c3

1 − 3c1c2 + 3c3) + . . . .

Note ch(E ⊕ F ) = ch(E) + ch(F ) and ch(E ⊗ F ) = ch(E)ch(F ).
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The Todd Class. With definitions as above, we define

td(E) =
r∏

i=1

xi

1 − e−xi
= 1 +

1
2
c1 +

1
12

(c2
1 + c2) +

1
24

c1c2 + . . . .

Note that td(E ⊕ F ) = td(E)td(F ).

3.5.3. The Grothendieck–Riemann–Roch Formula. Very often,
one wants to compute the dimension of a Čech cohomology group of some
sheaf or vector bundle E over some variety X. These are typically difficult to
count and may even jump in families. As an example, an elliptic curve has a
family of holomorphic line bundles of degree 0, roughly parametrized by the
dual elliptic curve or the Jacobian. However, only the trivial bundle O has
a section (the constant function). A quantity that does not jump in families
is the alternating sum χ(E) =

∑
k(−1)kdimHk(E). The Grothendieck–

Riemann–Roch formula calculates

χ(E) =
∫

X
ch(E) ∧ td(X).

If we have other information telling us that some of the cohomology
classes vanish or can otherwise determine their dimensions, the Grothendieck–
Riemann–Roch theorem may suffice to determine the dimension of the de-
sired cohomology group.

3.5.4. Serre Duality. One way of relating Čech classes among differ-
ent sheaves is via Serre duality, which we motivate here but do not prove.
If one recalls the Čech–Dolbeault isomorphism on a complex n-fold X,
we can think of Hk(E) as Hk

∂
(E). Therefore, there is a natural pairing

Hk(E) ⊗ Hn−k(E∗ ⊗ KM ) → C defined by wedging together a (0, k)-form
and a (0, n− k)-form and using the map E ⊗E∗ → C, then combining with
the canonical bundle to get an (n, n) form that is then integrated over X.

Basically, then, Serre duality is just wedging and integrating. The statement
is that this pairing is perfect, so

Hk(E) ∼= Hn−k(E∗ ⊗ KX)∗.

In the special case where X is Calabi–Yau, KX is trivial and can be neglected
in the formula above.
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3.6. Some Practice Calculations

3.6.1. The Chern Class of Pn and the Euler Sequence. To com-
pute the Chern class of Pn we recall that the homogeneous coordinates,
being maps from the tautological bundle to C, are sections of its dual, the
hyperplane bundle H. To make a vector field invariant under C∗, we can
take si

∂
∂Xi

, where si, i = 1, . . . , n + 1 are any sections of H. We thus have
a map from H⊕(n+1) to TPn (here TPn represents the holomorphic tangent
bundle), with the kernel sheaf being the trivial line bundle C of multiples
of a nowhere-vanishing generator (X0, . . . , Xn) �→ Xi

∂
∂Xi

∼= 0 in Pn. This is
the Euler sequence:

0 −→ C −→ H⊕(n+1) −→ TPn −→ 0.

Since c(C) = 1, it follows from properties of the Chern class that c(Pn) ≡
c(TPn) = c(H⊕(n+1)) = [c(H)]n+1. Let x = c1(H). Then c(Pn) = (1+x)n+1.

Let us recall that a hyperplane represents the zeroes of a global section
of the hyperplane bundle. In fact, this means that x is Poincaré dual to
a hyperplane (∼= Pn−1). It follows that

∫
�n xn = 1, since n hyperplanes

intersect at a point (all hyperplanes are isomorphic, under PGL(n + 1),
to setting one coordinate to zero). Further

∫
�1⊂�n x = 1, since a generic

hyperplane intersects a P1 ⊂ Pn in a point. The Euler class of Pn is the top

Chern class, so cn(Pn) =

(
n + 1

n

)
xn and

∫
�n

cn(Pn) = n + 1.

This agrees with our previous observation that the Euler class or top Chern
class (of a bundle of the same rank as the dimension of the manifold) counts
the number of zeroes of a holomorphic section. The integral calculation
above is also the Euler characteristic χ(Pn) = n + 1.

3.6.2. Adjunction Formulas. Let X be a smooth hypersurface in Pn

defined as the zero-locus of a degree d polynomial, p (so p is a section of
O�n(d), or Hd). Roughly speaking, since p serves as a coordinate near X,

the normal bundle NX of X in Pn is just O(d)|X . As a result, the exact
sequence 0 → TX → TPn|X → NX → 0 takes the form

0 −→ TX → TPn|X −→ O(d)|X −→ 0.
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Now ch(H) = ex ⇒ ch(Hd) = ed x = 1+c1(Hd)+ . . . , so c(O(d)) = 1+c1 =
1 + d x, and

c(X) =
(1 + x)n+1

(1 + d x)
.

It is useful in what follows to note that the Euler class e(X) of the
normal bundle of a subvariety X ⊂ Pn is equal to its Thom class, namely
its Poincaré dual cohomology cycle. This means

∫
X θ =

∫
�n θe(X). In the

case of hypersurfaces, the normal bundle is one-dimensional and the Euler
class (top Chern class) of the normal bundle is the first Chern class. In the
case of O(d), the Poincaré dual class is the first Chern class d x (not “dx”
the differential).

Curves in P2. A degree d curve X in P2 has Chern class 1 + (3 − d)x.
Then χ(X) =

∫
X c1(X) =

∫
�2 c1(X)(dx) =

∫
�2 d(3−d)x2 = d(3−d). Setting

the Euler characteristic χ(X) = 2−2g, where g is the genus of the Riemann

surface (number of handles), we find g = (d− 1)(d− 2)/2 =

(
d − 1

2

)
.

The Quintic Hypersurface in P4. A quintic hypersurface Q in P4 has
c(Q) = (1 + x)5/(1 + 5x) = 1 + 10x2 − 40x3 (recall x4 = 0). Note that
c1(Q) = 0, so Q is a Calabi–Yau manifold. Its Euler characteristic is∫

Q
−40x3 =

∫
�4

−40x3(5x) = −200.

We saw in previous chapters that we could find 101 complex deformations,
which (as we will see in later chapters) is the dimension of H1(TQ) ∼=
H2,1(M), i.e., the Hodge number h2,1 = h1,2. Since h3,0 = h0,3 = 1, the
unique generators being the Calabi–Yau form and its complex conjugate,
we learn that b3 = 204 (b1 = b5 = 0 by simple connectivity). Now, since
the Kähler form and its powers descend from Pn to a hypersurface, we have
hk,k(Q) ≥ 1, and in fact there are no other forms (hk,k = 1). For simply-
connected Calabi-Yau’s, h1,0 = h2,0 = 0, so the Hodge diamond has only
h1,1 and h2,1 as undetermined, independent quantities. It is easy to see
that χ(Q) = 2(h1,1 − h2,1), and we have found the compatible results that
h1,1 = 1, h2,1 = 101, and χ(Q) = −200.

3.6.3. The Moduli Space of Curves, Mg,n. (This section is only
a prelude to the treatment given in Ch. 23.) A Riemann surface is a
one-dimensional complex manifold, which means a differentiable, real two-
dimensional manifold with choice of complex coordinates and holomorphic
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transition functions across coordinate charts. The choice of holomorphic
coordinate is often not unique, and the space of such choices (the moduli
space of complex structures or “moduli space (of curves)”) for a genus g

closed surface is denoted Mg. Infinitesimal changes of the complex structure
(yet to be discussed) of a complex manifold X are classified by the Čech
cohomology group H1(TX). This vector space therefore is the tangent space
to Mg at the point defined by a genus g Riemann surface, X. We would like
to compute the dimension of Mg = dim� H1(TX).

The Grothendieck–Riemann–Roch formula tells us

dim� H0(TX) − dim� H1(TX) =
∫
X ch(TX)td(TX)

=
∫
X(1 + c1(TX))(1 + 1

2c1(TX))

= 3
2

∫
X c1(TX) = 3 − 3g,

where the last equality comes from the fact that the Euler class or top Chern
class is just c1(TX) for a one-dimensional complex manifold. When g ≥ 2
there are no nonzero vector fields of X and H0(TX) = 0. We conclude that
dimMg = 3g− 3, g ≥ 2. We commented on this fact when we discussed the
constant curvature metric on the upper half-plane in the first chapter.

When g = 1, H0(TX) = C and M1 is one-dimensional. The automor-
phism can be removed by selecting a distinguished point. When g = 0,
dimH0(TX) = 3 (the generators of PGL(2,C)), and M0 is a point.

If we include n marked (ordered) points, we denote the space Mg,n, and
we require one additional complex dimension to describe the location of each
marked point: dimMg,n = 3g − 3 + n. When g = 1 and n = 1, the origin is
marked as a distinguished point, and we have dimM1,1 = 1.

3.6.4. Holomorphic Maps into a Calabi–Yau. An important space
in mirror symmetry is the space of holomorphic maps from a Riemann sur-
face Σ into a Calabi–Yau n-fold M (i.e., c1(M) = 0). If φ : Σ → M is
a holomorphic map then, in local coordinates on M, φ obeys the equation
∂φi = 0. An infinitesimal deformation of φ can be generated by a vector
field χi (think “φ → φ + εχ”), and the deformed map will still be holomor-
phic if ∂χi = 0. That is, χ defines an element of H0

∂
(φ∗TM) = H0(φ∗TM).

(χ lives in φ∗TM since it need only be defined along the image curve.)
We will assume here (not always justifiably) that H1(φ∗TM) = 0. Then
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Grothendieck–Riemann–Roch gives

dimH0(φ∗TM) − dimH1(φ∗TM) =
∫
Σ ch(φ∗TM)td(Σ)

=
∫
Σ(n + φ∗c1(TM))(1 + 1

2c1(Σ))

= n(1 − g),

where at the end we use c1(TM) = 0 (Calabi–Yau). Note that the result
is independent of the homology class of the image. Also note that when
n = 3 and g = 0 the dimension is 3, which is also the dimension of the
automorphism group of a genus 0 Riemann surface (P1). The automorphisms
of the domain change the map pointwise, but do not move the image curve.
Therefore the dimension of the genus 0 holomorphic curves inside a Calabi–
Yau threefold is zero, so we may expect to be able to count them! Mirror
symmetry will have a lot more to say on this subject.

Note that if M is not a Calabi–Yau manifold, the calculation holds up
until the last line, and the index formula yields n(1−g)+

∫
Σ φ∗c1(TM). The

second term is the pairing of the homology class φ(Σ) with c1(TM) and is
the “degree” of the image.



CHAPTER 4

Equivariant Cohomology and Fixed-Point

Theorems

Certain characteristic classes of bundles over manifolds are very simple
to compute when the manifold and bundle carry an action of a group. This
chapter contains a synopsis of various theorems concerning the localization
of calculations to fixed points of diffeomorphisms, zeroes of vector fields or
sections, or fixed points of group actions. (Some of these topics appear
scattered in other chapters.) We try to motivate the results, but will not
prove the theorems. The main example, Sec. 4.4, highlights our reason for
exploring the subject: to calculate Gromov–Witten invariants.

In fact, we saw in Sec. 3.5 that the zeroes of a holomorphic vector
field give the Euler class of a manifold and that the zeroes of holomorphic
sections give Chern classes of vector bundles. In the case where we have a
holomorphic S1 (or C∗) action on a manifold, the generator is a holomorphic
vector field and its zeroes correspond to fixed points of the group action.
Therefore, it is reasonable to expect that certain characteristic classes of
bundles with group actions can be localized to the fixed-point sets of these
actions. Given a bundle over the manifold, one can often lift the group
action equivariantly to the total space of the bundle (so that it covers the
original action); such a lift is automatic for the tangent bundle and other
natural bundles on a manifold. The proper integrands to consider will turn
out to be “equivariant cohomology classes.”

For simplicity, we shall only consider actions by products of S1 or C∗.

4.1. A Brief Discussion of Fixed-Point Formulas

In our interpretation of Chern classes in Sec. 3.5, we saw that the zeroes
of sections contain important topological, intersection-theoretic data. This
allowed us to state generalizations of the Gauss–Bonnet theorem for surfaces.

57
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Similarly, the fixed-point set F of an endomorphism f : M → M contains
topological data defined by f, as F can be recast as the intersection in M×M

of the diagonal with the graph of f, Γf = {(m, f(m)) ∈ M × M}.
The two discussions merge when f is generated by a vector field, v.

Then f is homotopic to the identity, and the intersection calculation gives
the self-intersection of M in M ×M, that is, the Euler characteristic, χ(M).
The formula, the Hopf index theorem, is

χ(M) =
∑

v(p)=0

sgn det
(

∂vi

∂xj
− δi

j

)
.

Here ∂vi

∂xj is the explicit expression for the action of f∗ on TM at a zero of v.

More generally, even if f is not generated by a vector field or homotopic
to the identity, then f∗ acts on cohomology and the Lefschetz fixed point
theorem, which has a form similar to the equation above, gives the (signed)
trace of the action of f∗ on H∗(M). (In the above, f∗ = id and we get
χ(M) from the trace.) These statements have refinements when M is a
complex manifold and f is holomorphic, so that f∗ can also act on Dolbeault
cohomology.

Bott extended this kind of reasoning to a holomorphic vector field v

acting on a manifold M with a holomorphic vector bundle E → M. After
assuming a lift of the action of v on functions to an action on sections of
E, one is able to write characteristic classes of E as exact forms outside the
zero set of v. The construction depends on a dual one-form to v, which only
exists when v �= 0. A unified understanding of these techniques led to the
Atiyah–Bott fixed-point theorem, to which we will turn after discussing the
necessary prerequisites.

4.2. Classifying Spaces, Group Cohomology, and
Equivariant Cohomology

Equivariant cohomology is a way of capturing the topological data of
a manifold with a group action in such a way that it enjoys the usual co-
homological properties under pull-back and push-forward. (This is called
“functoriality.”)

Example 4.2.1. If M is a smooth manifold and G a group acting smooth-
ly without fixed points on M, then M/G is a smooth manifold, and equivari-
ant cohomology will be defined to agree with H∗(M/G). However, if G has
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various fixed points with different stabilizers (subgroups leaving a point fixed),
then we want the equivariant cohomology to “see” these stabilizers. This is
demonstrated most sharply when M is a point {pt} and any G action fixes
pt. Then M/G is always a point, but the equivariant cohomology of a point
should depend on which group is acting, and should give a cohomological in-
variant of the group. If H ⊂ G is a subgroup, we should also have a pull-back
map onto the H-equivariant cohomology of a point.

The considerations above lead to the following definition of the equi-
variant cohomology, H∗

G(M). First let us warm up with M = {pt}. We will
define H∗

G({pt}), also denoted H∗(G) or H∗
G, to be H∗(BG), where BG is

the “classifying space of G.” BG is defined by finding a contractible space
EG — unique, up to homotopy — on which G acts freely (without fixed
points) on the right, and setting

(4.1) BG = EG/G.

When M = {pt}, H∗(G) is also called the “group cohomology.” Cohomology
will be taken with coefficients in Q.

Example 4.2.2. This definition comes to life in examples. If G is a
finite group, then BG has fundamental group G and no other non-trivial
homotopy groups. If G = Z, then EG = R and BG = EG/G = R/Z = S1.

Note that π1(S1) = Z.

If G = S1, then G is continuous and our intuition might lead us astray.
We note, however, that CPn is the quotient of S2n−1 by S1. (This can be seen
by taking the usual Cn \ 0 and quotienting by C∗ in two stages, first using
the R freedom to solve |z| = 1, then quotienting by S1.) If we blithely take
the limit n → ∞, then Sn becomes “contractible” and BS1 is the quotient,
CP∞. Therefore,

H∗
S1({pt}) = Q[t],

the polynomial algebra in one variable. For multiple S1 or C∗ actions, we
get the polynomial algebra in several variables, so if T = (C∗)m+1, then

H∗
� = H∗((CP∞)m+1) = Q[t0, . . . , tm].

This will serve as our main example throughout this chapter.

In the example above, the “indeterminate” t is actually the generator of
H∗(CP∞) and can be thought of as the first Chern class of the hyperplane
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line bundle, dual to the tautological line bundle over CP∞. Equivalently, in
what follows we can think of t as a complex indeterminate and use the group
C∗ instead of S1. However, we will continue to consider S1 in our discussion.

Example 4.2.3. Classifying spaces can be used to study isomorphism
classes of bundles over compact spaces. A bundle of rank k is defined by
giving a k-dimensional vector space at every point in M, that is, a point
in the (infinite) real Grassmannian Gk of k-planes. One checks, as in Sec.
3.5.1, that isomorphic bundles give homotopic maps, and that any bundle can
be pulled back from such a map. Therefore, isomorphism classes of bundles
over any space are given by homotopy classes of maps into Gk. But Gk is
precisely the classifying space of the structure group GL(k), or equivalently
O(k). Complex bundles are classified by maps into the classifying space of
GL(k; C), i.e., the complex Grassmannian.

Now note that G acts on EG on the right and M on the left, so we can
set

MG = EG ×G M,

i.e., (eg,m) ∼ (e, gm). This space has some nice properties. MG fibers
over M/G with fiber over [Gm] equal to EG/{g|gm = m}, which is itself
BGm, with Gm ≡ {g|gm = m} the stabilizer of m. Therefore, if Gm is
trivial for all M , then MG is homotopic to M/G, as desired (they have
the same cohomology). We define equivariant cohomology by the ordinary
cohomology of MG.

Definition 4.2.4.
H∗

G(M) ≡ H∗(MG).

Note that sending (e,m) �→ e gives a map from MG to BG with fiber M.

The inclusion M ↪→ MG as a fiber gives a map H∗
G(M) → H∗(M) by pull-

back. We also have an equivariant map M → {pt}, which gives H∗
G(M) the

structure of an H∗(G) module. Equivariant cohomology classes pulled back
from H∗(G) are said to be “pure weight.” In the case that G = S1, we can
think of H∗

G(M) loosely, then, as being constructed out of polynomial-valued
differential forms. (Soon we will allow denominators in these polynomials –
this is called “localizing the ring.”)

Exercise 4.2.1.
(a) Show that if G acts trivially on M , then H∗

G(M) = H∗(M) × H∗
G.
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(b) Show that if G acts freely on M , then H∗
G(M) = H∗(M/G), and

is a torsion H∗
G-module. (For example, if G = T , then ti acts on

H∗
G(M) by multiplication by 0.)

As we will see in the next section, the essential insight of localization is
that the non-torsion part of H∗

G(M) is contributed by the G-fixed part of
M. The proof involves little more than the previous exercise: Stratify M by
the stabilizer type of points, apply the exercise to each stratum, and glue
them together using Mayer–Vietoris.

When G is the torus T, let F ⊂ M be its fixed locus. A basic result in the
subject is the following: If M is non-singular, then F is also non-singular.
The vector bundle TM |F on F carries a natural T-action. The “fixed” part
of the bundle (where the torus acts trivially, that is, with weight zero) is TF ,
and the “moving” part of the bundle (where the torus acts non-trivially) is
the normal bundle NF/M . The inclusion F ↪→ M induces

H∗
�(M) → H∗

�(F ) = H∗(F ) ⊗� H∗
�(pt) = H∗(F )[t0, . . . , tm].

Theorem 4.2.5 (Localization). This is an isomorphism up to torsion
(that is, an isomorphism once tensored with Q(α0, . . . , αm)).

Note that the tensoring simply allows coefficients rational in the ti. The
localization theorem of the next section tells precisely which class in H∗

�(F )
corresponds to a class φ ∈ H∗

�(M).

4.2.1. De Rham Model. Not only can equivariant cohomology classes
in this case be thought of as polynomial-valued (or rational-function-valued)
differential forms, one can exploit this fact to build an explicit and simple
de Rham-type construction for computing equivariant cohomology classes!
Let X be a vector field generating the S1 action. Let i(X) denote the inner
product by X and define dX = d + ui(X) acting on Ω∗(M)[u], with u an
indeterminate to which we assign degree 2. Note that d2

X �= 0. In fact, we
must restrict ourselves to X-invariant forms, i.e., forms in the kernel of the
Lie derivative LX = di(X)+i(X)d. Denoting this space of forms by Ω∗

X(M),
we see that d2

X = 0 on Ω∗
X(M)[u], and in fact

H∗
S1(M) = Ker dX/Im dX .

Therefore, ordinary closed differential forms that are killed by i(X) rep-
resent equivariant cohomology classes. Even those that are not may have
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equivariant extensions involving cohomology classes of lower degrees (but
higher powers of u).

4.3. The Atiyah–Bott Localization Formula

If i : V ↪→ M is a map of compact manifolds, then we can push forward
cohomology (one can use Poincaré duality on V, push forward the homology
cycle, then use Poincaré duality again on M), giving a map i∗ : H∗(V ) →
H∗+k(M), where k is the codimension of V. This map makes sense even if i

is not an inclusion. In this case k can be negative – e.g., if the map i is a
fibering, then i∗ is integration over the fibers.

A tubular neighborhood of V inside M can be identified with the normal
bundle of V. On the total space of the normal bundle lives the form with
compact support in the fibers that integrates to one in each fiber: the Thom
form, ΦV . Clearly, the degree of this form is equal to the codimension of V.

Extending this form by zero gives a form in M, and in fact multiplying by
ΦV provides an isomorphism H∗(V ) ∼= H∗+k(M,M \ V ), which then maps
to H∗+k(M). As a result, we see that the cohomology class 1 ∈ H0(V ) is
sent to the Thom class in Hk(M) coming from the normal bundle of V. This
class restricts (to V by pull-back under inclusion, i∗) to be the Euler class
e of the normal bundle of V in M, NV/M . Therefore, we see that

(4.2) i∗i∗1 = e(NV/M ).

This natural structure can be shown to hold in equivariant cohomology by
applying the same argument to the appropriate spaces MG, VG, etc.

What makes the localization theorem possible is the ability to invert
the Euler class in equivariant cohomology. Normally, of course, one cannot
invert a top form, as there is no form that would give the zero form, 1, as
the result of wedging.

For example, suppose that V above is a point. Then the formula of
Eq. (4.2) says that pushing forward and pulling back 1 gives the Euler
characteristic of the tangent space of M at V. Of course, this space is a trivial
bundle, but if M carries a group action and V is a fixed point of this action,
then the tangent space at V is an equivariant vector space, which splits into
a sum of non-trivial irreducible representations, Vi. Note that we need V

to be a fixed point in order to have such a structure. When G is S1 the
irreducible representations are two-dimensional and labeled by real numbers
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ai (or more precisely exponentials of the dual of the Lie algebra of S1 – and
we can take complex coefficients, if we like). Then e(NV/M ) =

∏
i ai, which

is invertible if we allow denominators, i.e., if we work over rational functions
instead of polynomials. (We need not extend our ring all the way to rational
numbers, but our discussion is rather coarse.)

The theorem of Atiyah and Bott says that such an inverse of the Euler
class of the normal bundle always exists along the fixed locus of a group
action. In such a case, i∗/e(NV/M ) will be inverse to i∗ in equivariant
cohomology (not just for 1 but for any equivariant cohomology class). Let
F run over the fixed locus. Then, for any equivariant class φ,

(4.3) φ =
∑
F

i∗i∗φ

e(NF/M )
.

We noted that pushing forward was accomplished through Poincaré du-
ality, so for the map πM : M → {pt}, pushing forward is the same (for
non-equivariant classes) as integration over M. Note, too, that the map
from F to {pt} factors through the map to M : πF

∗ i∗ = πF
∗ . Applying πM

∗
to (4.3) then gives the integrated version of the localization formula:

(4.4)
∫

M
φ =

∑
F

∫
F

i∗φ

e(NF/M )
.

What makes this formula useful is that, as we have seen, computations
in equivariant cohomology – at least for G = S1 – are easy to carry out
explicitly.

As an example, we prove that if M has a finite number n of fixed points
under T, then χ(M) = n. Note that χ(M) = e(TM ). There is a natural
T-action on TM , inducing a bundle on M� , which we also call TM by abuse of
notation (adding the adjective “equivariant” to indicate that we are working
on M�). By the localization formula (4.4),∫

M
e(TM ) =

∑
F

∫
F

(
e(NF/M )
e(NF/M )

)
=

n∑
j=1

1 = n.

Exercise 4.3.1. Find the Euler characteristic of (a) Pm, (b) the Grass-
mannian of k-planes in Cm, and (c) the flag manifold parametrizing com-
plete flags in Cm.

In this case, where there are a finite number of fixed points, we are even
given a cell decomposition, as follows. Take αi = iα1 (so now the torus
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acting is one-dimensional, with coordinate t, say). Then associate to the
fixed point Fj the set of points p whose limit under the torus action is Fj :
limt→∞ tp = Fj . Each cell has even (real) dimension (and is isomorphic to
some Ck), so M has no odd cohomology, and the ith Betti number of M is
just the number of i-cells in the stratification.

Exercise 4.3.2. Check that the Betti numbers of projective space are
what you would expect, and describe these “Schubert cells”. Find the Betti
numbers of the Grassmannian parametrizing planes in C4 and describe its
Schubert cells.

4.4. Main Example

The main purpose for introducing equivariant cohomology and the lo-
calization theorem in this text is that computations of Gromov–Witten in-
variants are often done in the toric setting, where S1 actions abound and
the localization formula is the main computational tool.

Here we outline the approach about which we will learn much more in
Part 4, especially Ch. 27. We focus on the genus 0 case.

We saw that Calabi–Yau manifolds can be described as hypersurfaces
or complete intersections of hypersurfaces in ambient toric varieties. The
simplest example is the quintic, the threefold described by a homogeneous
polynomial s of degree 5 in P4. There is a nice space of “stable” holomorphic
maps from genus 0 curves to P4. “Stability” is a technical term which we will
not go into now (stable maps will be discused in detail in Ch. 24), but an
open set inside this space of stable maps looks exactly like what you might
expect: The genus 0 curve is P1 with coordinates U and V and maps of
degree d look like five-tuples of degree-d polynomials in U and V. One must
quotient this space by automorphisms of the source curve, that is, five-tuples
of polynomials related by PSL(2; C) transformations on U and V should be
equated.

Now S1 (or C∗) can act on P4 in a number of ways, and we consider an
action defined by weights λ1, . . . , λ5, with µ ∈ C∗ acting by (X1, . . . , X5) �→
(µλ1X1, . . . , µ

λ5X5). Then C∗ also acts on our space of maps to P4 by com-
posing the map with this action. The fixed points of this C∗ action are maps
that send P1 to an invariant P1 ⊂ P4 such that the action on the invariant
P1 can be “undone” by a PSL(2; C) transformation of U and V. An example
of such a map, say of degree d, is (U, V ) �→ (Ud, V d, 0, 0, 0). Note that if we
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assign U and V the weights λ1/d and λ2/d, then this map is equivariant
under C∗, hence represents a fixed point. In the space of maps of degree d,

for each pair (i, j), 1 ≤ i < j ≤ 5, there is a fixed point of the type described
above. There are other fixed-point loci corresponding to holomorphic maps
from a genus 0 curve that consists of two P1’s meeting in a point (node),
mapped as above with degrees d1 and d2 such that d1 + d2 = d. There are
other types of degenerations as well, but we leave such discussions to Chs.
23 and 24.

What kind of computation on this space concerns us? We know that the
quintic polynomial s defining the Calabi–Yau is a global section of O�4(5).
In fact, the bundle O�4(5) can be used to define a bundle E over the space
of stable maps of degree d, say, where the fiber over a map is the space of
global sections of O�4(5) pulled back to the genus 0 curve, C, by the map
f : C → P4. Since s is a global section of O�4(5), it certainly pulls back to
a global section of f∗O�4(5). Therefore we induce a natural section s̃ of E.

Exercise 4.4.1. Using the G–R–R theorem (Sec. 3.5.3), calculate the
rank of the bundle E. Show that it is equal to the dimension of the space of
quintuples of polynomials discussed, taking into account PSL(2; C) equiva-
lence.

A zero of s̃ looks like a map f : C → P4 whose image is wholly contained
in the zero set of s. But this zero set is precisely the quintic Calabi–Yau
threefold, so zeroes of s̃ count maps to the Calabi–Yau! Therefore, we want
to count the zeroes of the section s̃. We know from our discussion of Chern
classes that the number of zeroes of a section of a bundle whose rank is equal
to the dimension of a manifold (see Exercise 4.4.1) gives the Euler class of
the bundle. Therefore, we want to calculate the Euler class of E, and the
Atiyah–Bott theorem is just what we need.

4.4.1. A Note on Excess Intersection. A subtlety arises due to the
fact that s̃ is not only zero when our holomorphic map is an embedding
into a degree d curve in the quintic. Indeed, a degree d map from P1 to
the quintic can be a composition of a degree d/k map to the quintic with a
k-fold cover of P1 by P1 (when k divides d): the image will still lie in the zero
set of s. Such contributions can be accounted for through “multiple cover
formulas.” These multiple cover formulas concern the case where a section
has more zeroes than expected. In our example, s̃ is a section of a bundle
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whose rank equals the dimension of the manifold, but as there are many such
self-covers of P1 by P1, we see that s̃ has a non-isolated zero set, larger than
expected. The excess intersection formula (Theorem 26.1.2) accounts for
such a non-generic situation. For further details, see the discussion following
the statement of that theorem.

Readers noting that the formula looks a lot like the localization formula
will be assured that the reason is again that we are interested in representing
a class on M by a class on a submanifold (the zero set of a section).



CHAPTER 5

Complex and Kähler Geometry

In this chapter we discuss the basics of complex geometry and Kähler
metrics, which play an important role in string theory. As we will see in
Ch. 13, manifolds with Kähler metric admit the N = 2 supersymmetric
sigma models crucial for formulating mirror symmetry. We also discuss the
Calabi–Yau condition.

5.1. Introduction

Here we review the basics of complex geometry. We will focus on Kähler
metrics, i.e., those for which the parallel transport of a holomorphic vector
remains holomorphic. This property means that the connection splits into
holomorphic plus anti-holomorphic connections on those two summands in
the decomposition of the tangent bundle.

Another consequence of this property is that the metric (in complex
coordinates) is a Hermitian matrix at every point, and is completely de-
termined in a neighborhood by a (non-holomorphic) function, Φ, called the
Kähler potential. In fact, Φ is not uniquely defined, and corresponds to a
section of a line bundle.

Yet another hallmark of Kähler geometry is a closed two-form ω deter-
mined by the metric, or equivalently its Kähler potential. This “Kähler
form” is non-degenerate, and from its definition can be seen to satisfy
ωn/n! = dV. Also, ωk/k! has the property that it restricts to the induced vol-
ume form on any holomorphic submanifold of dimension k (k = n was just
noted). Since ω is a closed two-form on our space X, its cohomology class is
determined by its values on H2(X,Z), namely the real numbers ti =

∫
Ci

ω,

where Ci are a basis for H2(X,Z). The ti are called “Kähler parameters.”

5.2. Complex Structure

We have already defined a complex n-manifold as a topological space
covered by charts isomorphic to open sets in Cn, with holomorphic transition

67
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functions. Given a real 2n-manifold, one might ask when it can be endowed
with coordinates and transition functions satisfying the requirements of a
complex manifold, and, if so, is this choice unique?

The differential at some point of a path in Cn has a real and an imag-
inary part, and multiplication by i =

√
−1 sends dx �→ −dy and dy �→ dx,

where x and y are the real and imaginary parts. Such a structure must
exist for any manifold that might be a complex manifold. An “almost com-
plex structure” J is a map on tangent spaces that squares to −1: that is,
J ∈ End(T ), J2 = −1. With an almost complex structure, we have a
pointwise notion of holomorphic and anti-holomorphic tangent vectors (with
complex values), depending on whether the eigenvalue under J is ±i. In
local (real) coordinates we can write J in terms of a matrix Ja

b, where
J( ∂

∂xa ) = Jc
a

∂
∂xc .

The theorem of Newlander and Nirenberg makes the following argument.
If the Lie bracket1 of two holomorphic vectors is always a holomorphic vector
(“integrability”), then coordinates can be found whose derivatives are always
holomorphic, i.e., we can find suitable complex coordinates. (Clearly, since
the Lie bracket of coordinate vectors vanishes, the integrability condition
is necessary.) Since P = (1 − iJ)/2 is a projection onto the holomorphic
sub-bundle of the tangent bundle (tensored with C) and P = (1 + iJ)/2
is the anti-holomorphic projection, the condition of integrability for finding
complex coordinates is

P [PX,PY ] = 0.

Exercise 5.2.1. Define the Nijenhuis tensor by N(X,Y ) = [JX, JY ]−
J [X, JY ] − J [JX, Y ] − [X,Y ]. Given two vector fields, N returns a vector.
Show that in local coordinates xa, Na

bc = Jd
b(∂dJ

a
c −∂cJ

a
d)−Jd

c(∂dJ
a
b −

∂bJ
a
d). Show that the integrability condition is equivalent to N ≡ 0. It is

also equivalent to ∂2 = 0, where ∂ is the part of d which adds one anti-
holomorphic form degree (see below). Hint: Use the relation you get from
J2 = −1, i.e., ∂a(Jb

cJ
c
e) = 0.

1The Lie bracket [X, Y ] of two vector fields, X = Xa ∂
∂xa and Y = Y b ∂

∂xb , is the

“commutator” (Xa∂aY b − Y a∂aXb) ∂
∂xb , where ∂a = ∂

∂xa , etc.
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Of course, the eigenvalues of J are ±i, but we can only find eigenvectors if
we complexify our space, so we work with TM⊗C. Let T ′M and T ′′M repre-
sent the eigenspaces with respective eigenvalues +i and −i.2 We call T ′M the
holomorphic tangent bundle, and T ′′M the anti-holomorphic tangent bundle.
If zk = xk + iyk are holomorphic coordinates, then ∂k ≡ ∂

∂zk = 1
2( ∂

∂xk − i ∂
∂yk )

generate T ′M and ∂k ≡ ∂
∂zk = 1

2( ∂
∂xk + i ∂

∂yk ) generate T ′′M. If the context
is clear, we sometimes abuse notation and write TM ⊗C = TM ⊕TM, i.e.,
we write TM for T ′M and TM for T ′′M. This is because the real TM , with
its complex structure J , is isomorphic as a complex vector bundle to T ′M

(whose complex structure is by multiplication by i) via v �→ 1
2(v − iJv).

Similarly, therefore, T ∗M represents the holomorphic cotangent bundle.
The decomposition into holomorphic and anti-holomorphic pieces car-

ries through to cotangent vectors and p-forms in general. Thus, a (p, q)-
form θ is a complex-valued differential form with p holomorphic pieces and
q anti-holomorphic pieces, i.e., θ ∈ Γ(ΛpT ∗M ⊗ ΛqT ∗M). We can write
θ = θa1...ap b1...bq

dza1 . . . dzapdz̄b1 . . . dz̄bq . The functions θa1...apb1...bq
are in

general neither holomorphic nor anti-holomorphic. Note that this decompo-
sition can be written

Ωn(M) =
⊕

p+q=n

ΛpT ∗M ⊗ ΛqT ∗M =
⊕

p+q=n

Ωp,q(M),

where we have defined Ωp,q(M) as the (p, q)-forms.
On a complex manifold, the operator d : Ωp → Ωp+1 has a decomposition

as well:

d = ∂ + ∂,

where

∂ : Ωp,q(M) → Ωp+1,q(M), ∂ : Ωp,q(M) → Ωp,q+1(M)

are defined by ∂θ =
∑

k ∂zkθI,Jdz
k ∧ dzIdz̄J , if θ = θI,Jdz

Idz̄J is a (p, q)-
form.3 ∂ is defined similarly. Then matching form degrees in d2 = 0 gives

∂2 = 0, ∂2 = 0, ∂∂ + ∂∂ = 0.

In particular, we can define Hp,q

∂
(M) as those (p, q)-forms which are killed

by ∂ modulo those which are ∂ of a (p, q − 1)-form. The Čech–Dolbeault

2We have also called these Thol and Tanti−hol.
3We have used multi-indices. Here, for example, I represents a p-element subset of

{1, . . . , n} and dzI = dzi1 ∧ · · · ∧ dzip .
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isomorphism says Hp,q

∂
(M) ∼= Hq(ΛpT ∗M). On an almost complex manifold,

d = ∂ + ∂ + . . . , where, on (p, q)-forms, say, ∂ is the projection of d onto
(p, q + 1)-forms. The integrability condition of Exercise 5.2.1 is equivalent
to ∂2 = 0.

Exercise 5.2.2. Show that on the complex plane ∂∂f = (i/2)∆f dV,

where ∆ is the flat Laplacian −(∂2
x + ∂2

y) and dV is the volume form.

The operators J and ∂ are related. In the next chapter, we will see that
deformations of the complex structure can be phrased in terms of deforma-
tions of either of these operators that preserve the defining properties.

5.2.1. Hermitian Metrics and Connections. A Hermitian metric
is a positive-definite inner product TM ⊗ TM → C at every point of a
complex manifold M. In local coordinates zi we can write gijdz

idz̄j. Then
gij(z) is a Hermitian matrix for all z.

As a real manifold with complex structure J : T�M → T�M, the Her-
mitian condition is

g(X,Y ) = g(JX, JY ).

In terms of the components Jm
n, this condition says that Jab = −Jba, where

Jab = Ja
cgcb. Therefore, we can define a two-form ω = 1

2Jabdx
a ∧ dxb.

In complex coordinates, this can be written ω = igijdz
i ∧ dz̄j . More

invariantly, we can write the action of ω on vectors as

ω(X,Y ) = g(X, JY ).

Now consider a rank r complex vector bundle with metric hab, a, b =
1, . . . , r. The metric is said to be Hermitian if hab(x) is Hermitian for all x.

Any Hermitian metric on a holomorphic vector bundle defines a Hermit-
ian connection as follows. In a local frame with sections ea(x) generating
the fibers and metric hab(x), let zk be local coordinates. Then we take the
connection one-form to be

Ak = (∂kh)h−1, Ak = 0.

This can be shown to be the unique connection compatible with the Her-
mitian metric (like the Levi–Civita connection for the real tangent bundle)
and trivial in the anti-holomorphic directions (this means it is compatible
with the complex structure). A Kähler metric is a Hermitian metric on the
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tangent bundle for which the holomorphic part of the Levi–Civita connec-
tion agrees with the Hermitian connection. We now turn to the study of
these metrics.

5.3. Kähler Metrics

As we just saw, the data of a Hermitian metric allow us to define a
(1, 1)-form ω = i

2gijdz
i ∧ dz̄j. We say the metric is “Kähler” if dω = 0.

Exercise 5.3.1. Show that Kählerity is equivalent (in a coordinate patch)
to ∂igjk = ∂jgik. Compute the Levi–Civita connection for a Kähler mani-
fold and show that it has pure indices, either all holomorphic or all anti-
holomorphic. Show that its holomorphic piece agrees with the unique Her-
mitian connection on the tangent bundle compatible with the complex struc-
ture, as claimed above.

An important consequence of Kählerity is found by calculating Lapla-
cians. In addition to the usual Laplacian, on a complex manifold a Hermitian
metric determines adjoint operators ∂† and ∂

† for ∂ and ∂, respectively (so
(θ, ∂ψ) = (∂†

θ, ψ), etc.):

∂
† : Ωp,q → Ωp,q−1, ∂† : Ωp,q → Ωp−1,q.

From these we can form the Laplacians ∆∂ = ∂∂†+∂†∂ and ∆∂ = ∂∂
†+∂

†
∂.

We can represent ∂ cohomology classes Hp,q

∂
(M) with ∂-harmonic forms

Hp,q

∂
(M), as we did with d and ∆d. But now an important result is that for

a Kähler metric,
∆d = 2∆∂ = 2∆∂ ,

and so all the operators have the same harmonic forms. As a result, and
since ∆d preserves (p, q)-form degree, we have Hr(M) =

⊕
p+q=r Hp,q(M),

and therefore the de Rham cohomology decomposes into ∂ cohomology. De-
fine br(M) = dimHr(M) and hp,q(M) = dimHp,q(M) = dimHq(ΛpT ∗M)
(Čech–Dolbeault). Then

br(M) =
∑

p+q=r

hp,q(M).

Further, Hodge ∗ says that hp,q = hn−p,n−q while hp,q = hq,p by complex
conjugation. For example, h0,1 = dimH1(O).

Example 5.3.1. The Hodge numbers of T 2 = C/Z2 are h0,0 = h0,1 =
h1,0 = h1,1 = 1. The generators are 1, dz̄, dz, and dz ∧ dz̄, respectively.
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Example 5.3.2. A Calabi–Yau manifold can be defined as a complex
n-manifold M whose bundle of (n, 0)-forms is trivial. This bundle ΛnT ∗M

is called the “canonical bundle” and is often denoted KM . Triviality of this
bundle means that we can identify the total space of KM as M × C. So,
corresponding to the unit section M × {1} (i.e., the section is the constant
function 1) must be a nowhere vanishing global holomorphic (n, 0)-form, Ω.

Further, every global (n, 0)-form can be written as fΩ, for f some function
on M. If M is compact and the form is holomorphic, f must be holomor-
phic and therefore constant, and the space of holomorphic (n, 0)-forms is
one-dimensional: hn,0(M) = 1. If M is further a simply connected Calabi–
Yau threefold, as we often assume, then b1 = 0, which implies h1,0(M) =
h0,1(M) = 0. Serre duality relates H1(O) with H2(O⊗KM )∗ = H2(O)∗ for
a Calabi–Yau threefold, and so dimH0,2(M) = 0 as well (we have used the
Dolbeault theorem). In total, Calabi–Yau threefolds have a Hodge diamond
with h0,0 = h3,3 = h3,0 = h0,3 = 1, leaving h1,1 and h2,1 (= h2,2 and h1,2,

respectively) undetermined (see Fig. 1).
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Figure 1. Hodge diamond of a simply connected Calabi–
Yau threefold.

h1,1 is the number of possible Kähler forms. We will interpret h2,1 in the
following chapter.

Another important consequence of Kählerity is that the Levi–Civita
connection has no mixed indices, meaning vectors with holomorphic in-
dices remain holomorphic under parallel translation (a real vector can be
written as the sum of a vector with holomorphic indices and its conju-
gate). This says that holonomy maps TM to TM and TM to TM. Since
T�M ⊗C = TM ⊕TM, this says that the holonomy sits in a U(n) subgroup
of SO(2n,R), where n = dim� M.
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5.3.1. Kähler Potential. The Kähler condition ∂igjk = ∂jgik and its
conjugate equation ∂mgjk = ∂kgjm means that locally we can find a function
Φ such that gjk = ∂j∂kΦ. The function Φ is not uniquely determined: Φ and
Φ + hol + hol define the same metric, if hol is any holomorphic function.

Example 5.3.3. We return to the sphere S2 ∼= P1 from the first chapter.
Recall that the round metric on the unit sphere is given by gθθ = 1, gθφ = 0,
and gφφ = sin2(θ). We mapped the sphere onto the plane by stereographic
projection from the two open sets (complements of the poles) and checked that
the transition functions were holomorphic. The map was x = cot(θ/2) cosφ,

y = cot(θ/2) sinφ. Changing to these coordinates (e.g., gxx = 1 · ( ∂θ
∂x)2 +

sin2(θ)(∂φ
∂x )2, etc.) gives gxx = gyy = 4(x2 + y2 + 1)−2, gxy = 0 (Show

this). In terms of z = x + iy, we find gzz̄ = 2(1 + |z|2)−2. We can write
gzz̄ = ∂z∂z̄[2 log(1 + |z|2)], so we find that Φ = 2 log(1 + |z|2) is a Kähler
potential in this patch.

On the patch with coordinate z̃ = 1/z, the metric is g�z�z = gzz̄/|z̃|4 =
2(|z̃|2+1)−2 and Φ̃ = 2 log(1+|z̃|2). On the overlap, Φ = Φ̃−2 log z−2 log z̄.

Note that in this case, e−Φ has transition function z2z̄2. This means that
it can be written as the single component of a 1 × 1 Hermitian metric for
a holomorphic line bundle with transition function z−2, i.e., O(−2), or the
cotangent bundle! The Chern class of this tangent bundle is simply ω/2π,

and
∫
S2 ω/2π = χ(S2) = 2.

We will encounter another line bundle formed from the Kähler potential
in later chapters.

We note some properties and examples of Kähler manifolds (i.e., mani-
folds equipped with a Kähler metric).

• There exists Φ defined locally such that gij = ∂i∂jΦ.

• ω ≡ (i/2)gijdz
idz̄j is a closed (real) (1, 1)-form, called the “Kähler

form.” On a compact manifold, ω defines an element of H1,1(M),
and ωp defines a non-trivial element of Hp,p(M). In particular
hp,p ≥ 1.

• Hr(M) =
⊕

p+q=r Hp,q(M). ∆d = 2∆∂ = 2∆∂ .

• Pn is Kähler. Consider the function Φ = log(ZZ) on Cn+1. On
any coordinate patch, this defines a Kähler potential (Fubini–Study
metric).

• The holonomy is in U(n) ⊂ SO(2n). Γ has pure indices.
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• Tr� Rijdz
i ∧ dz̄j = ∂∂ ln g.4

5.3.2. The Kähler Cone. Since a Kähler metric determines a class in
H1,1(M), we can ask which classes could possibly come from Kähler metrics.
From the construction via components gij , the data describing the metric
and the class are virtually the same. However, a non-degenerate Riemannian
metric must imply positive volumes for all submanifolds. We can therefore
anticipate that the set of possible classes will be closed under arbitrary posi-
tive rescalings, with boundary walls where certain submanifolds are assigned
zero volume. In other words, we have a “Kähler cone” inside H1,1(M), of
the same dimension. At the boundary of the cone, some submanifold has
zero volume and we have a singular metric.

Example 5.3.4. We meet one such singularity in Ch. 6, the “conifold.”
The resolution involves a blow-up procedure that puts a P1 ∼= S2 where the
singularity was. The total resolved space is Kähler and is given as a subspace
of C4×P1. When the two-sphere vanishes we recover the singularity. In order
to look at near-singular metrics, one can simply pull back the metric from
C4 × P1, with P1 assigned an area of ε (e.g., ω�1 = εi(1 + |z|2)−2dz ∧ dz̄))
and let ε → 0.

Note that in the interior of the Kähler cone, any class in H1,1(M) can
be used to deform the metric slightly. Thus h1,1(M) classifies infinitesimal
deformations of the metric that preserves Kählerity. Note that complex form
degrees are also preserved, as the Kähler class is still (1, 1) in the original
metric. In the next chapter we will encounter variations that do not preserve
the complex structure.

5.4. The Calabi–Yau Condition

Let us re-examine the Calabi–Yau condition that the canonical bundle
is trivial. Since the canonical bundle is the determinant line bundle (high-
est antisymmetric tensor product) of the holomorphic cotangent bundle, its
first Chern class equals minus the first Chern class of the holomorphic tan-
gent bundle, TM. Triviality of the canonical bundle is therefore precisely
expressed by the equation c1(TM) = 0. Recalling the definition of the first
Chern class from the curvature of a connection, this tells us that the class of

4The notation Tr� is explained in Sec. 5.4.
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Tr� R is zero as a cohomology class, but not necessarily identically zero as
a two-form. Tr� R depends on the connection, and if we are using a Kähler
metric and its associated connection, then Tr� R depends only on the metric
(as in the last bullet above). In fact, since Kähler implies U(n) holonomy,
Tr� R = 0 means the vanishing of the trace part of the connection — which
implies SU(n) holonomy.

Exercise 5.4.1. It is amusing and illustrative to see how SU(n) imbeds
in SO(2n). We imagine the following taking place at a fiber over a point
in a complex n-fold. In coordinates xk, yk adapted to a complex structure
(zk = xk + iyk), we may write J as the matrix with 2 × 2 block diagonal
components

(
0 1
−1 0

)
. (The ordering of the basis is x1, y1, x2, y2, . . . .) Complex

conjugation takes the block diagonal form with blocks
(

1 0
0 −1

)
. Let Q be the

block anti-diagonal matrix with blocks ( 0 1
1 0 ) . Finally, let T be the totally

anti-diagonal matrix (Tij = δi+j,2n+1). Now suppose A ∈ SO(2n). If A

respects the complex structure, i.e., if AJ = JA, then A ∈ U(n) ⊂ SO(2n).
(Verify. Hint: Use the defining relations of the groups. For example, the
transpose AT is given by AT = TAT.) This condition also characterizes
GL(n,C) ⊂ GL(2n,R). In this case, A has 2 × 2 block (not diagonal) form(

a b

−b a

)
and the complex n × n matrix corresponding to A can be found

by replacing such a block with the complex number a + ib. (Verify.) We
call such a matrix A� . Then the complex trace Tr� A� and the real trace
Tr�A are related by Tr� A� = 1

2(Tr�A− iTr�AJ). At the infinitesimal level,
then, su(n) ⊂ u(n) is given by the vanishing of the complex trace. Note
that so(2n) already requires that the real part of the complex trace vanishes.
The curvature measures infinitesimal holonomy, so we can state the SU(n)
holonomy condition in real coordinates as −1

2(Rab)e
cJc

e = 0. We must recall
now that the Chern classes were defined using complex traces.

The relation to the Ricci tensor is as follows. The Ricci tensor is de-
fined in real coordinates sa as (Rac)b

cdsa⊗dsb (one verifies that this motley-
indexed object is indeed a tensor). On a Hermitian manifold we have the
relation (Rac)b

c = (Rkc)l
cJa

kJb
l. This fact, along with R[abc]

d = 0 (the “al-
gebraic Bianchi identity”; the symbol “[. . . ]” means to take the totally anti-
symmetric piece) and the fact that J2 = −1 allows us to equate the condition
of SU(3) holonomy precisely to Ricci flatness. (Verify. Hints: Start with
Rabc

eJe
c = 0, apply the algebraic Bianchi identity, rewrite curvature terms
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using the Hermitian property above, and verify that the remaining terms are
zero if and only if the Ricci tensor vanishes. Use the fact that the Riemann
tensor is anti-symmetric in its first two [as well as last two] indices.)

It is therefore natural to ask for a manifold with trivial first Chern
class (c1 = 0) if, for a given complex structure there exists a Kähler metric
(the (1, 1)-condition depends on the choice of complex structure) such that
Tr� R = 0 pointwise. In 1957, Calabi conjectured the existence of such a
metric and proved that uniqueness (up to scaling) would follow. In 1977,
Yau proved existence. This deep theorem tells us that the moduli space of
complex structures is equivalent to the moduli space of Ricci-flat, Kähler
metrics. Metrics of SU(n) holonomy are important because they (imply the
existence of covariant constant spinors and therefore) allow for superstring
compactification (typically, n = 3). Without Yau’s theorem, describing the
space of possible solutions to the coupled, non-linear differential equations
would be nearly impossible. The moduli space of complex structures, on
the other hand, can be studied with algebro-geometric techniques and is
therefore tractable. We will discuss Calabi–Yau moduli in the next chapter.



CHAPTER 6

Calabi–Yau Manifolds and Their Moduli

We discuss deformations of complex structure and the moduli space of
complex structures of a Calabi–Yau manifold. Our main example of the
quintic threefold and its mirror is developed in detail. Singularities and
their smoothings are also discussed.

6.1. Introduction

In this chapter we describe the geometry and structure of the moduli
space of complex structures of a Calabi–Yau manifold, with the express goal
of investigating these in the example of the (mirror of the) quintic hyper-
surface in P4. It may be instructive to refer to the main example Sec. 6.5 of
this chapter periodically while reading it.

From physics, one wants solutions to Einstein’s equation Rµν = 0, where
Rµν is the Ricci tensor derived from the metric g. On a Calabi–Yau manifold
with a complex structure, we have a unique solution given by the Ricci-flat
metric in that complex structure. Let us look at the space of all possible
solutions. It turns out that we can deform a solution without changing the
complex structure, and we can deform a solution by changing the complex
structure. To see these two types of solutions, let us look at a nearby metric
g → g + h, and linearize Rµν in this new metric.

Exercise 6.1.1. Assuming Rµν = 0 and ∇µhµν = 0, perform this lin-
earization to find the following equation (“Lichnerowicz equation”) for h:
∆hµν + 2Rµ

α
ν
βhαβ = 0. (Here ∆ = ∇α∇α. The exercise is particularly dif-

ficult, since it requires figuring out how to differentiate tensors covariantly,
which we have not explicitly discussed.)

It turns out that on a complex manifold, because the projection to holo-
morphic and anti-holomorphic degree commutes with the Laplacian, we can
separate the solutions to the Lichnerowitz equation into two types. In com-
plex coordinates za the solutions (ignoring their conjugates) look like hab or

77
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hab. The hab represent different choices of the Kähler class. The hab are a
new type of deformation.

As we have mentioned, a complex manifold has a notion of holomorphic-
ity furnished by the charts. Two manifolds are isomorphic as complex mani-
folds if there is a holomorphic diffeomorphism between them. With different
charts and different transition functions, the same underlying differentiable
manifold may have several complex structures. The hab represent deforma-
tions of the complex structure. In this chapter, we investigate the space of
complex structures of a Calabi–Yau manifold. This is called “Calabi–Yau
moduli space.”

More generally, we can consider any complex manifold and try to vary
the complex structure.

Example 6.1.1 (T 2). The prototypical example of a manifold with a
moduli space of complex structures is the complex torus or “elliptic curve,”
C/Z2, formed under the identifications z ∼ z +mλ1 +nλ2 for fixed nonzero
(and non-proportional over R) λ1, λ2, with m,n ∈ Z. Let us note immediately
that a lattice is not uniquely determined by λ1 and λ2, two vectors in R2. In
fact, (

λ′
1

λ′
2

)
=

(
a b

c d

)(
λ1

λ2

)
≡ A

(
λ1

λ2

)

(a, b, c, d ∈ Z) generate the same lattice if and only if we can write λ = Uλ′

for some integral matrix, U. These equations say AU = 1, which means
that A must be invertible. So the lattice is defined only up to GL(2,Z)
transformation. By taking λ2 to −λ2 if necessary, the complex number τ =
λ2/λ1 can be chosen to have positive imaginary part, so that only PSL(2,Z)
acts on this ratio (“P” since −1 acts trivially). Now every elliptic curve
is isomorphic to one with λ1 = 1, since we can define a complex-analytic
isomorphism z �→ w = z/λ1. Then w lives on an elliptic curve with λ1 = 1.
From here on, we take λ1 = 1 and set τ = λ2/λ1. τ is therefore well defined

only up to PSL(2,Z) transformation τ → aτ+b
cτ+d , with

(
a b

c d

)
∈ SL(2,Z).

(This group is generated by T : τ �→ τ + 1 and S : τ �→ −1/τ.) Are there
complex-analytic maps between elliptic curves with different nearby values
of τ (not related by PSL(2,Z)? The fact that there are not will follow from
our general discussion. We denote the elliptic curve by Eτ .
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Figure 1. The moduli space of an elliptic curve.

The parameter τ is a coordinate for the moduli space of complex struc-
tures (see Fig. 1). The elliptic curve admits a flat metric (which descends
from the flat metric on C, invariant under the quotiented translations), so
the tangent bundle is trivial. Eτ is therefore a Calabi–Yau one-fold, and it is
instructive to treat it as such. Note that b1(Eτ ) = 2. A basis for the homol-
ogy one-cycles can be taken to be the circles a and b, which are the respective
images from C of the line segments connecting z and z + 1 (resp. z + τ).
The Calabi–Yau holomorphic (1, 0)-form is simply dz, which we recall is not
exact. The pairing between dz and the cycles a and b looks like

πa ≡
∮
a dz = 1 = λ1,

πb ≡
∮
b dz = τ = λ2.

These integrals are called “periods.” Note that we can recover τ from πb/πa.

We learn that periods can determine the complex structure. This might seem
obvious, but elliptic curves are not always presented in such a tidy form. A
degree 3 polynomial f in P2 determines a curve of genus g =

(
3−1
2

)
= 1 that

has the structure (induced from P2) of a complex manifold. Therefore, it is
holomorphically isomorphic to Eτ , for some τ. τ must be determined by the
ten coefficients ai of f, and one can calculate the periods to find it.

We will follow a similar procedure for the (mirror of the) Calabi–Yau
quintic in P4.

6.2. Deformations of Complex Structure

For a higher-dimensional Calabi–Yau, the situation is more difficult, and
one typically can’t describe the moduli space globally. Locally, however,
we can look at what an infinitesimal deformation of the complex structure
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would look like (this deforms the very notion of holomorphicity, since the
holomorphic coordinates are chosen subordinate to some complex structure).

Infinitesimal deformations of the complex structure form the would-be
tangent space to the moduli space of complex structures.1 There are several
ways of doing this. First, we can note that a complex structure is defined by
an almost complex structure (an endomorphism J : T�M → T�M such that
J2 = −1) whose Nijenhuis tensor N vanishes. We can look at first-order
deformations of these equations, modulo changes of the local form of the
complex structure associated to coordinate redefinitions. This already has
the appearance of a cohomology class.

It will be convenient to switch first to complex coordinates. Let us fix
a complex structure and compatible complex coordinates z1, . . . , zn. J is
diagonalized in these coordinates, so that Ja

b = iδa
b and Ja

b = −iδa
b, with

mixed components zero. (Note that Ja
b must be the complex conjugate of

Ja
b since J is a real tensor.) Now send J → J + ε.

Exercise 6.2.1. Linearize the equation (J + ε)2 = 0 to get Jε + εJ = 0,
and conclude that the pure indices of ε vanish.

One can linearize the equation N = 0, where N is the Nijenhuis tensor
associated to J + ε, to conclude ∂ε = 0. In this equation, εhol = (εa

b∂a)dz̄b is
interpreted as a (0, 1)-form with values in the holomorphic tangent bundle,
so its action as a one-form on a (anti-holomorphic) tangent vector produces
a (holomorphic) tangent vector. There is a conjugate equation for εanti−hol

as well.

Exercise 6.2.2. Perform the linearization mentioned above. Hint: It is
convenient to take the two input vectors X and Y for the Nijenhuis tensor
to be the holomorphic vectors ∂a and ∂b.

If x′ represents new (not necessarily complex) coordinates and M =(
∂x
∂x′
)

is the Jacobian matrix, then J ′ = M−1JM, where we have used ma-
trix notation. Infinitesimally, if x′ is close to x then it is generated by a
vector field vi ∂

∂xi and M i
j = δi

j + ∂vi

∂xj . In complex coordinates, this means
J ′ = J + ∂vhol + ∂vanti−hol.

Exercise 6.2.3. Check this.
1It could happen that an infinitesimal deformation makes sense but that no finite

deformation can be formed from it. For Calabi–Yau manifolds, this will not be the case.
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So (focussing on the upper holomorphic index, for example), coordinate
transformations change J by ∂v. We conclude that infinitesimal deforma-
tions of the complex structure are classified by the cohomology group

H1
∂
(TM).

By the Čech–Dolbeault isomorphism, this vector space has an interpretation
in Čech cohomology as H1(TM). This gives vector fields over overlaps along
which we infinitesimally twist the overlap functions to produce a deformation
of the original complex manifold.

Example 6.2.1. If M is a Riemann surface with no infinitesimal auto-
morphisms (so, no holomorphic vector fields, H0(TM) = 0, which is true for
g ≥ 2) then the Grothendieck–Riemann–Roch formula tells us (see Ch. 3)
that dimH0(TM) − dimH1(TM) = 3 − 3g, so dimH1(TM) = 3g − 3.
The moduli space of genus g > 2 curves, Mg, has dimension 3g − 3. When
g = 1, dimH0(TM) = 1 (it is generated by the global holomorphic vec-
tor field ∂z), so 3 − 3g = 0 ⇒ dimH1(TM) = 1. Indeed, we saw that
the moduli space was one-dimensional, coordinatized by τ. When g = 0,
dimH0(TM) = dimH0(O(2)) = 3, so 3− 3g = 3 ⇒ dimH1(TM) = 0, i.e.,
P1 is “rigid” as a complex manifold. The moduli space is a point.

Example 6.2.2. If M is a Calabi–Yau three-manifold, the canonical
bundle (the bundle Λ3T ∗M of holomorphic (3, 0)-forms) is trivial; hence so is
its dual Λ3TM. Since we have wedge pairing ∧ : TM⊗Λ2TM → Λ3TM = 1,
we learn that TM ∼= (Λ2TM)∗ = Λ2T ∗M. So H1(TM) = H1(Λ2T ∗M) =
H2,1(M), and the Hodge number h2,1 therefore counts the dimension of the
moduli space of complex structures of a Calabi–Yau.

There is a more hands-on way of seeing these isomorphisms. Let
Ω = Ωabcdz

adzbdzc be the holomorphic three-form (in some patch). Then
we can map (εa

e∂a)dz̄e to a holomorphic (2, 1)-form εa
eΩabcdz̄

edzbdzc.

We now have a complete understanding of the Hodge diamond of a
Calabi–Yau threefold.

Another way of seeing the space H1
∂
(TM) arise is by considering defor-

mations of the ∂ operator by a vector-valued one-form: ∂ → ∂ + A. Lin-
earizing (∂ + A)2 = 0 in A gives ∂A = 0, and the same arguments involving
coordinate transformations can be made.
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6.3. Calabi–Yau Moduli Space

6.3.1. Unobstructedness. So far, we have constructed the space of
infinitesimal deformations. In doing so, we neglected quadratic terms in
our deformation parameter. To be sure that a finite deformation exists, we
must solve the equations without truncation and show that the solution, if
written as a power series of solutions at each finite order, converges. This is
the content of the theorem of Tian and Todorov.

If we look for finite deformations of ∂ we need to solve (∂ + A)2 = 0 for
finite A. This amounts to the equation ∂A + 1

2 [A,A] = 0. If we write A as
an expansion in a formal parameter, A = A1t + A2t

2 + . . . , then equating
powers of t gives the equation (above) ∂A1 = 0 for n = 1 and

∂An +
1
2

n−1∑
i=1

[Ai, An−i] = 0

for n ≥ 2. It is possible to show that the sequence of equations can be solved
inductively (i.e., An ⇒ An+1) in a given gauge choice, using the ∂∂-lemma
that comes from the Kähler form. We refer the reader to the literature (see
Ch. 40) for more details.

Example 6.3.1. The zero set Q of a degree 5 polynomial p in P4 is
a Calabi–Yau manifold, since c1 = 0 follows from the adjunction formula
c(Q) = (1+x)5/(1+5x). We discussed early on that the coefficients of p can
be thought of as complex structure parameters. Indeed, the exact sequence
of bundles over Q,

0 −→ TQ −→ TP4 −→ O(5)|Q −→ 0

(recall NQ/�4 = O(5)|Q), leads to the long exact sequence (on Q)

H0(TQ) → H0(TP4) → H0(O(5)|Q) → H1(TQ) → H1(TP4).

The ends of this sequence are zero, since Q does not have automorphisms
if smooth and since H1(P4) = 0.2 As a result, we can express H1(TQ) as
H0(O(5)|Q)/H0(TP4). Now H0(O(5)|Q) are precisely degree 5 polynomials
not vanishing on Q — so p is excluded, and there are 126 − 1 = 125 of
them — and H0(TP4) = 52 − 1 is the 52 − 1 = 24-dimensional space of

2This can be shown to follow from the long exact sequence associated to the Euler

sequence restricted to Q: 0 → O → O(1)⊕5 → T�4 → 0.
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automorphisms of P4 that must be subtracted. In total, we learn h2,1 = 101,
as previously claimed.

Mirror symmetry associates to the quintic a “mirror” Q̃, whose Hodge
diamond is “flipped”: h1,1(Q̃) = h2,1(Q) = 101, and h2,1(Q̃) = h1,1(Q) = 1.
We will construct the family of Q̃ by quotienting a one-parameter subfamily
of the different Q’s by a discrete group and then taking care of singularities
coming from fixed points.

We therefore expect an honest moduli space MM of complex structures
of M , of dimension h2,1(M). A natural set of questions now emerges. Can we
find coordinates on moduli space? Is there a natural metric? Is it Kähler?
Can we find the Kähler potential? Is the Kähler potential associated to a
line bundle? Does this line bundle have a natural interpretation, and can we
find its metric? The answer to all of these questions is Yes, as we presently
learn.

6.3.2. The Hodge Bundle. In different complex structures, the de-
compositions of the tangent (or cotangent) bundle into holomorphic and
anti-holomorphic parts are different. Therefore, what was a closed, holo-
morphic (n, 0)-form in one complex structure will no longer be of type (n, 0)
(nor holomorphic) in another complex structure. However, the form will still
be closed, as the exterior derivative d is independent of complex structure.
In fact, in this description it is easy to see that, to linear order, a (3, 0)-form
can only change into a linear combination of (3, 0)- and (2, 1)-forms. The
change can be measured by H2,1, which is what we already know.

We learn that the cohomology class in H3 representing the holomorphic
(n, 0) form must change over the moduli space of complex structures, MM .

In fact, H3 forms a bundle over the moduli space, and the Calabi–Yau form
is a section of this bundle, its multiples thus determining a line sub-bundle.
The bundle of H3 can be given a flat connection, since we can use integer
cohomology, which does not change locally, to define a local trivialization of
covariant constant sections. (Specifying the covariant constant sections is
enough to define a connection.)

Example 6.3.2. Consider the family Mt of zero loci of the polynomials
Pt = X2 − t = 0 in C, i.e., Mt = {X = ±

√
t}. Note that when t = 0,

Pt = X2, and Pt and dPt are both zero at X = 0, so this is a singular
“submanifold.” We therefore restrict our “moduli space” to Ct \ {0}. Over t
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we have the “cohomology bundle” with fiber H0(Mt) generated by functions
equal to 1 on one point and 0 on the other. These functions (sections) are
flat in the connection described above. A flat bundle has no curvature, but
the vectors can be rotated when transported around a non-trivial loop. Such a
rotation for a flat bundle is called a “monodromy.” (In physics it is known as
a “Wilson line.”) On Ct\{0} there is a non-trivial loop t �→ e2πixt, x ∈ [0, 1],
which induces an automorphism of homology and cohomology following from
±
√

t ↔ ∓
√

t. Therefore the total space of the cohomology bundle can be
described as R+ × R × C2/ {((r, θ); (v1, v2)) ∼ ((r, θ + 2π); (v2, v1))} , where
t = reiθ.

We call such a cohomology bundle a “Hodge bundle,” and such a connec-
tion the “Gauss–Manin connection.” The Hodge decomposition (at weight
three, for threefolds) of M will change over Calabi–Yau moduli space; we
study, therefore “variations of Hodge structure.” In our studies, we will
find that the line bundle determined by the Calabi–Yau form is the Kähler
line bundle, and a natural metric on this bundle will give rise to the Kähler
potential on moduli space, from which physical quantities are determined.
(In physics this line bundle is called the “vacuum line bundle.”)

Now the Calabi–Yau form, defined up to scale, wanders through H3 as
we vary the complex structure. In fact, its position as a line in H3 (or point
in Ph3−1) can be used to describe the complex structure. Note that this
description will be redundant, since we know we only need h2,1 = 1

2h
3 − 1

parameters. (Here h3 = b3.)
Now let M be a Calabi–Yau threefold (or any odd-dimensional Calabi–

Yau manifold), and let H denote the Hodge bundle over MM with fibers
H3(M ; C). There is a natural Hermitian metric on H derived from the inter-
section pairing of three-cycles. Let θ, η ∈ H3(M ; C). Define (θ, η) = i

∫
θ∧η.

Note this is Hermitian since (η, θ) = (θ, η)∗. In fact, the anti-symmetry
of the intersection pairing on H3(M ; Z) means that we can find a “sym-
plectic basis” of real integer three-forms αa, β

b, a, b = 1, . . . , h3/2, such
that (αa, αb) = (βa, βb) = 0, with (αa, β

b) = iδa
b (this is akin to finding

real and imaginary parts of complex coordinates). This basis is unique up
to a Sp(h3; Z) transformation (i.e., up to preservation of the intersection
form). Dual to this basis we have a basis (Aa, Bb) for H3(M,Z) such that∫
Aa αb = δa

b,
∫
Ba

βb = δa
b, all others zero.
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6.3.3. Periods and Coordinates on Moduli Space. Since we have
a basis for cohomology, we can expand the Calabi–Yau form Ω as Ω =
zaαa − wbβ

b, for some za, wb, a, b = 1, . . . , h3(M)/2 = h2,1(M) + 1. The
coordinates za and wb will change as we move in Calabi–Yau moduli space,
since Ω will change. In fact, as we have mentioned, since the location of Ω
in H3(M) determines the complex structure, the za and wb determine the
point in moduli space – even over-determine it, as can be seen by counting
parameters (moduli space is h2,1(M)-dimensional).

It is immediate from the dual basis relations that za and wb can be
expressed in terms of the “period integrals”

za =
∫

Aa

Ω, wb =
∫

Bb

Ω.

Therefore we can express the complex structure (redundantly) in terms of
periods

∫
C Ω of the Calabi–Yau form. This is exactly what we did in de-

scribing the elliptic curve earlier in this chapter.
In fact, it can be shown that the za alone locally determine the complex

structure (see references in Ch. 40). We can therefore imagine solving for
the wb in terms of the za. Then the za are only redundant by one extra
variable, but there is also an overall scale of Ω that is arbitrary, and it is
often convenient to keep the za as homogeneous coordinates on MM .

6.3.4. The Vacuum Line Bundle. Since the Calabi–Yau form is
unique only up to scale, it defines a complex line in the Hodge bundle,
i.e., a line sub-bundle. We can define a natural metric on this line bundle

h = ‖Ω‖2 = (Ω,Ω) = i

∫
Ω ∧ Ω.

If z is a coordinate on moduli space and f(z) is a holomorphic function,
then Ω → ef(z)Ω defines the same projective section, but h → h ef ef . We
see that h indeed transforms like a Hermitian metric on a line bundle in a
new trivialization defined by ef (never zero). We saw such a phenomenon
previously, where we noted that

K = − log ‖Ω‖2 = − log
∫

Ω ∧ Ω

(up to an irrelevant constant) transforms as a Kähler potential,
K → K − f − f. We therefore can define a metric on moduli space by

gab = ∂a∂bK,
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and this is well defined no matter the gauge choice of Ω, since f +f is killed
by ∂∂.

We are not done yet. We already decided that the tangent space to
moduli space is H2,1(M) and there is a natural Hermitian pairing given by
the intersection form (or integration). As well, we can choose harmonic (=
∂-harmonic) representatives θ, η, and compute their inner product as forms
using the unique Ricci-flat metric in that complex structure. This metric is
called the Weil–Petersson metric. Or, one can look at the variation of the
Ricci-flat metric corresponding to the chosen directions and compute the
inner product using the inner product on metrics as sections of Sym2(T ∗

�M).
Fortunately, as we will show, these metrics and the one defined from K above
are the same!

To see the metric in more detail, let us write the variation of Ω with
respect to a coordinate direction za as

∂aΩ = (3, 0) piece + (2, 1) piece

= kaΩ + χa,(6.1)

where there are no other terms since the variation of a holomorphic (1,0)-
form dx has a (1, 0) and a (0, 1) piece. Then, keeping track of form degrees
and using Eq. (6.1), one finds,

∂a∂bK = ∂a

[
−1∫
Ω ∧ Ω

∫
Ω ∧ ∂bΩ

]
= − 1

(
∫

Ω ∧ Ω)2

∫
∂aΩ ∧ Ω

∫
Ω ∧ ∂bΩ +

1∫
Ω ∧ Ω

∫
∂aΩ ∧ ∂bΩ

=
∫

χa ∧ χb∫
Ω ∧ Ω

.

Exercise 6.3.1. To check the claim, write the variation of the Ricci-flat
metric corresponding to the ath direction as

(δag)µν =
(

∂g

∂za

)
µν

= − 1
‖Ω‖2

Ωµ
ρσ (χa ρσν)

(or χa αβµ = −1
2Ωαβ

ν( ∂g
∂za )µν).

We have answered all of our questions about moduli space. It is Kähler,
with Kähler potential associated to the metric on the vacuum sub-(line)
bundle of the Hodge bundle. It is easy to write down explicitly.
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Eq. (6.1) is useful in deriving identities by comparing form degrees.
Consider:

∫
Ω ∂Ω

∂zc = 0, since there are no (3, 3) pieces. This means

(zaαa − wbβ
b, αc − ∂cwdβ

d) = wc − za∂cwa = 0,

where ∂c ≡ ∂
∂zc . This says that wc = za∂cwa = ∂c(zawa) − wc. Define

G ≡ zawa.

Then we see 2wc = ∂cG, which means wc can be derived from G. Summing
with zc on both sides, we get zc∂cG = 2G, so G is homogeneous of degree 2
in the za.

Exercise 6.3.2. Show that h = e−K = i
∫

Ω ∧ Ω is given by

i

∫
Ω ∧ Ω = i(za∂aG − za∂aG).

6.4. A Note on Rings and Frobenius Manifolds

We learn from the study of topological field theories that physical opera-
tors correspond to tangent vectors on the moduli space of theories, since we
can use them to perturb the Lagrangian. Since these operators form a ring,
this says that there is a product structure on the tangent space to the moduli
of topological theories. Such a structure, with a few more requirements such
as compatibility with the metric and a direction corresponding to the iden-
tity operator, defines a “Frobenius manifold.” In the case of Calabi–Yau
manifolds, we saw two types of deformations, hence two types of moduli
space (and two Frobenius manifolds), Kähler and complex. The Kähler de-
formations form a ring defined by the “Gromov–Witten invariants,” which
will be discussed later in the text (the “A-model”). The complex deforma-
tions (the “B-model”) form another ring, which we now discuss. When M

is the quintic threefold, mirror symmetry relates the Kähler ring/Frobenius
manifold (A-model) of M (a quintic in P4) with the complex ring/Frobenius
manifold (B-model) of M̃, another Calabi–Yau. For this case, both rings
are commutative.

The ring structure on the B-model can be defined with a symmetric
three-tensor Φabc on moduli space. Using a metric to raise the last index,
such a tensor defines a map TX ⊗TX → TX, i.e., the indices are the struc-
ture constants of the ring. Thus, given three tangent vectors or elements in
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H2,1(X) ∼= H1(TX), we need to produce a number. Let χa be a basis for
H1(TX), a = 1, . . . , h2,1(X). Then

κa,b,c =
∫

X
(Ωµνρχ

µ
a ∧ χν

b ∧ χρ
c) ∧ Ω,

which can be explained simply as follows. χa is a (0, 1)-form with values in
the tangent bundle. The wedge product of three χ’s is therefore a (0, 3)-form
with values in Λ3TX ∼= 1, where in the formula, the holomorphic three-form
(with indices) was used to map Λ3TX to the trivial bundle 1, by contraction.
After doing so, we are left with a (0, 3)-form, which we wedge with Ω to get
a (3, 3)-form to be integrated.

We now show that the Frobenius structure can also be derived from G.

This function, the “prepotential,” encodes all the data of the topological
theory, and mirror symmetry is most often shown by demonstrating the
equivalence of prepotentials.

Exercise 6.4.1. Let χa be the (2, 1) piece of ∂aΩ (see Eq. (6.1)), con-
sidered as an element of H1(TM). Show

κa,b,c = ∂a∂b∂cG.

We learn that every geometric structure on moduli space is encoded in
the function G, which is itself determined by the period integrals.

6.5. Main Example: Mirror Symmetry for the Quintic

In this section, we apply our knowledge of moduli space geometry to
gain a complete understanding of the moduli space in the simplest threefold
example. The differential equations, along with the mirror program, lead to
striking mathematical predictions whose verification occupies much of this
text.

While we shall only study this one example, it should be mentioned
that all of the techniques we use can be generalized to arbitrary Calabi–
Yaus inside toric varieties. Though the level of complexity grows in general,
the crux of mirror symmetry is well captured by the quintic. (The quintic
threefold will be revisited in Sec. 7.10.)

6.5.1. The Mirror Quintic. Let M be a quintic hypersurface in P4,

meaning the zero locus of a homogeneous, degree five polynomial, in other
words the zero-set of a section of O�4(5). We saw in Example 6.3.1 that
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there were 101 independent (up to PGL(5,C)) parameters describing the
polynomial, which we can interpret as h2,1(M) = 101 complex structure
parameters. The (1, 1)-form on P4 (e.g., from the Fubini–Study Kähler
metric) Poincaré-dual to a hyperplane descends to the single non-trivial
generator of H1,1(M).3

The “mirror quintic” is another Calabi–Yau manifold M̃ with reversed
Hodge numbers, i.e., h1,1(M̃) = 101 and h2,1(M̃) = 1. It can be constructed
as follows. Consider a one-dimensional sub-family of quintics defined by the
equation

∑
i aiX

5
i −5ψ

∏
i Xi = 0 for some coefficients ai, i = 1, . . . , 5 and ψ.

Note that each member of this family has the property that it is preserved
under Xi → λkiXi, where λ is a fifth root of unity and

∑
i ki = 0 (mod 5).

In fact it is the largest sub-family on which this group G of transformations
acts. In fact, when one remembers the scale invariance of P4 one sees that
G = (Z5)3. We will define M̃ by considering the quotient

M̃ =

(∑
i

aiX
5
i − 5ψ

∏
i

Xi

)/
(Z5)3.

Note that the ai can be absorbed by a diagonal PGL(5,C) action, so we
momentarily set ai = 1. In the next sections, it will be convenient to reinstate
the ai as parameters, albeit redundant ones. As we will see, G = (Z5)3 has
fixed points, which means M̃ is singular unless we resolve the singularities
somehow. (We will defer doing so, however, until the end of the chapter.)

Consider g1 ∈ G, g1 : (X1, X2, X3, X4, X5) �→ (λX1, X2, X3, X4, λ
4X5),

λ5 = 1. g1 generates a Z5 subgroup of G and clearly fixes the points in M̃

where X1 = X5 = 0. The fixed curve C defined by

X1 = X5 = 0, X5
2 + X5

3 + X5
4 = 0,

is a degree 5 curve in P2∼={X1 =X5 =0} and therefore has genus
(
5−1
2

)
=6,

χ(C) = −10. There are other fixed curves and points in M̃ as well, and
their resolution produces new H1,1 classes, as we shall see. All told, after
resolving to get a smooth manifold, h1,1(M̃) = 101 and h2,1(M̃) = 1. Thus
ψ is the only parameter describing complex variations of M̃.

In fact, ψ is slightly redundant, since the holomorphic motion
X1 → λX1 maps M̃ψ to M̃λψ. We learn that only ψ5 is a good coordinate
for the (complex structure) moduli space of M̃.

3Note here that we use M to denote any manifold in the family of manifolds. We will

add a label if a particular member of a family of manifolds is needed.
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M̃ can have another type of singularity, namely, M̃ is singular if
P = 0 and dP = 0, where P =

∑
i X

5
i − 5ψ

∏
i Xi. Setting ∂P

∂X4
= 0 gives

X4
4 = ψX1X2X3X5. Multiplying by X4 gives X5

4 = ψ
∏

Xi, and the same is
true for the other Xk. Thus

∑
i X

5
i −5ψ

∏
i Xi = 0 and all Xk must be equal.

This means, modulo action by G, that all Xk = 1, and then X5
i = ψ

∏
Xi

implies ψ = 1 (or really ψ5 = 1).

Exercise 6.5.1. Investigate the neighborhood of (1, 1, 1, 1, 1) by expand-
ing nonhomogeneous coordinates around 1 when ψ = 1 (remember scale
invariance) and conclude that the singularity point is a conifold singularity.
(See Sec. 6.6 later in this chapter before attempting.)

Finally, ψ → ∞ is the singular variety X1 . . . X5 = 0, which is the union
of five P3’s ({Xi = 0}), meeting along lower-dimensional projective spaces
defined by common zero sets of the coordinates. The neighborhood of this
singularity (ψ large) will be important in the sequel.

Now consider the Hodge bundle H for M̃ and its associated Gauss-
Manin connection and Hermitian metric. A symplectic basis can be written
(α1, α2, β

1, β2), with dual basis (A1, A2, B1, B2). Since the α, β form a basis
for H3(M̃), we can express the Calabi–Yau form Ω at a point in moduli
space as a linear combination:

Ω = z1α1 + z2α2 − w1β
1 − w2β

2

for some za, wa. It is immediate from the dual basis relations that

za =
∫

Aa

Ω, wb =
∫

Bb

Ω.

Therefore we can express the complex structure (redundantly) in terms of
periods

∫
C Ω of the Calabi–Yau form.

Example 6.5.1. It is instructive to recall the elliptic curve, Eτ = C/〈1, τ〉.
The Calabi–Yau form is Ω = dz, and a symplectic basis of cycles is a, the
horizontal circle from 0 to 1, and b, the circle from 0 to τ. Dual to these we
have α = dx − (τ1/τ2)dy and β = (1/τ2)dy (Check). Note the orientation
is such that a ∩ b =

∫
α ∧ β = +1. Now we can reconstruct the coordinates

for moduli space from
∮
a Ω = 1 and

∮
b Ω = τ, whose ratio is τ. Consider

the family of elliptic curves X3 + Y 3 + Z3 − 3ψXY Z = 0 parametrized by
ψ. In this case, Ω and α and β are ψ-dependent, and τ can be recovered
from the quotient. In fact, one can write down differential equations in ψ
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governing the periods
∫
C Ω, and τ can be recovered from the solutions. We

will do exactly the analogue of this for the mirror quintic.

6.5.2. The Calabi–Yau Form. First let us write down the Calabi–
Yau form explicitly. Define the form Ξ on C5 by Ξ =

∑
k(−1)kdX1 ∧ · · · ∧

Xk ∧· · ·∧dX5 (note that we replace dXk by Xk). This form is not invariant
under scalings, but 1

P Ξ, where P is some degree 5 polynomial, is invariant
and therefore is well defined on P4 (though singular along the quintic P = 0).

Exercise 6.5.2. (easy) 1
2πi

∮
γ

1
zdz = 1, where γ is a circle around the

origin. Compute 1
2πi

∮
γu

1
vdu ∧ dv where γu is a contour around the plane

u = 0 in C2. (Answer: dv)

Now let γP be a small loop around P = 0 in P4. Then

Ω =
∫

γP

Ξ
P

is a well-defined holomorphic (3, 0)-form on P = 0. The reasoning is simple
from the exercise above. Since P can be considered as a coordinate in a
direction normal to P = 0 (as long as this variety is non-singular), we can
rewrite dX4, say, as

(
∂X4
∂P

)
dP , and the dP/P gets integrated to a constant.

Therefore,

Ω =
X5dX1 ∧ dX2 ∧ dX3(

∂X4
∂P

) .

In nonhomogeneous coordinates, one can set X5 = 1 above and replace Xi

by xi, i = 1, . . . , 3, as coordinates on P = 0 (X4 is determined by P = 0.)
Let Γi be a basis for H3(M̃). Define the periods

(6.2) Ωi ≡
∫

Γi

∫
γP

Ξ
P

.

We will find differential equations for Ωi in terms of the ai and ψ.

6.5.3. The Picard–Fuchs Differential Equations. By using simple
scaling arguments, we will be able to derive differential equations obeyed by
the Ωi. It will turn out that these are enough to determine all of the periods
in the neighborhood of a singular point in complex structure moduli space
(ψ → ∞). Such differential equations for the periods are called “Picard–
Fuchs” equations.
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Recall that M̃ is defined by quotienting the zero set of the polynomial∑
i aiX

5
i − 5ψ

∏
i Xi by a (Z5)3 action (then resolving the singularities). By

the explicit form of the Ωi given in Eq. (6.2), we have the following relations:

(1) Ωi(λa1, . . . , λa5, λψ) = λ−1Ωi(a1, . . . , a5, ψ). Let (s1, . . . , s6) =
(a1, . . . , a5, ψ). Taking ∂

∂λ gives (at λ = 1)∑
j

sj
∂

∂sj
+ 1

Ωi = 0.

This says that the Ωi are homogeneous of weight −1 in the coordi-
nates.

(2) Ωi(a1, . . . , λ
5aj , . . . , λ

−5a5, ψ) = Ωi(a1, . . . , a5, ψ), as the change
can be absorbed by the PGL(5,C) transformation Xj �→ λXj,

X5 �→ λ−1X5. Now ∂
∂λ at λ = 1 gives(

ai
∂

∂ai
− a5

∂

∂a5

)
Ωi = 0.

This means Ωi is a function of a1 . . . a5.

(3) The relation (X1)5 . . . (X5)5 = (X1 . . . X5)5 gives the equation(∏
i

∂

∂ai
−
(

1
5

∂

∂ψ

)5
)

Ωi = 0.

Note that the toric nature of P4 was crucial here, as we used scalings in our
argument. The five powers of 1 in the product of the ∂

∂ai
are ultimately due

to the weights of the C∗ quotienting action. In fact, the Picard–Fuchs equa-
tions for Calabi–Yaus in toric varieties can be derived from the toric data
and provide many interesting examples of mirror symmetry calculations. We
will not pursue such generalities here, however.

The first two equations say that Ωi = 1
5ψωi(a1...a5

(5ψ)5
). Therefore, we put

z = a1...a5
(5ψ)5

and rewrite the last equation.

[
∂a1 . . . ∂a5 − (1

5∂ψ)5
] 1

5ψ
ω(z) = 0.

Now on a function of z, we have ∂ai = z
ai

∂z = 1
ai

Θ, where Θ ≡ z d
dz . So we

can replace ∂a1 . . . ∂a5 by 1
a1...a5

Θ5.
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Exercise 6.5.3. Show 1
5∂ψ

1
(5ψ)N f(z) = − 1

(5ψ)N+1 (5Θ + N)f(z). Show,
using this commutation relation, that(

1
5
∂ψ

)5 1
5ψ

ω = − 1
(5ψ)6

(5Θ + 5) . . . (5Θ + 1)ω.

Putting things together, we get[
Θ5 − z(5Θ + 5) . . . (5Θ + 1)

]
ω = 0.

Using z(Θ + 1) = Θz, we get

Θ
[
Θ4 − 5z(5Θ + 4) . . . (5Θ + 1)

]
ω = 0.

We now focus on the equation[
Θ4 − 5z(5Θ + 4) . . . (5Θ + 1)

]
f = 0.

Define L to be the differential operator in brackets. Then Lf = 0. It can
be shown that the periods obey this equation, factored from the fifth-order
equation that precedes it. The reason the periods obey a fourth-order equa-
tion is as follows. The first derivative of Ω lives in H3,0 ⊕ H2,1; the second
mixes with H1,2 as well. Clearly, the fourth is expressible in terms of lower
derivatives.

Due to the logarithmic derivatives in L, the solutions have singularities.

Example 6.5.2. Consider Θ3f = 0. A basis for solutions is

f0 = 1, f1 =
1

2πi
ln z, f2 =

1
2
(

1
2πi

ln z)2,

where f0 is a basis for KerΘ, f1 for KerΘ2/KerΘ, etc. These solutions
undergo a monodromy transformation, due to the branch cut: f1(e2πiz) =

f1(z) + f0(z), etc. The monodromy matrix M =

1 1 1
0 1 2
0 0 1

 is maximally

unipotent, meaning (M − 1)k does not vanish until k = 3, the order of the
differential equation.

At z = 0 our equation looks like Θ4 = 0, and we expect our monodromy
structure to be maximally unipotent, with one invariant holomorphic solu-
tion, as in the example. Let us look for a holomorphic solution by power
series methods. Write f0 =

∑∞
n=0 cnz

n. Noting Θzn = nzn, then Lf0 = 0
leads to the recursion

n4cn = 5 (5(n − 1) + 4) . . . (5(n− 1) + 1) cn−1.
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We get cn/cn−1 = (5n)!/[n5(5n− 5)!], whence

cn =
(5n)!
(n!)5

=
Γ(5n + 1)

(Γ(n + 1))5
.

In fact, we can write a family of solutions f =
∑

n c(n, ρ)zn+ρ, where

c(n, ρ) = Γ(5(n + ρ) + 1)/Γ(n + ρ + 1)5. We put fp = 1
p!

(
1

2πi
∂
∂ρ

)p
f |ρ=0.

Then f0 is our holomorphic solution, and the fk≤3 have (ln z)k singularities
(f4, of course, is a linear combination of f0, . . . , f3). Note that the fk are
not themselves periods of integral cycles. The cycle not vanishing as z→0
must correspond to the holomorphic solution. Then, Poincaré duality tells
us about the leading singularities of the periods of three other cycles, so the
three other periods look like fk + less singular solutions. Finally, these addi-
tional terms are fixed by requiring the periods to have integral monodromies
around the singular points of moduli space.

6.5.4. Mirror Symmetry. The beauty of mirror symmetry comes from
the interpretation of our function G of the coordinate z (we haven’t yet said
how to relate the solutions fp to the periods za and wa). The philosophy
is that M̃ and M define the same physical theory (for why, see the physics
chapters!). The measurable quantities of the physical theory are the triple
pairings κa,b,c, defined through G by its derivatives (in our example, there is
only one coordinate for moduli space).

The interpretation of the κa,b,c for M is in terms of holomorphic maps
(from genus 0 curves) into M , which meet the three divisors dual to the
H1,1 classes corresponding to the differentiated directions in moduli space.
The first approximation to this quantity is by degree 0 maps, or points in
M .4 The number of points intersecting three divisors is equal to the triple
intersection. Higher-degree maps correct this “classical” intersection, which
is why the ring defined by the κa,b,c is called the “quantum cohomology
ring.” Roughly speaking, the higher-degree maps are weighted by e−Area,

so the expansion we derive is valid near where M has large radius, which
corresponds to being on moduli space near where M̃ is maximally unipotent
(z = 0), also called “large complex structure.” Mirror symmetry allows us
to compute this ring with the equivalent, mirror model on M̃, and extract
these numbers of curves (“Gromov–Witten invariants”).

4“Degree,” here, is the class of the image curve, written as d[�1 ], where [�1 ] generates

the one-dimensional H1,1(M).
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One writes F = G/(z0)2 as a function of t = t(z) = z1/z0 (recall that
the za were homogeneous coordinates on moduli space). It has the form (up
to some factors of e2πi) F = 5

6t
3 + lower order + Finst(q), where q = e2πit

and Finst represents the degree d > 0 curves. Then

Finst =
∑
d>0

Kdq
d.

A decade of developments in mathematics has been geared toward the proper
formulation and computation of the Kd. Many of the remaining chapters of
this text will describe these calculations.

As for the approach via differential equations, we note only that the
manipulations we have performed can be done (with varying computational
ease) in any toric variety in which a Calabi–Yau can be expressed as a
hypersurface or a complete intersection of such. A version of mirror symme-
try can be performed for non-compact Calabi–Yaus as well (“local mirror
symmetry”). Some of these non-compact Calabi–Yaus are local models of
resolutions of singularities. We conclude this chapter with a discussion of
several such examples, as well as the conifold singularity (at z = 1) of M̃,

which we encountered earlier.

6.6. Singularities

We turn now to a brief discussion of singularities in Calabi–Yau man-
ifolds. Singularities and their smoothings are not just important for un-
derstanding the mirror quintic; their local geometries often have interesting
physical interpretations as well.

There are many different types of singularities and ways of smoothing
them. In this section, we will consider just a few. In the case of a Calabi–
Yau singularity, we are directed somewhat in our smoothing by the condition
that we want the smooth manifold to have trivial canonical bundle (hence
no “discrepancy” in the canonical bundle — such resolutions are thus called
“crepant”). The conifold singularity appears frequently and with import in
string theory, so we turn now to a discussion.

6.6.1. The Conifold Singularity. The conifold singularity refers to
a singular point in a threefold that locally (in some coordinates) looks like

XY − UV = 0
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in C4. Note that the polynomial p = XY − UV is zero at the origin, and
dp = Y dX + XdY − V dU − UdV = 0 there too, so the origin is singular.
This can take other guises. For example, if A = (X+Y )/2, B = i(X−Y )/2,
C = i(U + V )/2, D = (U − V )/2, the conifold looks like

(6.3) A2 + B2 + C2 + D2 = 0,

which is known in the mathematical literature as an “ordinary double point”
or “node.”

Example 6.6.1. Show that at z = 1 the mirror quintic M̃ has a conifold
singularity at the point (1, 1, 1, 1, 1).

Let us investigate the region around the singularity more closely. Set
�x = (ReA,ReB,ReC,ReD) and �y = (ImA, ImB, ImC, ImD). Set r2 =
�x2 + �y2 and let us consider r2 > 0, fixed. The real and imaginary parts of
Eq. (6.3) say

�x2 − �y2 = 0, �x · �y = 0.

The first says that �x2 = 1
2r

2, so �x lives on an S3, while the second says that
�y is perpendicular to �x with �y2 = 1

2r
2. Thus for a fixed r2 > 0 and given x,

there is an S2 of choices for �y. Thus we have an S2 fibered over S3. In fact,
all such fibrations are trivial, and we get S2 × S3. At r2 = 0 we only have
�x = �y = 0, a point. In total, a neighborhood of the conifold locus looks like
a cone over S2 × S3 (see Fig. 2).

S
2

S
2

S
2

S
3

S
3

S
3

S
2

S
3

A CB

Figure 2. A. The conifold singularity. B. Its deformation.
C. Its resolution.

Deformation: We can deform the defining equation of the conifold so
that it is no longer singular at the origin. For example, put

XY − UV = ε.
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As this smoothing of the singularity results from changing the polynomial,
it corresponds to the desingularization arising from deforming the complex
structure (e.g., z �= 1 for M̃). For simplicity, let us use the form of Eq.
(6.3) for the conifold and change the right-hand side from 0 to R2, with R

a positive real number. Then the analysis proceeds as before, only now we
have

�x2 − �y2 = R2, �x · �y = 0.

Again, we have a family of S2 × S3, only this time the minimum radius S3

is R, when �y = 0.
In fact, if we write �̃x ≡ �x/

√
R2 + �y2, then the defining equations become

�̃x2 = 1, �̃x · �y = 0.

In fact, this is the equation for the total space of T ∗S3, with π : T ∗S3 → S3

given by (�̃x, �y) �→ �̃x. To see the relation, replace dxi by yi in d of the equation
f = R2 (i.e., df = 0), where f = x2

1 + · · · + x2
4 −R2.

Resolution: Another way to remove a singularity on a space X is to con-
struct a smooth space X̃ which looks exactly like X away from the singular
points.

Example 6.6.2. The Blow-up of a Point. Consider C2. We can consider
a new space C̃2 where the origin is replaced by a new set as follows. Any
smooth path toward the origin contains an extra piece of data in addition
to its endpoint, namely the line tangent to the path at the origin. This line
defines a point in [λ1, λ2] in P1. (You can consider the same construction in
R2, where you remember the slope of the path at the origin — the resulting
space sort of looks like a spiral staircase.) Formally, define C̃2 ⊂ C2 ×P1 by
the equations

X1λ2 = X2λ1.

Note that when (X1, X2) �= (0, 0), [λ1, λ2] is completely determined (remem-
ber scaling), but when X1 = X2 = 0, the λi can range over all of P1. The
map π : (X1, X2; [λ1, λ2]) �→ (X1, X2) from C̃2 to C2 is therefore an iso-
morphism outside the origin, while π−1((0, 0)) ∼= P1. This set is called the
“exceptional divisor.”

This procedure generalizes to Cn with Pn−1 as an exceptional divisor,
where we use the equations Xiλj = Xjλi. In addition, we can blow up along
a subvariety by considering slices in the normal direction, in which case the
variety appears as a point.
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To resolve the conifold, first note that the first form of the conifold can

be presented as det

(
X U

V Y

)
= 0. We now resolve the singular point by

considering a new space Z ⊂ C4 × P1 defined by(
X U

V Y

)(
λ1

λ2

)
= 0; i.e.,

Xλ1 + Uλ2 = 0, V λ1 + Y λ2 = 0.(6.4)

Note that by sending (X,Y, U, V ;λ1, λ2) �→ (X,Y, U, V ) we have a map from
Z to the conifold.

Exercise 6.6.1. Show that this map is an isomorphism outside of the
origin.

The singular point at the origin 0 has been replaced by π−1(0) = P1 ∼=
S2. In this new space, therefore, we have an extra element in the homology
class H2, and since it is defined by algebraic equations, we in fact get new
classes in h2,2 and therefore h1,1 (by Poincaré duality) as well. If we vary
the size of the blow-up P1 and let it shrink to zero, we recover the conifold
singularity.

The space Z has another description. Let us cover Z by two sets, A =
{λ1 �= 0} and B = {λ2 �= 0}. On A let u = λ2/λ1. Then Eq. (6.4) implies
X = −Uu, so (u, U) are coordinates on A. On B we have v = λ1/λ2 and
U = −vX, so (v,X) are coordinates on B, and on the overlap U = −u−1X

tells us that these coordinates form O�1(−1). Including V and Y shows us
that Z is the total space of O(−1)⊕O(−1). This is perhaps the most basic
“local” (non-compact) Calabi–Yau threefold.

The process of varying a complex structure from a smooth Calabi–Yau
so that a conifold singularity appears, and then resolving that conifold so
that a new S2 appears is called a “conifold transition.”

6.6.2. Calabi–Yau Surface Singularities. Singularities within a Ca-
labi–Yau surface (two–fold) are classified by finite subgroups Γ of SU(2), and
have a local description as C2/Γ.

Example 6.6.3. Let Γ = Zn+1 be generated by

(
ξ 0
0 ξ−1

)
, ξ = e2πi/(n+1).

We can coordinatize C2/Γ by invariant polynomials u = Xn+1, v = Y n+1,

and t = XY. These obey the relation uv − tn+1 = 0, so these singularities
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can be described by the equations uv = tn+1 in C3. These are called the An

singularities.

The McKay correspondence says that there is a relationship,

finite subgroups of SU(2) ←→ simply laced (i.e., ADE) Lie algebras,

which is described as follows.5 Let Vi be the irreducible representations
of Γ ⊂ SU(2). Let R be the representation induced by the fundamental
representation of SU(2). Decompose

Vi ⊗ R ∼=
⊕

j

Cij · Vj .

Then the McKay correspondence states that Cij is the adjacency matrix of
the affine version of the associated Lie algebra. Further, the resolution of
C2/Γ has, in its middle homology, spheres intersecting in the pattern of the
Dynkin diagram of Γ, with one sphere for each vertex and an intersection
for each edge.

This correspondence has a physical interpretation in terms of “geometric
engineering,” to be discussed in Sec. 36.1.

Example 6.6.4. For Γ = ZN , the irreducible representation k is given
by ξk, where ξ = e2πi/N (clearly k ∼ k + N). Then R = 1 ⊕ −1 and
k ⊗ R = (k + 1) ⊕ (k− 1). So Cij = δ|i−j|,1, which is the adjacency matrix
of a cycle of N + 1 vertices. This is the Dynkin diagram of the affine Lie
algebra ÂN . Not all the spheres are linearly independent, and if we excise a
dependent one, we recover AN .

To “see” the spheres, consider an ordinary double point inside a surface:
x2 + y2 + w2 = ε (we tacitly assume that deformation and resolution are
equivalent for surfaces, as they both introduce two-spheres, and we work
with the former). Write this as x2 + y2 = ε − w2, and let us assume ε is
real and positive. The right-hand side has two solutions, at w± = ±

√
ε, at

which there is a single solution for x and y, i.e., x = y = 0. At a fixed real
value of w between w− and w+, there is a real x-y circle of solutions. The
family of circles forms a non-trivial two-cycle. For higher An singularities,
we can replace the right-hand side by a polynomial ε − Pn+1(w), which has

5The Dn singularities are defined by the polynomial u2+tv2+tn−1, E6 by u2+v3+t4,

E7 by u2 + v3 + vt3, and E8 by u2 + v3 + t5.
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n + 1 roots. A similar analysis yields the desired cycle of spheres between
roots.

6.6.3. Surfaces in a Calabi–Yau. If B is a surface in a Calabi–Yau
M , then we have the sequence

0 → TB → TM |B → NB/M → 0.

Now taking Λ3 tells us Λ2TB ⊗ NB/M → Λ3TM ∼= 1, by the Calabi–Yau
condition. Thus NB/M

∼= Λ2T ∗B, which is the canonical bundle of B. We
learn that NB/M

∼= KB, i.e., the local geometry of a surface inside a Calabi–
Yau is its canonical bundle, which is intrinsic to the surface.

Toric descriptions of the canonical bundles of some Fano surfaces can be
found in Ch. 7. These geometries are important for local mirror symmetry,
which is similar to the compact version of mirror symmetry developed in this
book. Though we do not describe the mathematics of local mirror symmetry
here, the same physical proof applies (see Sec. 20.5).



CHAPTER 7

Toric Geometry for String Theory

7.1. Introduction

We saw a brief introduction to toric varieties in Sec. 2.2.2. In this
chapter, we give a more thorough treatment.

Toric varieties have arisen in a wide range of contexts in mathematics
during recent decades, and more recently in physics. We do not attempt
completeness here, but instead focus on certain themes that recur in the
interaction of toric geometry with string theory, providing many examples.
Many topics that could have been covered here have been completely omit-
ted.

To anchor the subject matter, here is a formal definition of a toric variety.

Definition 7.1.1. A toric variety X is a complex algebraic variety con-
taining an algebraic torus T = (C∗)r as a dense open set, together with an
action of T on X whose restriction to T ⊂ X is just the usual multiplication
on T .

Example 7.1.2. Consider CPr with homogeneous coordinates expressed
as (x1, . . . , xr+1). The dense open subset

T = {x : xi �= 0, i = 1, . . . , r + 1} ⊂ CPr

is isomorphic to (C∗)r and acts on CPr by coordinatewise multiplication,
giving CPr the structure of a toric variety.

As the utility of toric varieties came to be appreciated, two standard
ways of characterizing them emerged. Normal toric varieties (meaning that
all singularities are normal) can all be described by a fan, and projective toric
varieties (with a specified ample line bundle) can all be described by lattice
points in a polytope. Toric varieties that are both normal and projective can
be described by either a fan or a polytope, which turn out to be related to
each other. Reinterpretation of certain data for a fan as data for a polytope

101
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leads to a geometric construction of mirror manifolds. We develop both of
these descriptions and their relationships.

We start by discussing fans of toric varieties. This description of toric
varieties is given in Sec. 7.2, emphasizing the use of homogeneous coordi-
nates. We explain how to construct toric varieties from fans and conversely.
The gauged linear sigma model (GLSM), which is closely related to toric
geometry, is studied in Sec. 7.3. In particular, in the absence of a super-
potential, the set of supersymmetric ground states of the GLSM is a toric
variety. Conversely, toric varieties can be described as the set of ground
states of an appropriate gauged linear sigma model. This link is explored
further in Sec. 7.4, where we explicitly identify the connection between in-
tersection numbers in toric geometry and charges in the GLSM. We also
develop the geometry of curves and divisors in that section. In Sec. 7.5 we
discuss orbifolds in toric geometry and see how they arise naturally in a
general context. Sec. 7.6 considers toric blow-ups, and Sec. 7.7 toric mor-
phisms. In Sec. 7.8 we take a look at the application of toric geometry to
N = 2 geometric engineering.

The final sections are devoted to polytopes and mirror symmetry. In
Sec. 7.9, we explain how to construct toric varieties from polytopes and
the converse. This section also relates the fan and polytope descriptions of
toric varieties. Sec. 7.10 is devoted to mirror symmetry. We will formu-
late Batyrev’s geometric construction of mirror symmetry for Calabi–Yau
hypersurfaces in toric varieties as an interchange of the fan and polytope
descriptions. Then we relate the toric language to the physical description
of mirror symmetry given in Ch. 20.

7.2. Fans

Let N be a lattice, and set N� = N ⊗ R. We will denote the rank of
N by r. At times, we will fix an isomorphism N � Zr, which induces an
isomorphism N� � Rr. At other times, there will be benefits to thinking of
N as an abstract lattice.

Definition 7.2.1. A strongly convex rational polyhedral cone σ ⊂ N�

is a set

σ = {a1v1 + a2v2 + · · · + akvk | ai ≥ 0}

generated by a finite set of vectors v1, . . . , vk in N such that σ∩ (−σ) = {0}.
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Without further comment, strongly convex rational polyhedral cones
will simply be referred to as cones in this chapter.

Definition 7.2.2. A collection Σ of strongly convex rational polyhedral
cones in N� is a called a fan if

(1) each face of a cone in Σ is also a cone in Σ, and
(2) the intersection of two cones in Σ is a face of each.

There will also be a need for the dual lattice M = Hom(T,C∗) �
Hom(N,Z) of characters of T . The natural pairing between M and N will
be written as 〈 , 〉 : M×N → Z. We will also need the accompanying vector
space M� = M ⊗ R.

7.2.1. Constructing Toric Varieties from Fans. There are two
standard ways to construct a toric variety XΣ from a fan Σ yielding the
same result. The original construction associates an affine toric variety
Xσ = Spec C[σ̌ ∩ M ] to each cone in σ ∈ Σ, then glues them together in a
natural way to obtain XΣ. We will not discuss the details of this construc-
tion here, but will recover another description of Xσ later in this chapter.

Instead, it is more convenient for applications to mirror symmetry to
construct toric varieties via homogeneous coordinates.

Let Σ be a fan in N� , and let Σ(1) be the set of edges (one-dimensional
cones) of Σ. For each ρ ∈ Σ(1), let vρ ∈ N be the unique generator of the
semigroup ρ ∩ N . This vρ is referred to as the primitive generator of ρ.
Identifying ρ with vρ, the set Σ(1) can be thought of as a subset of N .

For ease of exposition, we assume that the vρ span N� as a vector space
for the rest of this chapter.

Putting n = |Σ(1)|, the toric variety XΣ is constructed as a quotient of
an open subset in Cn as follows.

To each edge ρ ∈ Σ(1) is associated a coordinate xρ. It is sometimes
convenient to choose an ordering {v1, . . . , vn} of Σ(1). Then the coordinates
can be denoted by (x1, . . . , xn) if desired.

Let S denote any subset of Σ(1) that does not span a cone of Σ. Let
V (S) ⊂ Cn be the linear subspace defined by setting xρ = 0 for all ρ ∈ S.
Now let Z(Σ) ⊂ Cn be the union of all of the V (S). The toric variety will
be constructed as a quotient of Cn − Z(Σ) by a group G.
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To define G, consider the map φ : Hom(Σ(1),C∗) → Hom(M,C∗) de-
fined by sending a map (of sets) f : Σ(1) → C∗ to the map (of groups)
m �→

∏
v∈Σ(1) f(v)〈m,v〉.

In coordinates, φ is very easy to write down. If vj has coordinates
(vj1, . . . , vjr) relative to a convenient basis for M , then φ can be expressed
as the map

(7.1) φ : (C∗)n → (C∗)r, (t1, . . . , tn) �→ (
n∏

j=1

t
vj1

j , . . . ,
n∏

j=1

t
vjr

j ).

The group G is defined as the kernel of φ:

(7.2) G = Ker
(

Hom(Σ(1),C∗)
φ−→ Hom(M,C∗)

)
.

Since G ⊂ Hom(Σ(1),C∗), we have g(vρ) ∈ C∗ for each g ∈ G and ρ ∈ Σ(1).
This gives an action of G on Cn by

g · (x1, . . . , xn) = (g(v1)x1, . . . , g(vn)xn).

It is easy to see that G preserves Cn − Z(Σ). Then set

(7.3) XΣ = (Cn − Z(Σ)) /G.

XΣ contains the dense open torus T = (C∗)n/G, which acts on XΣ by
coordinatewise multiplication. It is easy to see that this torus has rank
r, so that XΣ is an r-dimensional toric variety. In fact, there are natural
identifications

T � N ⊗ C∗ � Hom(M,C∗).

With this identification, Eq. (7.2) can be expressed as T = (C∗)n/G, and
the identification of T ↪→ XΣ is obvious from comparison with Eq. (7.3).

It is not hard to see that XΣ is compact if and only if the union of the
cones σ ∈ Σ is equal to all of N� . This point will be amplified in Sec. 7.2.2.

One of the nice features of toric varieties is that it is easy to describe
T -invariant subvarieties. Let σ ∈ Σ be a cone generated by edges ρ1, . . . , ρk.
To this cone is associated the codimension k subvariety

Zσ = {x ∈ XΣ | xρ1 = · · · = xρk
= 0},
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where the xi are the homogeneous coordinates of x. Clearly Zσ is T -
invariant, and the assignment σ �→ Zσ clearly reverses the order of inclu-
sions. It is not hard to see that these are all of the non-empty T -invariant
subvarieties of XΣ. Thus,
Classification of T -invariant subvarieties. The assignment σ �→ Zσ

gives an order reversing correspondence (cones in fan)←→(non-empty T -
invariant subvarieties).

Note that, in particular, the edges of Σ are in one-to-one correspondence
with the set of T -invariant divisors in XΣ. In general, if σ is a k-dimensional
cone, then Zσ is an (r − k)-dimensional subvariety of XΣ.

Note also that if a set of edges {ρ1, . . . , ρl} does not span a cone in Σ,
then the solution to the equations xρ1 = · · · = xρl

= 0, viewed as equations
in Cn, are contained in Z(Σ). These equations define the empty set in XΣ.

Each Zσ is in fact a toric variety. To construct its fan, simply replace
N with the quotient N ′ of N by the sublattice spanned by σ ∩ N . Then
project each cone in Σ, which contains σ as a face to N ′, to get a new fan
in N ′.

We now give some examples, some of which were briefly introduced in
Sec. 2.2.2. The first two examples are two-dimensional. Note that for a
compact two-dimensional toric variety, Σ is completely determined by its
edges Σ(1).

(0,1)

(1,0)

(-1,-1)

Figure 1. The fan for CP2

Example 7.2.3. We consider CP2 as a toric variety described by the
fan Σ spanned by the three edges {(−1,−1), (1, 0), (0, 1)} as shown in Fig. 1.
We will fix this ordering of the edges throughout. This fan will be derived in
Sec. 7.2.2, but for now we accept this as given.

There are seven cones in Σ: the trivial cone {0} of dimension 0, the three
one-dimensional cones spanned by each of {(−1,−1)} {(1, 0)}, and {(0, 1)},
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and the three two-dimensional cones spanned by the sets

{(1, 0), (0, 1)}, {(−1,−1), (0, 1)}, {(−1,−1), (1, 0)}.

Thus the only set of edges that does not span a cone in Σ is S = Σ(1) =
{(1, 0), (0, 1), (−1,−1)}. Hence Z(Σ) = Z(S) = {(0, 0, 0)} ⊂ C3.

The group G is defined as the kernel of

φ : (C∗)3 → (C∗)2, (t1, t2, t3) �→ (t−1
1 t2, t

−1
1 t3).

Thus G is the diagonal group {(t, t, t) | t ∈ C∗} � C∗. We immediately
recover the usual definition of CP2 as (C3 − {(0, 0, 0)})/C∗, where the C∗

acts diagonally on C3.
The torus T defined in Sec. 7.1 is recovered in this context as (C∗)3/C∗,

where C∗ is embedded diagonally in (C∗)3.
The only non-empty T -invariant subvarieties are CP2 itself, the coor-

dinate lines, and their pairwise intersections. This can also be seen from
toric geometry. We summarize the calculations in Eq. (7.4), where cones
are described in terms of generators.

(7.4)

σ Zσ

{0} CP2

{(−1,−1)} x1 = 0
{(1, 0)} x2 = 0
{(0, 1)} x3 = 0

{(1, 0), (0, 1)} {(1, 0, 0)}
{(−1,−1), (0, 1)} {(0, 1, 0)}
{(−1,−1), (1, 0)} {(0, 0, 1)}

The reader can easily check that this correspondence reverses the order
of inclusion.

Example 7.2.4. We consider the compact toric variety associated with
the fan Σ with edges Σ(1) = {(1, 0), (−1,−n), (0, 1), (0,−1)}, shown in
Fig. 2. This is the Hirzebruch surface Fn.

In this example, {v1, v2} and {v3, v4} do not span a cone in Σ, and any
set of edges that does not span a cone in Σ must contain at least one of these
sets. From this, it follows that Z(Σ) = {x1 = x2 = 0}∪ {x3 = x4 = 0}. The
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(0,1)

(1,0)

(0,-1)

(-1,-n)

Figure 2. The fan for Fn

group G is the kernel of the map φ : (C∗)4 → (C∗)2 defined by

φ(t1, t2, t3, t4) = (t1t−1
2 , t−n

2 t3t
−1
4 ).

Thus G can be identified with (C∗)2 via the embedding

(λ1, λ2) �→ (λ1, λ1, λ
n
1λ2, λ2).

There are four T -invariant divisors D1, . . . , D4 corresponding to the four
edges. Since {v1, v2} does not span a cone in Σ, it follows that D1 and D2 are
disjoint. Similarly, D3 and D4 are disjoint. All other pairs of these divisors
meet in a point, since the corresponding edges span a two-dimensional cone
of Σ.

It is easy to see from the above description that Fn is a CP1 bundle over
CP1. Simply define Fn → CP1 by (t1, t2, t3, t4) �→ (t1, t2). A glance at the
action of G shows that this mapping is well defined, and the fibers of φ are
immediately seen to be isomorphic to CP1 as well. The fibers over (1, 0) and
(0, 1) are respectively D1 and D2.

If n = 0, there is a well-defined projection onto the CP1 with coordinates
(t3, t4), and it follows quickly that F0 is simply CP1 ×CP1. The divisors D3

and D4 are fibers of the second projection in this case.

In Sec. 7.4 we will calculate D2
4 = −n to see that the different Fn have

different geometries. In Sec. 7.7 we will see how to recognize the map Fn →
CP1 directly from the fan. The more general toric construction of projective
bundles is very useful in string theory, for example, in constructing F-theory
compactifications.

Example 7.2.5. Consider the total space of the bundle O(−3) on CP2.
We have already seen that CP2 contains the torus (C∗)2. Restricting O(−3)



108 7. TORIC GEOMETRY FOR STRING THEORY

over this (C∗)2 subset, then removing the zero section, we get a torus T =
(C∗)3. It is easy to define an action of T on O(−3), hence O(−3) is a
three-dimensional toric variety.

Let us construct O(−3) from a fan Σ in R3. We put

Σ(1) = {(1, 0, 1), (0, 1, 1), (−1,−1, 1), (0, 0, 1)}.

The convex hull of Σ(1) is a triangle in the plane z = 1 with vertices
{v1, v2, v3}; v4 lies in the interior of this triangle, subdividing it into three
smaller triangles. The three-dimensional cones in Σ are the cones over these
triangles. The remaining cones in Σ consist of the faces of these cones. Note
that these cones do not span R3, which is consistent with the fact that O(−3)
is not compact. (Non-compact toric varieties similar to this one are useful
in geometric engineering, which is discussed in Sec. 7.8.)

We compute that Z(Σ) = {(x1 = x2 = x3 = 0}. Also, G is the kernel of

φ : (C∗)4 → (C∗)3, (t1, t2, t3, t4) �→ (t1t−1
3 , t2t

−1
3 , t1t2t3t4),

so that

(7.5) G = {(t, t, t, t−3)},

which is isomorphic to C∗.
There are four T -invariant divisors D1, . . . , D4. Since {v1, v2, v3} do not

span a cone in Σ, the divisors D1, D2, D3 have an empty intersection. All
other triples of divisors meet in a point, since the corresponding edges span a
three-dimensional cone. The toric description of the Di (see the discussion
preceding Example 7.2.3) shows immediately that D4 is compact, while the
other Di are non-compact.

Projection to the first three factors gives a map XΣ → CP2 whose fibers
are isomorphic to C, so XΣ is a line bundle over CP2, as claimed. The
divisor D4 is identified with the zero section of the bundle, and the divi-
sors D1, D2, D3 are the restrictions of these bundles over the corresponding
coordinate lines x1 = 0, x2 = 0, x3 = 0.

In Sec. 7.4, we will be able to identify that the bundle is indeed O(−3).

At this point, we make contact with the construction XΣ = ∪σ∈ΣXσ.
Let σ ∈ Σ be an r-dimensional cone. In our context, we can define Xσ ⊂ XΣ

as the subset obtained by setting xρ = 1 for all ρ ∈ Σ(1) that are not edges
of σ. It can be seen that this agrees with the usual definition.
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Now let Σσ ⊂ Σ be the fan consisting of σ and all of its faces. Then it
is straightforward to check that XΣσ � Xσ. This is a useful way to do local
calculations.

We close this section by giving a useful criterion for smoothness.
Smoothness Criterion. A toric variety XΣ is smooth if and only if each
cone σ ∈ Σ is generated by a Z-basis for the intersection of the linear span
of σ with N .

Proof. Consider a top-dimensional cone σ ∈ Σ, and form XΣσ with the
above property. Then the group G for XΣσ is trivial, and XΣσ � Xσ � Cr.
So XΣ is locally smooth, hence smooth.

The converse is readily explained using Xσ = Spec C[σ̌∩M ] to explicitly
identify generators of the maximal ideal of Xσ at its origin with generators
of the dual cone σ̌. Details are left to the reader. �

It is easy to check that all the fans given above satisfy this criterion,
hence all the toric varieties are smooth.

7.2.2. Constructing Fans from Toric Varieties. In Sec. 7.2.1 we
saw how much information can be read off from the fan. In this section, we
explain how to construct the fan from a given normal toric variety.

The key idea is a slight modification of the description of the order-
reversing correspondence given in Sec. 7.2.1. The new element is a descrip-
tion of the T -invariant subvarieties as closures of T -orbits.

Let us start with a toric variety X containing the torus T � (C∗)r. We
consider the lattice N = Hom(C∗, T ) ∼= Zr and construct a fan N� .

Elements of N are homomorphisms ψ : C∗ → T , which are called one-
parameter subgroups. If we identify T with (C∗)r, we fix the identification

Zr � N, (a1, . . . , ar) �→ (t �→ (ta1 , . . . , tar)) .

Now let ψ be a one-parameter subgroup, and consider the induced map
f : C∗ → X defined as f(t) = ψ(t) · 1, where 1 denotes the identity element
of T . The image of f is entirely contained in T . Suppose that limt→0 f(t)
exists in X. Then the orbit closure Zψ = T · limt→0 f(t) is a non-empty
T -invariant subvariety of X. From Sec. 7.2.1, we expect that there is a
corresponding cone hiding somewhere in this description.

The extraction of the cone is simple. Consider the set of all ψ for which
Zψ exists. On this set, we define the equivalence relation ψ � ψ′ if Zψ = Zψ′ .
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Fixing an equivalence class, we take the closure of the convex hull in N�

of all one-parameter subgroups in the fixed equivalence class. This gives a
cone. The collection of all cones obtained in this manner forms a fan Σ, and
X � XΣ. We illustrate this below when we revisit Examples 7.1.2 and 7.2.3.

Here is a clarifying consequence of this construction. Suppose that
ψ ∈ N is contained in some cone of a fan Σ. Then there is precisely one
cone σ ∈ Σ such that ψ is contained in the relative interior of σ. For this σ,
we have Zψ = Zσ.

Note how this explains the compactness criterion for toric varieties as
follows. Suppose that the union of the cones in Σ is a proper subset of N� ,
and let ψ be a one-parameter subgroup not contained in this set. Then ψ(t)
does not have a limit in XΣ as t → 0, so XΣ cannot be compact.

We illustrate by continuing with Examples 7.1.2 and 7.2.3.

Examples 7.1.2 and 7.2.3 revisited.We will start from scratch with the
description given in Example 7.1.2 of CP2 as a toric variety. We can use
the rescaling of coordinates in CP2 to set the first coordinate of an element
of T to 1. This identifies

T = {(1, t1, t2) | ti ∈ C∗} � (C∗)2.

We will use this isomorphism T � (C∗)2 and the above construction of the
fan to derive the fan for CP2 given in Example 7.2.3.

With this identification, the torus action is given by (t1, t2)·(x1, x2, x3) =
(x1, t1x2, t2x3) for (t1, t2) ∈ T = (C∗)2 and (x1, x2, x3) ∈ CP2.

The 1-parameter subgroups of T are indexed as above by (a, b)∈Z2, which
represents the one-parameter subgroup ψa,b(t)=(ta, tb) ∈ N =Hom(C∗, T ).

Using the embedding of T in CP2, we can study limt→0 ψ(t) ∈ CP2.
There are seven possibilities for these limit points and their orbit closures.

(7.6)

limt→0 ψ(t) closure of orbit of limt→0 ψ(t)
a > 0, b > 0 (1, 0, 0) {(1, 0, 0)}
a < 0, b > a (0, 1, 0) {(0, 1, 0)}
b < 0, b < a (0, 0, 1) {(0, 0, 1)}
a = b < 0 (0, 1, 1) {x1 = 0}

a > 0, b = 0 (1, 0, 1) {x2 = 0}
a = 0, b > 0 (1, 1, 0) {x3 = 0}
a = b = 0 (1, 1, 1) CP2
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A pictorial description is given in Fig. 3, with limit points indicated.
The closures of the regions defined in the first column of Eq. (7.6) define
the seven cones in the fan for CP2 given in Fig. 1. Note that we have
also recovered the correspondence between cones and non-empty T -invariant
subvarieties given in Eq. (7.4).

(a,b)

a

b

(0,1,0)

(1,1,0) (1,0,0)

(1,0,1)

(1,1,1)

(0,1,1)
(0,0,1)

x1 = 0

x2 = 0

x3 = 0

Figure 3. One-parameter subgroups and limit points for CP2

We close this section by giving an example explaining the need to restrict
to normal toric varieties.

Example 7.2.6. Let X ⊂ CP2 be the plane curve defined by the equation
x1x

2
2 = x3

3. This has a non-normal singularity at (1, 0, 0), but it is a toric
variety: The torus T = C∗ is embedded in X via t �→ (1, t3, t2). If we
attempt to apply the above construction of a fan, we get the one-dimensional
fan with two edges generated by {1} and by {−1}. But this is the fan for
CP1, not X. The intrinsic reason for the occurrence of CP1 is that CP1 is
the normalization of X via the map (x1, x2) �→ (x3

1, x
3
2, x1x

2
2).

7.3. GLSM

The gauged linear sigma model (GLSM) is a two-dimensional gauge the-
ory. We will explore gauge theories in more detail in Sec. 15.2. For present
purposes, we restrict our attention to theories without a superpotential.
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We consider a two-dimensional U(1)s gauge theory with vector super-
fields V1, . . . , Vs, and n chiral superfields Φ1, . . . ,Φn. The charge of Φi under
the ath U(1) will be denoted by Qi,a, and the scalar component of Φi will
be denoted by φi. The Lagrangian has the form

(7.7) L = Lkin + Lgauge + LD,θ,

where the three terms are respectively the kinetic energy of the chiral su-
perfields, the kinetic energy of the gauge fields, and a Fayet–Iliopoulos (FI)
term and theta angle. Rather than describe these terms, we content our-
selves with writing down the potential energy deduced from Eq. (7.7):

(7.8) U(φi) =
s∑

a=1

e2
a

2

(
n∑

i=1

Qi,a|φi|2 − ra

)2

.

Here, the ea are the gauge couplings and the ri are real parameters (“FI
parameters”).

To find the supersymmetric ground states of this theory, we set the
gauge fields to zero and find the zeros of the potential energy. This gives
the system of equations

(7.9)
n∑

i=1

Qi,a|φi|2 = ra, a = 1, . . . , s.

The supersymmetric ground states are parametrized by the solutions of Eq.
(7.9) modulo gauge equivalence.
Main Point. For general charge assignments and appropriate choice of
FI parameters, the space of supersymmetric ground states is an (n − s)-
dimensional normal toric variety whose fan has n edges.

We defer the geometric characterization of the fan to Sec. 7.4, where we
will identify the charges Qi,a with certain intersection numbers.

We prepare to construct a fan Σ. First define the subgroup G = (C∗)s ⊂
(C∗)n by the embedding

(7.10) (t1, . . . , ts) �→
(

s∏
a=1

t
Q1,a
a , . . . ,

s∏
a=1

t
Qn,a
a

)
.

The torus is given by T = (C∗)n/G.
It is easy to see (essentially linear algebra) that we can choose a collection

S = (v1, . . . , vn) of elements of N such that replacing Σ(1) by S in the
definition Eq. (7.2) of G as a subgroup of (C∗)n yields Eq. (7.10). Note
that the vi have not been assumed distinct, although they will be distinct
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for most charge assignments. For ease of exposition, we assume that the
vi are distinct, and we let Σ(1) be the set consisting of all elements of the
collection S.

We now describe a fan Σ, assuming that the FI parameters have been
appropriately chosen. For now, we take “appropriately chosen” to mean
that there are sufficiently many solutions to Eq. (7.9), so that the set of
solutions of Eq. (7.9) with all φi �= 0 modulo gauge equivalence projects
surjectively onto T = (C∗)n/G. We will explain this condition geometrically
in Sec. 7.4.

We consider all subsets P = {vi1 , . . . , vik} ⊂ S such that there are no
solutions of Eq. (7.9) with φi1 = · · · = φik = 0. If there are any such P

consisting of a single element v, let Σ(1) ⊂ S be the set obtained from S by
removing all of these v. Then it can be shown that there is a unique fan Σ
with edges equal to Σ(1) with the following property: The subsets of Σ(1)
that do not span a cone of Σ are precisely those subsets P considered above
that are subsets of Σ(1).

We assert that for this Σ, the toric variety XΣ is precisely the space
of supersymmetric ground states. We do not explain the details here, but
remark that the assertion is essentially a reformulation of the construction
of toric varieties by symplectic reduction.

Note that the fan can depend on the choice of FI parameters. In such
a case, the toric varieties can be related by birational transformations such
as blow-ups or flops.

There may also be values of the FI parameters for which the space of
supersymmetric ground states is not a toric variety. It can even be empty,
as in the case of a U(1) gauge theory with charges (1, 1). In that case, Eq.
(7.9) reads

|φ1|2 + |φ2|2 = r,

which clearly has no solutions if r < 0.
The dependence of the theory on the FI parameters can be understood

in terms of the GKZ decomposition.
Note that for general toric varieties, the group G need not be (C∗)s, as it

may contain finite groups as factors. We would need an orbifold to produce
such toric varieties as a space of supersymmetric ground states. We will
return to this point in Sec. 7.5.
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Example 7.3.1. We consider a U(1) gauge theory with four chiral su-
perfields with respective charges (1, 1, 1,−3). We have already found a fan
that produces the required group G: the fan in Example 7.2.5, yielding the
group G given in Eq. (7.5).

We have in this case a single FI parameter r. Then Eq. (7.9) in this
case becomes the single equation

|φ2
1| + |φ2

2| + |φ3|2 − 3|φ4|2 = r.

If r > 0, then we cannot have φ1 = φ2 = φ3 = 0. This determines the
fan Σ to be the fan of Example 7.2.5 (see especially the determination of
Z(Σ)). So the space of supersymmetric ground states is the total space of
the bundle O(−3) on CP2.

If r < 0, then we cannot have φ4 = 0. Here we do not get a fan with
four edges; instead we remove the fourth edge generated by (0, 0, 1) and get
a cone over a triangle. As we will see in Example 7.6.3, this is a Z3 orbifold
of C3, and the bundle O(−3) is obtained by blowing up this singularity.

7.4. Intersection Numbers and Charges

We begin this section by explaining how the charges in the GLSM are
related to the toric variety of supersymmetric ground states. Later in this
section we will relate the charges to intersection numbers in the toric variety.
For ease of exposition, we assume that the toric variety is smooth.

Suppose we start with a GLSM with gauge group U(1)s and n chiral
superfields Φ1, . . . ,Φn. We use the construction of Sec. 7.3 to obtain a set
Σ(1) = {v1, . . . , vn} of edges, where for ease of exposition we have assumed
that Σ(1) = S in the terminology of Sec. 7.3. By construction, the Qi,a are
the relations among the vi, i.e.,

n∑
i=1

Qi,avi = 0, a = 1, . . . , s.

Conversely, if we start with the set Σ(1), we can form the rank s lattice
Λ of all Z-linear relations among the {vi}. A basis for Λ is a collection of
relations

n∑
i=1

Q′
i,avi = 0, a = 1, . . . , s.

It is clear from linear algebra that the Q′
i,a are precisely the charges of

the original superfields Φi, with the understanding that the gauge group G
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may need to be written as a product of s copies of U(1) in a different way,
depending on the choice of basis for Λ.

Example 7.4.1. We look at CP2 again with the fan given in Fig. 1.
The generators of the edges satisfy the linear relation

1(1, 0) + 1(0, 1) + 1(−1,−1) = 0,

which generates the lattice of relations in this case. It is easy to see that
CP2 arises as the space of supersymmetric ground states of a U(1) GLSM
with three chiral superfields with charge vector (1, 1, 1).

Here and in what follows, it is convenient to organize the data in two
matrices P |Q:  1 0

0 1
−1 −1

∣∣∣∣∣∣∣
1
1
1


In general, row vectors of P are generators of the edges, and column vec-

tors of Q are generators of the lattice Λ of relations. Each row corresponds
to a field in the GLSM, and each column in Q corresponds to a U(1) charge.

Example 7.4.2. We next turn to Fn given by the fan in Fig. 2. The
lattice of relations is given by the matrices

P |Q =


1 0

−1 −n

0 1
0 −1

∣∣∣∣∣∣∣∣∣∣
0 1
0 1
1 0
1 −n


This toric variety is therefore the space of supersymmetric ground states

of a U(1)2 gauge theory with four chiral superfields, having respective charges
(0, 1), (0, 1), (1, 0), and (1,−n), as can be checked directly.

We now describe the relationship between charges and intersection num-
bers. Let XΣ be a toric variety. For each ρ ∈ Σ(1), we let Dρ be the T -
invariant divisor Zρ (we have changed the symbol Z to D to emphasize that
these are divisors). Note that

ZΣ(1) � ⊕ρ∈Σ(1)Z · Dρ.

Each character m ∈ M may be viewed as a holomorphic function on
T . Its extension to XΣ need not be holomorphic but is certainly at least a
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rational function. The zeros and poles of this rational function define the
principal divisor

(m) =
∑

ρ∈Σ(1)

〈m, vρ〉Dρ

which is naturally viewed as an element of ZΣ(1). We thus have a map
M → ZΣ(1), which is an inclusion if the one-dimensional cones span N� .
This inclusion map is given by a matrix P whose row vectors are the vρ

with ρ ∈ Σ(1). The examples in Sec. 7.4 give examples of such matrices P .
Here is the main result we need about divisors and divisor classes:

Theorem 7.4.3. ΣaρDρ and Σa′ρDρ are linearly equivalent
⇔ They are homologically equivalent
⇔ They define the same line bundle
⇔ They differ by (m) for some m ∈ M

Proof(sketch). If ΣaρDρ and Σa′ρDρ differ by (m), then they are
linearly equivalent by definition. Linear equivalence of divisors D and D′ is
the same condition as O(D) � O(D′) for any variety. Since the homology
class [D] of a divisor is the topological first Chern class c1(O(D)), it follows
that linearly equivalent divisors are homologically equivalent. Proofs of the
other equivalences will be omitted. �

Part of the assertion of Theorem 7.4.3 can be strengthened: It is a fact
that any divisor is linearly equivalent to a T -invariant divisor. We therefore
have an exact sequence

(7.11) 0 → M → ZΣ(1) → Ar−1(XΣ) → 0,

where Ar−1(XΣ) is the Chow group of all divisors modulo linear equivalence.
We see that Ar−1(XΣ) is a finitely generated abelian group of the form
Zs ⊕ H, where s = n − r and H is a finite sum (possibly empty) of finite
groups Znj . In particular, Ar−1(XΣ)/torsion � Zs.

The Chow group Ak(XΣ) of k-dimensional cycles modulo rational equiv-
alence is also easy to describe from the toric data for any k, but we do not
need this here.

Let us now apply Hom(−,C∗) to the exact sequence Eq. (7.11). We get
an exact sequence

(7.12) 0 → Hom(Ar−1(XΣ),C∗) → Hom(ZΣ(1),C∗) → Hom(M,C∗) → 0.
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Note that the surjection in Eq. (7.12) is naturally identified with the
map φ from Eq. (7.1). Comparing Eq. (7.12) with the definition Eq. (7.2)
of G, we see that G � Hom(Ar−1(XΣ),C∗).

Recall from Sec. 7.3 that for toric varieties arising from the GLSM, we
will get G � (C∗)s. This will require that Ar−1(X) has no torsion, H = 0. If
H is nonzero, G acquires a finite abelian factor. For the rest of this section,
we will assume that H = 0 and consequently G � (C∗)s. The general
situation can be dealt with as an orbifold of the special case considered
here. Orbifolds will be considered in Sec. 7.5.

The key observation is that the exponents of the inclusion

(7.13) G ↪→ Hom(ZΣ(1),C∗) � (C∗)Σ(1)

are given by the matrix Q whose column vectors are generators of the lattice
Λ of relations. More precisely, identifying G with (C∗)s, Eq. (7.13) is given
by the embedding Eq. (7.10). As discussed earlier in this section, Q can be
identified with the charge matrix of the corresponding GLSM.

An element (Q′
1,a, . . . , Q

′
n,a) ∈ Λ can be viewed as a linear functional on

ZΣ(1) which takes the basis element φi to Q′
i,a. This functional annihilates

the image of M in ZΣ(1). By Eq. (7.11), it can therefore be viewed as an
element in Hom(Ar−1(X),Z), which is isomorphic to H2(X,Z).

This gives a practical guide to computations. The columns of Q corre-
spond to a basis for Λ, i.e., to a basis for H2(X,Z). The rows of Q correspond
to the T -invariant divisors D1, . . . , Dn. Since we are free to choose a conve-
nient basis for Λ, we usually choose a basis of homology classes of irreducible
curves C1, . . . , Cs. Unwinding the definitions, we conclude that

(7.14) Qi,a = Di · Ca.

For applications to mirror symmetry, it is best to choose the Ca to form
a generating set for the Mori cone of classes of effective curves when this is
possible. There is a systematic way to find generators.

Theorem 7.4.4. The Mori cone (the cone of effective one-cycles) is
spanned by curves corresponding to (r − 1)-dimensional cones.

Proof. See [219, Prop. 1.6]. �

A convenient interpretation of the intersection numbers in Eq. (7.14)
is to use intersections with the Cj to put coordinates on the Chow group



118 7. TORIC GEOMETRY FOR STRING THEORY

Ar−1(XΣ). Then the intersection numbers in the ith row of Q are coordinates
of the divisor Di in the Chow group.

We now relate this discussion to the GLSM, as promised earlier. Suppose
we start with a charge matrix Q and choose a set of edges S = {v1, . . . , vn}
as in Sec. 7.3. Note that An−1(XΣ) only depends on S, not on the actual fan
Σ with Σ(1) ⊂ S, so we will denote this common Chow group by An−1(S).

It is straightforward to see that the FI parameters naturally live in the
Chow group An−1(S): The assignment of an FI parameter to a charge vector
is naturally an element of Λ∗, and we have already seen that Λ is dual to
An−1(XΣ).

The divisor classes of the T -invariant divisors Di span a cone
A+

n−1(S) ⊗ R ⊂ An−1(S) ⊗ R. If the FI parameters are chosen to lie in
the interior of A+

n−1(S)⊗R using the identification described in the preced-
ing paragraph, then the space of supersymmetric ground states forms a toric
variety. This is the precise version of what we meant in Sec. 7.3 when we
said that the FI parameters need to be “appropriately chosen.” The GKZ
decomposition alluded to earlier is a decomposition of A+

n−1(S) ⊗ R into
subcones. We get different toric varieties of supersymmetric ground states
when the FI parameters are picked in the interiors of different cones in the
GKZ decomposition.

If, in addition, the FI parameters are chosen to lie in the Kähler cone of
XΣ, then the toric variety of supersymmetric ground states is precisely XΣ.
If we choose a basis for Λ that generates the Mori cone, then the condition
that the FI parameters lie in the Kähler cone is simply the condition that
all ri are positive.

We now return to our examples.

Example 7.4.1, revisited.We rewrite the matrices P |Q as ρ1 1 0
ρ2 0 1
ρ3 −1 −1

∣∣∣∣∣∣∣
1
1
1


labeling the rows by the three edges ρi.

We see that A1(CP2) � Z and that the three coordinate lines associated
to edges ρ1, ρ2, ρ3 are in the same class in A1(CP2), the class of a line in
CP2. The column of Q corresponds to the class L of a line as well; the fact
that each entry of Q is 1 follows from the equality Di · L = 1, i = 1, 2, 3.
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Example 7.4.2, revisited.We return to Fn. As we have seen in Exam-
ple 7.2.4, the divisors D1 and D2 are fibers of Fn viewed as a CP1 bundle
over CP1. We denote their common cohomology class by f . We let D3 and
D4 have cohomology classes H and E respectively, as in Fig. 4. The con-
figuration of the four divisors is also shown in Fig. 4. The divisors are also
curves since Fn is two-dimensional.

From the choice of coordinates, we see that H = E +nf . Thus the Mori
cone is generated by f and E. We use these for the columns of Q. The
intersection numbers in the first column are immediate from the geometry
shown in Fig. 4: Clearly f2 =0, while f·H =D1·D3 =1 and f·E=D1·D4 =1.
For the second column, all intersection numbers with E are clear, except E2

but this can be calculated since E · E = E · (H − nf) = 0 − n = −n.

H

 E

  f f

  

f

 

 f     E

curves

divisors
f

H

E

 1      0     0     1 

 -1

 0    -1      1   -n 

 0     1      1     0

       -n      0     1 

Figure 4. Divisors and intersections on Fn

If n > 0, the existence of a curve E with self-intersection number −n

shows that Fn �= CP1 × CP1.
In particular, if n = 1, then E2 = −1, so that E is an exceptional

divisor and can be blown down to a point on a smooth surface. Using toric
geometry we will see in Sec. 7.6 that F1 is CP2 blown up at a point. As a
sneak preview, note that the fan for F1 can be obtained from the fan for CP2

by inserting the edge corresponding to E and then subdividing the fan. More
generally, we will see that subdividing a fan corresponds to blowing up.
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f

(-1,-1)

 f

 H

E

F1 = C̃P2
CP2

Example 7.4.5. The same considerations hold even if XΣ is not com-
pact. We again take up the bundle O(−3) over CP2 from Example 7.2.5.
For the matrices P |Q, we get


−1 −1 1

1 0 1
0 1 1
0 0 1

∣∣∣∣∣∣∣∣∣∣
1
1
1

−3


← x1 = 0
← x2 = 0
← x3 = 0
← zero section

↑
C

Note that the charges (1, 1, 1,−3) coincide with those of the GLSM con-
sidered in Example 7.3.1, as they must. Here the curve C associated with
the column of Q is the zero section over a line in CP2. It clearly intersects
each of the first three divisors at one point.

Recall from Example 7.2.5 that XΣ is a line bundle over CP2. We now
show conclusively that this bundle is O(−3), as claimed. Note that since C

is contained in the zero section D4, the intersection C · D4 is given by the
degree of the normal bundle of D4, restricted to C. Since C · D4 = −3, we
conclude that the bundle is indeed O(−3), as claimed.

Finally, we note that for each of the examples in this section we have cho-
sen our basis of Λ to correspond to generators of the Mori cone. Therefore,
each of these toric varieties arises as the space of supersymmetric ground
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states of the GLSM with indicated charge vectors if we choose positive FI
parameters.

7.5. Orbifolds

In this section we show how to analyze orbifolds.

Definition 7.5.1. A rational polyhedral cone is simplicial if it can be
generated by a set of vectors v1, . . . , vk, which form a basis for the vector
space that they span. A fan Σ is simplicial if each cone in Σ is simplicial.

We can now state the extension of the smoothness criterion to a criterion
for orbifolds.

Orbifold criterion. A toric variety is an orbifold if and only if its fan is
simplicial.

Proof. Consider an r-dimensional cone σ ∈ Σ generated by v1, . . . , vr.
Then we compute that G for XΣσ is a finite group, so that Xσ � Cr/G is
an orbifold. Hence XΣ is an orbifold.

The converse is non-trivial, but follows from the following statement in
the literature: If X is a rationally smooth algebraic variety of dimension r

admitting an action of a torus T with an isolated fixed point x and only
finitely many T -invariant (closed irreducible) curves, then the number of
such curves containing x equals r. If XΣ is a toric orbifold and σ ∈ Σ is an
r-dimensional cone, then the point x = Zσ satisfies the stated hypothesis.
Identifying the T -invariant curves containing x with the codimension 1 faces
of σ, we conclude that σ has r codimension 1 faces, hence is simplicial. �

Remark 7.5.2. Intrinsically, G is the quotient of N by the sublattice
generated by the vi.

We now consider certain global orbifolds. Suppose we have a simplicial
fan, and in addition suppose that there is a sublattice N ′ ⊂ N such that all
top-dimensional cones in Σ are generated by a Z basis for N ′.

Since N ′
R = N� , we can view Σ as a fan in N ′

� , obtaining an auxiliary
toric variety XΣ,N ′ which is smooth. Note, however, that the torus has
changed: We must take T ′ = N ′ ⊗ C∗. The natural map T ′ → T = N ⊗ C∗

induced by the inclusion of N ′ in N is easily seen to be a finite quotient
mapping (this is clear in coordinates). It is therefore not surprising that
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the original toric variety XΣ = XΣ,N defined using the lattice N is a global
orbifold of the smooth XΣ,N ′ by the finite group N/N ′.

We give an example, which also illustrates how to describe certain orb-
ifolds by toric geometry.

Example 7.5.3. We consider a particular Z3 orbifold of CP2 (chosen
because it will be used to construct the mirror of plane cubic curves in
Sec. 7.10).

Recall that the embedding of T = (C∗)2 in CP2 is given by (t1, t2) ∈
(C∗)2 �→ (1, t1, t2) ∈ CP2. Consider the Z3 subgroup of (C∗)2 generated
by (ω, ω2), where ω = e2πi/3. This generator extends to act on CP2 as
coordinatewise multiplication by (1, ω, ω2).

To construct a fan for CP2/Z3, the quotient of CP2 by this subgroup,
we must first understand the torus T ′ = T/Z3 (note that T and T ′ are in-
terchanged when comparing to the above general discussion). Observe that
t �→ (1, t1/3, t2/3) is a well-defined one-parameter subgroup of T ′ which can-
not be lifted to T , so that the lattice N ′ of one-parameter subgroups of T ′

is strictly larger than N . It is easy to see that N ′ = N + Z(1/3, 2/3). We
simply take the same fan Σ, drawn relative to the lattice N ′ rather than N .
These two fans are pictured in Fig. 5. The toric variety XΣ,N ′ is the orbifold
CP2/Z3.

NN ′

Figure 5. The fans for CP2/Z3 and CP2

The generators of the one-dimensional cones are (−1,−1), (1, 0), (0, 1).
If we change to coordinates in N ′

� = N� adapted to the choice of gener-
ators {(2/3, 1/3) , (1/3, 2/3)} of N ′, then the generators of the edges have
coordinates (2,−1), (−1, 2), (−1,−1).
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To see the orbifold from this vantage point, consider the cone σ generated
by (2,−1), (−1, 2). Since det

(
2 −1
−1 2

)
= 3, the vectors (2,−1) and (−1, 2)

generate a sublattice of N ′ of index 3, hence Xσ is the affine toric variety
C2/Z3.

7.6. Blow-Up

In the F1 case of Example 7.4.2, we mentioned that blow-ups of a toric
variety can be obtained by subdividing the fan. We now explain this in a
little more detail.

Definition 7.6.1. A fan Σ′ subdivides the fan Σ if

(1) Σ(1) ⊂ Σ′(1), and
(2) each cone of Σ′ is contained in some cone of Σ.

Note that Σ′(1) is allowed to equal Σ(1). See Example 7.6.4.
Suppose that Σ′ subdivides Σ. Let Σ′(1) = {ρ1, . . . , ρm}, where the edges

are ordered so that Σ(1) = {ρ1, . . . , ρn}. Then we assert that there is a well-
defined map XΣ′ → XΣ defined in terms of the homogeneous coordinates
by projection onto the first n factors.

We need to check that (i) Cm −Z(Σ′) projects into Cn −Z(Σ), and (ii)
this projection is compatible with the group actions.

Requirement (i) follows immediately from the assumption that Σ′ sub-
divides Σ, and requirement (ii) is easy to check. The map XΣ′ → XΣ is
clearly birational, since it is an isomorphism on a dense open set (the torus
T ).

To blow up a T -invariant smooth point p ∈ XΣ, we find the r-dimensional
cone σ ∈ Σ corresponding to p. If the primitive generators of σ are v1, . . . , vr,
we add a new edge generated by

vr+1 = v1 + · · · + vr,

and then we subdivide σ. Combining these new cones with the cones of Σ
(except σ but including all proper faces of σ) we get a new fan Σ′, yielding
the blow-up.

In the GLSM, we would add a new field, and an extra U(1) with charges
(1, . . . , 1,−1, 0, . . .) corresponding to the relation v1 + · · · + vr − vr+1 = 0.

For general subdivisions, we wind up blowing up more general T -invariant
ideals. This ideal is supported on the union of all the T -invariant subvari-
eties of XΣ corresponding to cones in Σ that are not cones of Σ′. In the
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above example of the blow-up of a point, the only cone of Σ that is not a
cone of Σ′ is σ, so we conclude that the only thing that was blown up is the
point Zσ.

We can now do some interesting examples.

Example 7.6.2. We blow up the orbifold C2/{±1} at the origin, resolv-
ing this A1 singularity. Using the technique of Example 7.5.3, we can choose
coordinates for N so that the fan for C2/{±1} consists of the cone spanned
by v1 = (1, 0) and v2 = (1, 2) as well as its faces. Inserting the edge spanned
by v3 = (1, 1) and subdividing, we obtain the fan Σ depicted in Fig. 6. The
toric variety XΣ is smooth and is equal to the blow-up of C2/{±1} at the
singular point. Since v3 has been added, the divisor D3 is the exceptional
divisor of the blow-up. The relation v1 +v2−2v3 = 0 gives the charge vector
(1, 1,−2), leading to D2

3 = −2, the well-known result for the resolution of
an A1 singularity.

(1,0)

(1,2)

(1,1)

(1,2)

(1,0)

Figure 6. The fans for C2/{±1} and its blow-up

This example can be generalized to give the resolution of an An singu-
larity. The An singularity can be written as C2/Zn+1, where the generator
of the Zn+1 acts as multiplication by (ω, ωn), with ω = exp(2πi/(n+1)). Its
fan Σ can be taken to be the one generated by (1, 0) and (1, n + 1).

We subdivide Σ by inserting the edges spanned by vi = (1, i), for i =
1, . . . , n. The resulting fan Σ′ defines a smooth toric variety XΣ′. The
relations vi−1 + vi+1 − 2vi = 0 lead as before to D2

i = −2. The Di in fact
form a chain of CP1s. This is the well-known resolution of an An singularity.

Example 7.6.3. Consider the simplicial fan Σ consisting of the cone
spanned by (−1,−1, 1), (1, 0, 1), (0, 1, 1), as well as its faces. This defines
an affine toric variety, which is in fact the cone over the anti-canonical
embedding of CP2. It can be seen directly to be isomorphic to the orb-
ifold C3/Z3, the Z3 generator acting as multiplication by (ω, ω, ω), with
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ω = exp(2πi/3). It can be blown up by inserting the edge generated by
(0, 0, 1) and subdividing Σ to get a new fan Σ′, which we recognize as the
fan of O� �2(−3) considered in Example 7.2.5.

We thus see that O� �2(−3) is the blow-up of C3/Z3 at its singular point.
The map XΣ′ → XΣ is the blow-down map. These fans are depicted in
Fig. 7. We already saw this example from a different point of view in Ex-
ample 7.3.1.

(1,0,1)

(0,1,1)

(-1,-1,1)

(0,0,1)

(1,0,1)

(0,1,1)

(-1,-1,1)

Figure 7. The fans for O� �2(−3) and C3/Z3

Example 7.6.4. Consider the fan Σ consisting of the cone σ generated
by (1, 0, 0), (0, 1, 0), (0, 0, 1), and (1, 1,−1), as well as its faces. The toric
variety XΣ is singular, and the singularity is not an orbifold singularity
since σ is not simplicial.

This is the singularity called a node in the mathematics literature and a
conifold singularity in the physics literature.

This singularity can be blown up in two distinct ways to yield smooth
toric varieties, as depicted in Fig. 8.

There are no new edges added to the fan in either case, hence there is
no exceptional divisor. In either case, there is a new two-dimensional cone
σ (spanned by (1, 0, 0), (0, 1, 0) and by (0, 0, 1), (1, 1,−1) in the respective
cases), so there is an exceptional curve Zσ, which can be seen to be a CP1

(in fact, any one-dimensional compact toric variety is necessarily CP1). The
birational map between the two blow-ups is called a flop.

It is an essentially combinatorial result that any toric variety can be
desingularized.

Theorem 7.6.5. There exists a refinement Σ̃ of any fan Σ such that
X�Σ → XΣ is a resolution of singularities.
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flop

conifold singularity

blowdownblowdown

smooth smooth

CP1 CP1

Figure 8. The fans for the conifold singularity and its blow-ups

7.7. Morphisms

We have seen several examples of morphisms of toric varieties in pre-
vious sections: Fn → CP1, O(−3) → CP2, orbifolds, and blow-downs. A
systematic understanding is helpful in applications. For instance, we can
construct fairly general line bundles or projective bundles. The last con-
struction is very useful for constructing Weierstrass fibrations used to build
F-theory compactifications.

Definition 7.7.1. Let Σ be a fan in N� and let Σ′ be a fan in N ′
� . A

morphism from Σ to Σ′ consists of a homomorphism ψ : N → N ′ such that
for each σ ∈ Σ, the image of σ under ψ ⊗ R is contained in some cone of
Σ′.

The mapping ψ : N → N ′ induces a natural mapping of tori

T = N ⊗ C → T ′ = N ′ ⊗ C.

We leave it to the reader to check that this extends to a mapping XΣ → XΣ′ .
The global orbifold considered in Sec. 7.5 gives a class of simple exam-

ples. In that case, we have N ′ is a sublattice of N , ψ : N ′ → N is the
inclusion mapping, ψ ⊗ R is the identity map, and Σ = Σ′.
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3 1

4

2 2

3 1

4

Figure 9. The fan of CP1 × CP1 and T -invariant curves

Example 7.7.2. The fan Σ for CP1×CP1, depicted in Fig. 9, has edges
spanned by (1, 0), (0, 1), (−1, 0), (0,−1). These in turn correspond to four
T -invariant curves, whose configuration is also shown in Fig. 9.

Note that projection onto either coordinate defines a morphism of fans
from Σ to the standard fan for CP1 (whose edges are the positive and negative
rays in R). The corresponding morphisms of toric varieties are just the two
projections onto the respective CP1 factors.

(1,0)

(0,1)

(0,-1)

(-1,-n)

CP1

CP1

Fn

(t1, t2) ∈ (C∗)2 ⊂ Fn

t1 ∈ C∗ ⊂ CP1

�

Figure 10. The CP1 bundle structure of Fn
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Example 7.7.3. Now let n > 0 and consider instead the fan for Fn given
in Example 7.2.4. In this case, projection onto the first factor, depicted in
Fig. 10, maps this fan to the fan for CP1 as in the previous example, but
projection onto the second factor is not a map of fans, since the image of
the cone spanned by (−1,−n) and (0, 1) under the second projection is all
of R, which is not contained in a cone of the fan for CP1. This reflects the
fact, observed before, that Fn is a non-trivial CP1 bundle over CP1.

We can see that this is a locally trivial CP1 bundle from the toric geome-
try using the ideas in this section. We restrict the bundle over the affine open
subset C ⊂ CP1 obtained by removing the edge of the fan for CP1 spanned
by (−1). Correspondingly, we must remove the edge spanned by (−1,−n)
in the fan for Fn. We obtain the fan in Fig. 11, which is clearly a product
C × CP1. We can similarly see the product structure over the other affine
piece of CP1.

CP1 × C CP1

Figure 11. Local triviality of Fn as a CP1 bundle

Example 7.7.4. We return to the fan Σ of O� �2(−3) and now note that
it can be constructed directly from the fan Σ′ of CP2. Each three-dimensional
cone in Σ is spanned by (v1, 1), (v2, 1), (0, 0, 1), where

{v1, v2} ⊂ {(−1,−1), (1, 0), (0, 1)}

spans a two-dimensional cone of Σ′.
Projection onto the first two coordinates defines a map from Σ to Σ′,

which gives rise to the projection π : O� �2(−3) → CP2. Reasoning as in
Example 7.7.3, we see that this is a locally trivial line bundle. The global
structure of this bundle (i.e., that it is O(−3)) can be deduced directly from
the toric data. The general rule is that if new edges are formed by lifting the
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(1,0,1)

(0,1,1)

(-1,-1,1)

(0,0,1)

(1,0)(-1,-1)

(0,1)

Σ

Σ′

Figure 12. The fan description of O(−3) and its projection
to CP2

edges spanned by vi ∈ N to (vi, ki) ∈ N⊕Z (and adding the edge (0, . . . , 0, 1)
over the origin), then the resulting bundle is O(−

∑
kiDi), as can be checked.

Note that the edge spanned by (0, 0, 1) projects to the 0 cone. Since
Z{0} = CP2, we conclude that D(0,0,1) maps surjectively to CP2. As a check,
we have already seen that this divisor is the zero section. The other edges
project to edges, so the other T -invariant divisors map to divisors in CP1:

D(−1,−1,1) = π−1({x1 = 0})

D(1,0,1) = π−1({x2 = 0})

D(0,1,1) = π−1({x3 = 0})

D(0,0,1) = the zero section CP2.

Example 7.7.5. We can modify the discussion about line bundles to
construct projective bundles or even weighted projective bundles, generalizing
Example 7.7.3. Here is an example that arose in string theory. Consider
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the matrix P giving the edges of the fan Σ.

−1 −2 −2 −3
1 0 −2 −3
0 1 −2 −3
0 −1 −2 −3
0 0 1 0
0 0 0 1
0 0 −2 −3


.

We leave it as an exercise to the reader to determine what the correct
cones are. Projection onto the first two coordinates maps the fan to the fan
for F2. The fibers are the weighted projective spaces CP(1, 2, 3) (note that
CP(1, 2, 3) is the toric variety associated to the fan with edges generated by
(−2,−3), (1, 0), (0, 1)).

This toric variety contains Calabi–Yau hypersurfaces whose fibers over
F2 are elliptic curves in CP(1, 2, 3). This is a typical way to construct elliptic
fibrations for F-theory compactifications.

7.8. Geometric Engineering

The idea of geometric engineering is to construct geometric models with
desired properties so that the resulting string theory, M-theory, or F-theory
compactification has the desired physics. Toric geometry provides a useful
way to engineer these geometries, as it is easy to do direct physical com-
putations in that case. Geometric engineering will be revisited briefly in a
broader geometric context in Sec. 36.1.

For example, one way to produce an N = 2 SU(2) gauge theory in four
dimensions is to produce a Calabi–Yau threefold X containing a surface Fn,
which can be blown down to the base CP1. We consider type IIA string
theory compactified on X. There are two massive states corresponding to
D2-branes wrapping the fibers of Fn (with either orientation). In the limit
where the fiber shrinks and the base CP1 gets large in such a way as to
decouple gravity, we get a field theory in which these massive states become
massless and join up with an existing U(1) associated to the volume of the
fiber to form an SU(2) vector.

A local model for this geometry is the canonical bundle of Fn, with Fn

embedded as the zero section. This can be constructed by toric geometry.
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To do this, recall Example 7.7.4, where we showed how to construct the
fan of O(K� �2) = O� �2(−3) from the fan of CP2 and how to generalize this
to more general bundles over toric varieties. In particular, let us use this
method to construct the canonical bundle over F2.

The result can be described in terms of the matrices P |Q for F2 and
KF2 :

F2 =


1 0

−1 −2
0 1
0 −1

∣∣∣∣∣∣∣∣∣∣
0 1
0 1
1 0
1 −2



KF2 =


1 0 1

−1 −2 1
0 1 1
0 −1 1
0 0 1

∣∣∣∣∣∣∣∣∣∣∣∣

0 1
0 1
1 0
1 −2

−2 0


Once we have the toric data, we can directly derive field theory results

using mirror symmetry. The prepotential can be understood from an ap-
propriate Picard–Fuchs system of equations, which can be deduced from the
matrix Q of charges.

We can see more about this local geometry directly from the toric data.
Projection onto the first coordinate defines a map KF2 → CP1 for which
the divisors D1 and D2 are fibers. We can find the fan for either of these
divisors using the description in Sec. 7.2.1. Using D1 to illustrate, we need
to project onto Z3/Z · (1, 0, 1). We use the isomorphism

Z3/Z · (1, 0, 1) � Z2, [(a, b, c)] �→ (c− a, b + c − a)

to identify D1 as the toric variety associated with a two-dimensional fan
with edges generated by (1, 0), (1, 1), and (1, 2). This is the resolution of an
A1 singularity from Example 7.6.2. So the local Calabi–Yau threefold looks
like a resolution of an A1 singularity fibered over a CP1. This geometry can
be generalized to An singularities and their resolutions fibered over CP1.

The Picard–Fuchs equations for the mirror correspond to Picard–Fuchs
equations for quantum cohomology. These equations can be proven to hold
directly in many situations.
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7.9. Polytopes

We now switch gears and discuss projective toric varieties and their
relationship with polytopes. Our polytopes will be in M� , the dual space
of N� .

Definition 7.9.1. An integral polytope in M� is the convex hull of a
finite set of points in M .

In the sequel, we will drop the adjective “integral” and refer to these
simply as polytopes.

The r-dimensional polytopes are the data needed to describe projective
toric varieties.

7.9.1. Toric Varieties from Polytopes. Consider an r-dimensional
polytope ∆ ⊂ M� . We choose an ordering m0, . . . ,mk of ∆ ∩ M . Since
M = Hom(T,C∗), we interpret the mi as nowhere vanishing holomorphic
functions on T . These functions give rise to a map

(7.15) f : T → CPk, f(t) = (m0(t), . . . ,mk(t)).

It is easy to see that f is an embedding. We define CP∆ to be the closure of
f(T ) in CPk. There is an action of T on CPk: The element t ∈ T acts on CPk

as coordinatewise multiplication by (m0(t), . . . ,mk(t)). This gives CP∆ the
structure of a toric variety. Note that this abstract variety structure does
not depend on the chosen ordering of ∆ ∩ M .

We can rewrite Eq. (7.15) as yi = mi(t), where (y0, . . . , yk) are homoge-
neous coordinates on CPk. Now suppose that we have an additive relation∑

aimi = 0 in M with
∑

ai = 0. Then CP∆ ⊂ CPk satisfies the homoge-
neous polynomial equation

(7.16)
∏
ai>0

yai
i =

∏
ai<0

y−ai
i .

It is frequently easy to use Eq. (7.16) to define CP∆ ⊂ CPk directly.
A simple modification of this construction gives non-normal toric va-

rieties: Instead of using all of ∆ ∩ M to define Eq. (7.15), use a subset
whose convex hull is still ∆. For example, if ∆ = [0, k], then CP∆ is the
rational normal curve of degree k in CPk, but if we use a proper subset
{0, a1, . . . , al, k} of ∆∩M , the closure of the image of t �→ (1, ta1 , . . . , tal , tk)
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defines a non-normal curve of degree k in CPl+1. For instance, Example 7.2.6
arises using the subset {0, 2, 3} of [0, 3] to define the embedding Eq. (7.15).

If we stick to normal varieties, then we can construct the fan directly
from the polytope ∆. First, for each face F of ∆, define the cone

σF = {v ∈ N� | 〈m, v〉 ≤ 〈m′, v〉 for all m ∈ F and m′ ∈ ∆}.

Then the set of all of these cones, as F varies over all faces of ∆, forms a
fan, the normal fan Σ∆.

Theorem 7.9.2. XΣ∆
� P∆.

We will not prove this here, but will merely observe that the isomorphism
is defined by

(x1, . . . , xn) �→
(

n∏
i=1

x
〈m0,vi〉
i , . . . ,

n∏
i=1

x
〈mk,vi〉
i

)
.

As usual, (x1, . . . , xn) are homogeneous coordinates in XΣ∆
and Σ∆(1) =

{v1, . . . , vn}.

Example 7.9.3. Let ∆ ⊂ R2 be triangle with vertices {(0, 0), (1, 0), (0, 1)}.
Then Eq. (7.15) becomes f(t1, t2) = (1, t1, t2). The image is dense, and
P∆ � CP2.

The normal fan can be computed from the definition to be precisely the
fan for CP2 given in Example 7.2.3. Note that the edges of this fan are
the inward-pointing normals to corresponding faces of ∆. This is how the
normal fan gets its name.

In the next section, we will “derive” this directly from the geometry of
CP2.

Example 7.9.4. Let ∆ ⊂ R2 be triangle with vertices {(0, 0), (2, 0), (0, 2)}.
Note that the normal fan is unchanged from Example 7.9.3, since the shape
of the polytope is unchanged. The toric variety is still CP2 but the embedding
has changed. There are six points of

∆ ∩M = {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1), (0, 2)}.

The torus is therefore embedded in CP5 as

(7.17) (t1, t2) �→ (1, t1, t21, t2, t1t2, t
2
2).

This extends to CP2 as the well-known Veronese embedding of CP2:

(x1, x2, x3) �→ (x2
1, x1x2, x

2
2, x1x3, x2x3, x

2
3).
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Example 7.9.5. Let ∆ ⊂ R2 be the quadrilateral with vertices

{(0, 0), (2, 0), (1, 1), (0, 1)}.

This also contains the lattice point (1, 0). Note that we have obtained this
from the polytope of Example 7.9.4 by cutting off the corner (0, 2).

The normal fan changes to the fan of F1 (Example 7.2.4), which is the
blow-up of CP2 at a point (Example 7.4.2). So CP∆ � F1.

The embedding in Eq. (7.17) is modified to

(t1, t2) �→ (1, t1, t21, t2, t1t2).

If we tried to extend this to a map from CP2, we would get

(7.18) (x1, x2, x3) �→ (x2
1, x1x2, x

2
2, x1x3, x2x3).

But this is not defined at (0, 0, 1)! So we must blow up (0, 0, 1) to make Eq.
(7.18) well-defined, and it is not difficult to see that it is an embedding. So
we see directly that P∆ � F1 as well.

  

Figure 13. Blowing up the toric variety associated to a polytope

More generally, blowing up corresponds to cutting out an edge of ∆.
Fig. 13 gives an illustration of part of a polytope and the normal fan, before
and after blowing up. It demonstrates how cutting off an edge corresponds
to subdividing a fan.

We close this section with an easy way to picture the topology of CP∆

directly from ∆. We content ourselves with examples here.
For the first example, consider the map µ : CP2 → R2 given by

(x1, x2, x3) �→
(

| x2 |2
| x1 |2 + | x2 |2 + | x3 |2 ,

| x3 |2
| x1 |2 + | x2 |2 + | x3 |2

)
.

The image of µ is the set of all (a, b) ∈ R2 satisfying a ≥ 0, b ≥ 0, a + b ≤ 1,
forming the triangle ∆ ⊂ R2 from Example 7.9.3. The fiber of a point in the



7.9. POLYTOPES 135

interior of the triangle is a compact torus S1 ×S1, the fiber over an interior
point of an edge is an S1, and the fiber over a vertex is a point.

An even simpler example is CP1 with bundle O� �1(1), in which case ∆
is the interval [0, 1]. We have the map µ : CP1 → R given by

(x1, x2) �→
| x2 |2

| x1 |2 + | x2 |2 .

The image of µ is [0, 1]. The fiber of µ over an interior point of [0, 1] is S1,
and the fiber of µ over each of the endpoints is a point. This description
leads immediately to the homeomorphism P∆ � S2. Both of these examples
are pictured in Fig. 14. The example of CP1 is actually embedded in the
example of CP2 as the line x3 = 0. Note that the bottom edge of the triangle
in the left half of the figure can be identified with [0, 1], compatibly with the
lattice.

(0,0)
(1,0)

(0,1)

(0,0) (1,0)

[1,0,0] [0,1,0]x1 = 0

x2 = 0

x3 = 0

{x3 = 0} � S2

Figure 14. The topology of CP2 and a coordinate line as
described by its polytope

In general, there is a continuous map µ : CP∆ → ∆ such that the fiber
of µ over an interior point of a k-dimensional face of ∆ is homeomorphic to
(S1)k.

7.9.2. Polytopes from Toric Varieties. In this section, we construct
polytopes from projective toric varieties. The idea is simple. Suppose we
have a toric variety T ⊂ X embedded in a projective space CPk. This defines



136 7. TORIC GEOMETRY FOR STRING THEORY

a hyperplane class OX(1) on X. We will need to assume that the action of
T extends to an action on CPk, acting by coordinatewise multiplications.

To construct a polytope ∆, we need to choose an isomorphism between
OX(1) and O(D), where D is some fixed T -invariant divisor. Making a
different choice for D will result in a translation of ∆, so the choice of D is
essentially irrelevant.

In the usual way, we identify sections of O(D) with meromorphic func-
tions f on X such that (f)+D ≥ 0, where (f) is the divisor of f . Thus each
coordinate function xi on CPk is identified with a meromorphic function fi

on X. The condition that the T -action extends to CPk implies that the
restriction of fi to T is a character of T . We let mi denote this restriction
and identify it with an element of M . Then ∆ is the convex hull of the
{mi}.

Example 7.9.3, revisited.We consider CP2 with hyperplane class identi-
fied with O(D1). The isomorphism between OX(1) and O(D1) is defined by
division by x1.

Thus, the coordinates {x1, x2, x3} correspond to the meromorphic func-
tions {(1, x2/x1, x3/x1)} respectively. The coordinates on the torus are given
by

(t1, t2) = (x2/x1, x3/x1),

so the characters are (0, 0), (1, 0), and (0, 1), and we arrive at the polytope
∆ that led us to CP2. We illustrate this polytope in Fig. 15, together with
the corresponding monomials on CP2.

(0,1)

(0,0)
(1,0)

x1

x2

x3

Figure 15. The polytope for CP2 with bundle O(1)

Example 7.9.6. For a toric variety X defined by a fan Σ, we have
O(−KX) � O(

∑
ρ∈Σ(1) Dρ). In particular, O� �2(3) � O(−K� �2) �

O(D1+D2+D3), where Di is defined by the section xi of O� �2(1), i = 0, 1, 2.
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A basis of Γ(O� �2(3)) is given by the ten homogeneous monomials of degree 3
in x1, x2, x3.

Then with our choice O� �2(3) � O(D1 +D2 +D3), the degree 3 polyno-
mial s is identified with the meromorphic function s/(x1x2x3) on CP2. The
T action on the vector space

V =

{
s

x1x2x3
: s ∈ Γ(O� �2(3))

}
has weights spanning the polytope ∆ ⊂ M� depicted in Fig. 16. The cones
over the proper faces of ∆ form a fan in M� also depicted in Fig. 16, which
we recognize as the fan of CP2/Z3 in Example 7.9.4. We will use this to
illustrate mirror symmetry in Sec. 7.10.

(-1,2)

(2,-1) (-1,-1) (2,-1)

(-1,2)

(-1,-1)
x3

1 x3
2

x3
3

Figure 16. The polytope for CP2 with bundle O� �2(3)

7.10. Mirror Symmetry

In this final section, we relate toric geometry to mirror symmetry. First
we explain Batyrev’s construction of mirror symmetry. Then we relate this
to the physical description of mirror symmetry in Ch. 20.

7.10.1. Batyrev’s Construction. Batyrev has introduced a beauti-
ful construction of mirror symmetry for Calabi–Yau hypersurfaces in toric
varieties, based on the notion of duality for reflexive polytopes.

Definition 7.10.1. An integral polytope is reflexive if

(1) for each codimension 1 face F ⊂ ∆, there is an nF ∈ N with
F = {m ∈ ∆ | 〈m,nF 〉 = −1}, and
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(2) 0 ∈ int(∆).

The polar polytope ∆◦ of ∆ is the convex hull of the nF in N� .

Theorem 7.10.2. A polytope ∆ is reflexive if and only if CP∆ is Goren-
stein and Fano. A polytope ∆ is reflexive if and only if ∆◦ is reflexive.

Proof. See [16]. �

The Gorenstein condition on a variety is a condition on its singularities.
This means that even though there is no notion of top degree holomorphic
forms at the singularities, the canonical bundle extends to a bundle at the
singularities. Once there is a canonical bundle, then the Fano condition
means as usual that the anti-canonical bundle is positive.

Batyrev’s construction can be described as follows. Start with a reflexive
polytope ∆. Then its normal fan Σ∆ coincides with the fan formed by taking
the cones over the faces of ∆◦. Anti-canonical hypersurfaces are given by
sections of the anti-canonical bundle OXΣ∆

(
∑

vi∈Σ∆(1) O(Di)). These define
Calabi–Yau hypersurfaces X ⊂ CP∆.

Theorem 7.10.2 says that ∆◦ is reflexive, so we can apply the same
construction starting with ∆◦ in place of ∆. The result is a family of Calabi–
Yau hypersurfaces X◦ ⊂ CP∆◦ .

The assertion is that the family X is mirror to the family X◦.
Note that if we use the usual embedding CP∆ ↪→CPk with k= |∆∩M |−1,

then anti-canonical hypersurfaces in CP∆ are defined by linear equations in
the coordinates of CPk.

Remark 7.10.3. We actually need to blow up X∆Σ
by subdividing as

in Theorem 7.6.5. The required result is actually a bit stronger: there is a
subdivision for which the blow-up is projective.

Here is an example.

Example 7.10.4. We consider an example of one-dimensional mirror
symmetry. A one-dimensional Calabi–Yau is an elliptic curve. Perhaps the
simplest algebraic examples are the plane cubic curves in CP2. Let us find
the mirror family.

First we need the polytope ∆ for CP2 with bundle O(3) described in
Example 7.9.6.

The one-dimensional faces of ∆ are defined by the linear inequalities

−a − b ≥ −1, a ≥ −1, b ≥ −1
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respectively. So ∆◦ is the convex hull of the points (−1,−1), (1, 0), and
(0, 1) respectively. The cones over the faces of ∆◦ form the fan for CP2, as
it must. The polytopes are shown in Fig. 17.

(-1,2)

(2,-1)(-1,-1)(1,0)

(0,1)

(-1,-1)

x̂3
1

x̂3
2

x̂3
3 x̂1x̂2x̂3

x3
1 x3

2

x3
3 x1x2x3

∆∆◦

Figure 17. The polytopes for CP2 and its mirror

As in Example 7.9.6, let f : CP2 → CP9, (x1, x2, x3) �→ (x3
1, . . . , x

3
3) be

the 3-fold Veronese embedding, which is also the anti-canonical embedding
of CP2. Each section of O(3) defines a cubic curve in CP2. Each monomial
corresponds to a character in M . Multiplicative relations among sections
correspond to additive relations among characters. For example, ρ8 + ρ10 =
2ρ9 tells us that the image of CP2 under f is contained in the hypersurface
{y8y10 = y2

9} ⊂ CP9, where (y1, . . . , y10) are homogeneous coordinates on
CP9. See Fig. 18. The equations defining the Veronese image can all be
found similarly.

x3
0

x3
1

x3
2

ρ8 ρ9 ρ10

Figure 18. The polytope for CP2 and bundle O(3) with a dependency
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In Example 7.5.3, we saw that cones over the proper faces of ∆ form a
fan Σ◦ in M� defining CP2/Z3. The anti-canonical class of CP2/Z3 consists
of Z3-invariant cubics. We can take x̂3

1, x̂
3
2, x̂

3
3, x̂1x̂2x̂3 as a basis for the Z3-

invariant cubics in CP2, where the x̂i are coordinates in the CP2 with the
Z3 action.

These monomials correspond to lattice points of the polytope ∆◦ in N� ,
and cones over proper faces of ∆◦ form a fan Σ that defines CP2.

The polytope description gives an embedding CP2/Z3 ↪→ CP3 defined by
Xi = x̂3

i , i = 1, 2, 3 and X3
0 = x̂1x̂2x̂3, where the Xi are coordinates on

CP2/Z3. This equation can be deduced from the relation

(1, 0) + (0, 1) + (−1,−1) = 3 · (0, 0).

Example 7.10.5. We now consider the famous example of quintic hy-
persurfaces in CP4. The construction of the mirror family by Greene and
Plesser consists of invariant quintic hypersurfaces in CP4/Z3

5, where Z3
5 is

the group of all automorphisms of the form

(7.19) (α1, . . . , α5) with α5
i = 1,

∏
αi = 1.

This can be seen by Batyrev’s construction. One way to see this is to
start with the fan for CP4 with edges given by

(7.20)


−1 −1 −1 −1

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

Quintic hypersurfaces in CP4 are anti-canonical, so the construction of Bat-
yrev applies.

The polytope ∆◦ for the mirror is the convex hull of the rows of Eq.
(7.20). Note that ∆◦∩N consists of six points, namely the points represented
by the rows of Eq. (7.20) together with the origin, which we denote by v0.
These give an embedding CP∆◦ ⊂ CP5. We let the coordinates on CP5 be
(y0, . . . , y5), with y0 corresponding to the origin in ∆◦. From the relation∑

vi = 5v0, we deduce the equation

(7.21) y1 · · · y5 = y5
0

for CP∆◦.
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The orbifold description of Greene and Plesser follows immediately: The
transformation

(7.22) yi = x̂i
5, i = 1, . . . , 5, y0 = x̂1 · · · x̂5

is invariant under the Z3
5 automorphism group Eq. (7.19) and defines the

isomorphism CP∆◦ � CP4/Z3
5. The anti-canonical hypersurfaces in CP∆◦

are given by linear expressions in the yi. Under the isomorphism induced by
Eq. (7.22), these correspond to Z3

5-invariant quintics, as claimed.
Alternatively, the identification CP∆◦ � CP4/Z3

5 could have been deduced
by identifying the normal fan of ∆◦ with the fan consisting of the cones over
the proper faces of the polytope ∆ corresponding to the sections of O(5) on
CP4, then applying the methods of Sec. 7.5.

7.10.2. Relation to the Physical Description of Mirror Sym-
metry. This final section is not self-contained, as it refers to material to be
presented in Ch. 20. We include it here while the ideas of toric geometry are
fresh in the reader’s mind. We describe part of the relation between toric
geometry and the field theoretic description which will be given in Ch. 20.

We introduce n twisted chiral fields Y1, . . . , Yn; r twisted chiral fields
Σ1, . . . ,Σr; and parameters t1, . . . , ts (mirror to the Kähler parameters of
XΣ). The gauge group is U(1)s. As usual, r is the dimension of XΣ, and
s is the number of independent charges; if Σ has n edges, then s = n − r.
The charge matrix will again be denoted as Q = Qi,a, where 1 ≤ i ≤ n and
1 ≤ a ≤ s.

Then the required superpotential is

(7.23) W =

(
s∑

a=1

Σa

(
n∑

i=1

Qi,aYi − ta

))
+

n∑
i=1

e−Yi .

Example 7.10.6. We return to the quintic. The quintic is related to
the non-compact theory of CP4 with bundle O(−5). This can be described
by a U(1) gauge theory with charges (1, 1, 1, 1, 1,−5). Labeling the charged
twisted chiral fields as Y1, . . . , Y5, YP , the superpotential Eq. (7.23) becomes

W = Σ(Y1 + · · · + Y5 − 5YP − t) +
5∑

i=1

e−Yi + e−YP .

The Σ-constraint gives Y1 + · · · + Y5 = 5YP + t. Exponentiating gives

(7.24)
5∏

i=1

eYi = qe5YP ,
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where q = et. For q = 1, this is precisely the same as the equation of the
toric variety CP∆◦ given in Eq. (7.21) after the change of variables yi = eYi

and y0 = eYP . The case of general q requires a rescaling.
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Physics Preliminaries





CHAPTER 8

What Is a QFT?

One of the central developments of the past century in theoretical physics
was the development of a subject called quantum field theory. This subject is
still being developed by physicists. This was at first motivated by an attempt
to understand quantum electrodynamics. However it is now believed that
all of physics should be based on some quantum field theory. This is mainly
because all the known forces and matter in nature can be described by some
quantum field theory.

This is also precisely the main obstacle in rigorously connecting modern
physics with mathematics. Many of the constructions in quantum field the-
ories, though based on sound physical arguments, are mathematically con-
jectural and very few quantum field theories have rigorously been proven to
exist.

The aim of Part 2 is to develop QFT in as much detail as is essential
in understanding mirror symmetry. However, mathematical rigor will not
be our main focus, for the reason mentioned above. Instead, we will aim at
familiarizing the reader as to how to think about QFT. So our aim is not to
define what a quantum field theory is, but to introduce it through a number
of examples. We start with easy examples and build toward more difficult
and interesting ones. In a sense this section can be viewed as a “practical
guide” to quantum field theories.

8.1. Choice of a Manifold M

The starting point for defining a quantum field theory is the choice of
a manifold M of dimension d. For most, but not all, QFTs the manifold is
viewed as a Riemannian manifold with a smooth metric on it. If the metric
is positive definite we sometimes refer to it as a Euclidean QFT. For many
physical applications we will also consider manifolds with d − 1 positive
directions and one negative direction of the metric, as in the d-dimensional
Minkowski space. The manifold M may or may not have boundaries. In
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case it does have boundaries some additional information is needed at the
boundaries to define the quantum field theory.

8.2. Choice of Objects on M and the Action S

The next ingredient is the choice of objects to consider over M . Roughly
speaking, in the QFT one aims to integrate over the space parametrizing
these objects. The objects are also called fields. The operation of integration
over the fields is also called the path-integral. For example, we may consider
a principal bundle over M with a connection. In physics terminology the
choice of the connection is called “picking a gauge field.” We may also be
considering sections of a vector bundle over M . These fields are sometimes
called matter fields. Quantum field theories associated with connections and
sections of associated vector bundles are called “quantum gauge theories.”

As another example of QFTs we may consider the space of maps

(8.1) X : M → N

for some target manifold N . The field theories associated with integrating
over the space of such maps are called sigma models. Sometimes we may be
interested in considering various choices of metrics on M . Integrating over
such choices is called “quantum gravity.”

In integrating over the field space we have to choose a measure on it.
In most cases there is a natural choice of a measure on these spaces. The
measure is also usually weighted (in the case of Euclidean signature) by
exp(−S), where S is a functional on the space of fields in question and is
called the action. In the Minkowski signature the measure is modified by
the weight exp(iS).

8.3. Operator Formalism and Manifolds with Boundaries

One can also consider the case where M has some boundary components:

∂M = ∪iBi.

This can only occur when the dimension of M is greater than or equal to
1. In such a case, in defining the integration over the field space we have to
specify boundary conditions for fields on Bi. The space of field configurations
on each Bi gives rise to a Hilbert space Hi, and the path-integral, as we shall
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see, can be viewed as a multilinear map

⊗iHi → C.

If we glue two manifolds along their boundaries, the path-integral can be
performed by pairing the states corresponding to the boundaries that were
glued. This is compatible with the definition of the path-integral as cor-
responding to the sum over all field configurations (i.e., we fix the field
configuration on the boundary we are gluing and then sum over all possible
field configurations on the glued boundary).

In the case M = N × I, where N is a manifold without boundaries and
I is an interval of length T , the path-integral gives rise to a linear map (by
dualizing the Hilbert space corresponding to one of the boundaries):

U(T ) : H → H.

Using the sewing property of QFTs we learn that U(T1)U(T2) = U(T1 +T2).
This in turn defines an operator H as the generator of U ,

U(T ) = exp(−TH)

in the Euclidean case, or

U(T ) = exp(−iTH)

in the case where I corresponds to the negative direction in the signature (the
“time”). H is called the Hamiltonian and in most theories is a Hermitian
operator.

8.4. Importance of Dimensionality

As is clear from these examples, in quantum field theories we are typi-
cally interested in integrating over infinite-dimensional spaces. It turns out
that the greater the dimension d of M , the more complicated the integra-
tions over these spaces. In fact (ignoring gravitational theories), the only
non-trivial quantum field theories that are believed to exist (i.e., for which
some kind of integration over the infinite-dimensional space exists) have
d ≤ 6 and most of the standard ones have d ≤ 4.

Quantum field theories in different dimensions can be related to each
other by an operation known as “Kaluza–Klein reduction.” Roughly speak-
ing this means considering the situation where

M = N × K
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and where K is much less than N . The action S may be very large for field
configurations that are not constant over K, so the path-integral, which is
weighted by e−S , localizes to field configurations that are constant along K.
This gives rise to an “effective” path-integral over field configurations that
have only constant modes along K.

Certain path-integrals do not depend on the metric on the manifold. In
such cases taking the volume of K to be small reduces the path-integral to a
simpler one on N , which is a lower-dimensional manifold (and can possibly
be 0-dimensional) and is easier to compute.

Luckily for us, the study of mirror symmetry entails studying quantum
field theories with d = 2, so our aim is to study mainly low-dimensional
quantum field theories. We start with quantum field theories with dimension
d = 0 and work our way up gradually to d = 2.

One nice feature of this way of proceeding is that in cases of d = 0, 1 we
can make many things (if not everything) mathematically rigorous. More-
over, many of the ideas relevant for the more complicated case of d = 2
already show up in these cases.

The case of d = 0, corresponding to when M is a point, is already
very interesting. In this case QFT is equivalent to carrying out some finite-
dimensional integrals, which of course can be rigorously studied. We use this
simple case to set up the basic ingredients of quantum field theories and also
introduce fermionic fields and supersymmetry, which are quite important
in the study of mirror symmetry. Already in this context we can discuss
rigorously the important notions of localization and deformation invariance
that often arise in supersymmetric quantum field theories.

The case of d = 1 is also known as quantum mechanics, as the quantum
aspects of particles are captured by it (where M corresponds to the world-
line of the particle). In this case we introduce the notion of supersymmetric
sigma models as well as supersymmetric Landau–Ginzburg models (sigma
models with extra potential functions on the target manifold). For d = 1 we
can introduce the notion of the operator formulation of quantum theories.
The operator formulation on manifolds M arises when it has some bound-
aries (which occurs only for d ≥ 1). This is related to the fact that such
quantum field theories need extra data at the boundary to make sense of
them.



8.4. IMPORTANCE OF DIMENSIONALITY 149

We then move on to the case of d = 2 QFTs. We start with some rela-
tively simple examples, involving essentially free theories (sigma models with
target manifolds being flat tori). These are already complicated enough to
provide us with the basic example of mirror symmetry known as T-duality.
We then move on to more complicated cases involving sigma models on
Kähler manifolds, their reformulation in terms of gauge theories, and their
connection to Landau–Ginzburg theories. The notion of superspace is intro-
duced and used effectively. It turns out that properties of superspace play a
crucial role in the formulation and physical proof of mirror symmetry, and
we devote a large portion of this part of the book to developing these ideas.





CHAPTER 9

QFT in d = 0

In this section we will consider zero-dimensional quantum field theories, i.e.,
when M is a point. The simplest case is taking the field X to correspond
to maps from M → R, which in this case can be identified with a variable
X. The action S[X] in this case is just a function of the variable X. The
partition function is an integral given by

(9.1) Z :=
∫

dX e−S[X].

The correlation functions in this zero-dimensional QFT are just weighted
integrals given by

(9.2) 〈f(X)〉 :=
∫

dX f(X) e−S[X].

Sometimes it is useful to consider normalized correlation functions given by

(9.3)
∫

dX f(X) e−S[X]∫
dX e−S[X]

.

Another way of determining the correlation functions is to deform the action

(9.4) S �→ S′ = S +
∑

i

aifi(X).

Then the correlation functions are given by the derivatives of the partition
function with respect to the parameter ai,

(9.5) 〈fi(X)〉 =
∂Z(α, ai)

∂ai

∣∣∣∣
ai=0

,

where α is a parameter of S and

(9.6) Z(α, ai) =
∫

dXe−S′(X).

As an example, consider the toy model with action

(9.7) S[X] =
α

2
X2 + iεX3.

151
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We typically want the action to have certain reality properties but here we
will not worry about that. The partition function here depends on two pa-
rameters; we write Z(α, ε). Notice that for ε = 0 the action is just quadratic
and we can write down the exact partition function,

(9.8) Z(α, 0) =

√
2π
α

.

We often define the normalization of the measure of integration such that we

get rid of the factor
√

2π
α , i.e., we consider the normalized partition function

Z(α,ε)
Z(α,0) .

If ε ! 1, then we can expand the partition function in powers of ε to
obtain a perturbative expansion,

(9.9) Z =
∫

dX e−
α
2

X2−iεX3
=
∫

dX
∞∑

n=0

e−
α
2

X2 (−iεX3)n

n!
.

We assume that the perturbative expansion exists and do not worry about
issues of convergence.

Now we will introduce the machinery of Feynman diagrams, which are
very useful methods for perturbative computations in QFTs. Even though
the introduction of this machinery is not necessary in this rather simple
example, setting it up in a simple situation will help in understanding Feyn-
man diagrams in the more complicated case of higher-dimensional quantum
field theories. Consider the function

(9.10) f(α, J) =
∫

e−
α
2

X2+J X .

J is known as “the source” in physics. We can perform the integration by
completing the square,

(9.11) f(α, J) =
∫

e−
α
2
(X− J

α
)2+ J2

2α =

√
2π
α

e
J2

2α .

Using the function f(α, J) we can write down some other useful integrals as
the derivatives of this function. In particular, we have

(9.12)
∫

Xre−
α
2

X2
dX =

∂rf(α, J)
∂Jr

∣∣∣∣
J=0

.

Pairs of ∂
∂J act together for a non-vanishing contribution to the above quan-

tity. This can be seen from the form f ∝ exp(J2/2α). First ∂
∂J brings

down a term J
α from the exponent, then another ∂

∂J absorbs it. That there
must be a second one to absorb it can be seen from the fact that if it were
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not absorbed, setting J = 0 at the end would yield zero. Since each ∂
∂J

corresponds to an X, we see that in computing the integral of Xr with the
Gaussian measure, we have to consider all ways of choosing pairs of them.
This operation when used for computing such integrals is called “choosing
pairs” and “contracting them.” This contraction is also called Wick con-
traction.

Each pair of ∂
∂J gives a factor of 1

α and therefore drf(α,J)
dJr gives

(9.13) (
1
α

)r/2 × (# of ways of contracting).

Sometimes we draw lines to show possible contractions. Such a line is called
a propagator. Therefore each propagator is weighted with a factor of 1

α .
Let us go back to computing the partition function Z for our toy model,

Eq. (9.7). Consider the first non-trivial correction to Z(α, 0),

(9.14) O(ε)2 :
(−iε)2

2!

∫
dX X3 × X3 × e−

α
2

X2
.

The graphical representation of this integral is shown in Fig. 1.

contract pairwise

+  

Figure 1. There is one vertex for each X3 and the three
edges emanating from the vertex are in one-to-one correspon-
dence with the three X’s

The vertices of the graph come from terms in the action with higher
powers of X. In general, a term of the form Xk leads to a vertex with k

edges emanating from it. The above example involves the case k = 3. The
first graph gives a factor of 1

2(−iε)2( 1
α)3 × 3!, and the second graph gives

a factor of 1
2(−iε)2( 1

α)3 × 32. The numbers 3! and 32 reflect the number
of ways the contraction can be done to yield the same diagram. Note that
altogether we have 3! + 32 = 15 possible pairs of contractions, this is as
expected because the total number of X’s is six and choosing a pair of them
can be done in 6 × 5/2 = 15 ways. The total value of the integral in Eq.
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(9.14) is the sum of factors from the two diagrams. These diagrams are called
Feynman diagrams. In general we obtain both connected and disconnected
diagrams.

Exercise 9.0.1. Show that

(9.15) Z(α, ε) = e
�

connected graphs.

Moreover, show that the combinatorial factor associated to each connected
graph is given by (−3!iε)V α−E/|Aut(G)|, where V is the number of vertices
of the graph, E is the number of edges, and |Aut(G)| denotes the order of
the automorphism group of the graph.

F := − lnZ is usually called the free energy and is given by minus the
sum of the connected graphs.

9.1. Multivariable Case

Consider the case of multiple variables Xi with (i = 1, . . . , N) and the
action given by

(9.16) S(Xi,M,C) = 1
2X

iMijX
j + CijkX

iXjXk.

We assume that the matrix M is positive definite and invertible. Since for
C = 0 the action is quadratic, we can evaluate the partition function to
obtain

(9.17) Z(M,C = 0) =
∫ ∏

i

dX i e−
1
2
XiMijXj

=
(2π)N/2√
det(M)

.

The term CijkX
iXjXk in the action leads to a vertex as shown in Fig. 2,

with three lines meeting at a point and a factor of −Cijk.

i

k

j

_ C ijk

Figure 2. The Feynman diagrams with more fields will have
edges labeled by the fields. To each vertex we associate a
factor −Cijk
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To determine the partition function for small C we have to expand the
exponential of the cubic (and higher-order terms) in powers of C (and other
higher-order couplings) and use Feynman rules to determine the coefficients
in the perturbative expansion as shown before in the case of a single variable.
In this case a propagator connecting X i and Xj carries a factor of (M−1)ij .

9.2. Fermions and Supersymmetry

We are interested mainly in supersymmetric quantum field theories.
These theories, apart from having ordinary (also called “bosonic”) variables
such as X i, also have Grassmann variables ψa, which are called “fermionic”
or “odd” fields. These form an associative and up to sign, commutative
algebra. There is a Z2 gradation that assigns to all the bosonic variables
a +1 and to all the fermionic variables a −1, and is compatible with the
multiplication in the algebra. The fermionic variables have commutation
properties given by

(9.18) X iψa = ψa X i, ψaψb = −ψbψa.

The second property in the above equation implies that (ψa)2 = 0. Note
that pairs of ψi behave like bosonic variables since

(9.19) ψa(ψbψc) = (ψbψc)ψa.

The rules of integration over Grassmann variables are different from
bosonic variables and are defined by

(9.20)
∫

dψ = 0,
∫

ψ dψ = 1.

In the case of many Grassmann variables we have

(9.21)
∫

ψ1 · · ·ψn dψ1 · · · dψn = 1.

The integrals involving permutations of the n fields are given by ±1 depend-
ing on the parity of the permutation. Any other integral over the fermionic
fields (i.e., with less than n fermionic fields) is zero. The action S(X i, ψa)
is Grassmann even, which means that we need to have an even number of
ψa’s in each term. In order to evaluate the partition function

(9.22) Z =
∫ ∏

i

dX i
∏
a

dψa e−S(X,ψ),
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we have to expand it in powers of ψa and keep only the terms having each
ψa exactly once. As an example, consider the case when the action only has
fermionic variables,

(9.23) S(ψ) =
1
2
ψiMijψ

j .

The partition function in this case is given by

(9.24) Z =
∫ ∏

k

dψke−
1
2
ψiMijψj

= Pf(M).

Pf(M) is the Pfaffian of M and is such that Pf(M)2 = det(M).
The smallest number of fermionic variables that can have a non-trivial

action is two (as the action has to have an even number of them). Consider
the most general action of one bosonic variable and two fermionic variables
given by

(9.25) S(X,ψ1, ψ2) = S0(X) − ψ1ψ2S1(X).

The partition function is given by

Z =
∫

dXdψ1dψ2e−S0+ψ1ψ2S1(X)

=
∫

dXdψ1dψ2e−S0(1 + ψ1ψ2S1(X))

=
∫

dXdψ1dψ2e−S0 +
∫

dXdψ1dψ2e−S0ψ1ψ2S1(X).

(9.26)

The first term vanishes due to ψi integration, and we get

(9.27) Z =
∫

dXe−S0S1(X).

We thus see that we can integrate out the odd variables and end up with an
integral purely in terms of bosonic variables.

For a special choice of S0(X) and S1(X) the above theory has a sym-
metry, known as supersymmetry. Let

(9.28) S0(X) =
1
2
(∂h)2 and S1(X) = ∂2h,

where h is a real function of X and ∂h := h′. In other words, consider the
zero-dimensional QFT defined by the action

(9.29) S(X,ψ1, ψ2) := 1
2(∂h)2 − ∂2hψ1ψ2.
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There are symmetries of this action generated by odd parameters, which are
symmetries that exchange bosonic fields with fermionic fields and are known
as supersymmetries. Consider the following transformation of the fields:

δεX =ε1ψ1 + ε2ψ2,

δψ1 =ε2∂h,

δψ2 = − ε1∂h.

(9.30)

Here εi and ψi are Grassmann odd variables, therefore they anti-commute
with each other. They denote the infinitesimal parameters generating the
supersymmetry. It is easy to check that the action is invariant under this
transformation.

Exercise 9.2.1. Show that the integration measure dXdψ1dψ2 is also
invariant under this transformation. (In showing this you will develop a
concept known as superdeterminant and its infinitesimal version, the super-
trace, which one encounters when dealing with both even and odd variables).

9.3. Localization and Supersymmetry

In the context of this very simple supersymmetric quantum field the-
ory we will illustrate an important principle that occurs in supersymmetric
theories in general. This phenomenon, known as localization, allows one
to compute partition functions (and certain correlation functions) of super-
symmetric theories by showing that the relevant path-integrals defining the
quantum field theory reduce to a much smaller-dimensional integral, and
in ideal situations reduce to counting contributions of certain points in the
field space.

Suppose ∂h is nowhere zero. Then we will show that

(9.31) Z :=
∫

e−S dX dψ1 dψ2 = 0 .

The basic idea is to trade one of the fermionic fields with the supersymme-
try transformation variable. Put differently, we choose the supersymmetry
transformation to set one of the fermions in the action to be zero, and then
use the rules of Grassmann integration to get zero. For example, if we con-
sider ε1 = ε2 = −ψ1/∂h, which is allowed if ∂h �= 0, then the ψ1 field will
be eliminated from the action. This motivates us to consider the change of
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variables

X̂ :=X − ψ1ψ2

∂h(X)
,

ψ̂1 :=α(X)ψ1,

ψ̂2 :=ψ1 + ψ2,

(9.32)

where α is an arbitrary function of X. Since the action is invariant under
the supersymmetry transformation (X,ψ1, ψ2) → (X̂, 0, ψ̂2), we have

(9.33) S(X,ψ1, ψ2) = S(X̂, 0, ψ̂2).

The integration measure is written in the new variables as

(9.34) dX dψ1 dψ2 =

(
α(X̂) − ∂2h(X̂)

(∂h(X̂))2
ψ̂1ψ̂2

)
dX̂ dψ̂1 dψ̂2 .

Thus the partition function is given by

Z =
∫

dψ̂1

∫
e−S( �X,0, �ψ2)α(X̂)dX̂ dψ̂2(9.35)

−
∫

e−S( �X,0, �ψ2) ∂2h(X̂)

(∂h(X̂))2
ψ̂1ψ̂2dX̂ dψ̂1 dψ̂2.

The first term vanishes since ψ̂1 does not appear in the integrand and the
integral over ψ̂1 gives zero by the following rule of Grassmann integration:

(9.36)
∫

dψ̂1 1 = 0.

The second term survives the Grassmann integration, but it also vanishes
since it is a total derivative in X̂.

Now let us consider a more general situation where ∂h may be zero for
some X’s. In this case the change of variable above is singular at such X’s.
Let us integrate over the fermionic fields and the X, with an infinitesimal
neighborhood of points where ∂h = 0 is deleted. Then the above argument
still applies and for this part of the contribution we get zero. On the other
hand, if ∂h = 0 then δψi = 0. That is, in the vicinity of the points where
∂h = 0, we cannot trade the supersymmetry transformation variable with
one of the fermionic fields, i.e., the points where ∂h = 0 are the fixed points
of odd symmetry shown in Eq. (9.30). Thus we see that the computation
of the partition function localizes to the vicinity of the fixed point set. This
is the localization principle:The path-integral is localized at loci where the
R.H.S. of the fermionic transformation under supersymmetry is zero. This
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principle holds for any QFT with supersymmetry. We will now use this
result to compute the above partition function in a simple way.

We know from the localization principle that the partition function gets
contributions only from the critical points of h. Let us consider the case
in which h is a generic polynomial of order n with isolated critical points.
Then it has at most n− 1 critical points.

Near the critical point Xc, h can be written as

(9.37) h(X) = h(Xc) +
αc

2
(X − Xc)2 + · · · .

Since the partition function localizes at the critical points we can consider
the infinitesimal neighborhood of such points and keep only the leading
terms in the action suitable for this infinitesimal neighborhood. In other
words, we can forget about the higher-order terms. Near each critical point
Xc the partition function becomes (including the suitable normalization of
the measure discussed before)

(9.38)
∑
Xc

∫
dXdψ1dψ2

√
2π

e−
1
2
α2

c(X−Xc)2+αcψ1ψ2
=
∑
Xc

αc

|αc|
=
∑
Xc

h′′(Xc)
|h′′(Xc)|

.

Thus we see that the partition function is an integer given by

(9.39) Z =
∑

x0:∂h|x0=0

∂2h(x0)
|∂2h(x0)|

.

This result implies that if n, the order of h, is odd, then Z = 0, because
there are as many critical points with positive ∂2h as with negative, and if
the order of h is even, then Z = ±1, the sign depending on whether the
leading term in h is positive or negative (because the number of positive
and negative ∂2h differ by one).

The fact that the partition function turns out to be an integer is at first
surprising. It seems as if it is counting something. This turns out to be
explainable when we discuss a related one-dimensional QFT, in which case
the same computation arises and is related to counting the dimension of a
subspace (the ground states) of a Hilbert space.

From the above result we see not only a localization principle, but also a
hint of a deformation invariance of the result. In other words, the partition
function seems to be sensitive (up to sign) only to the order of the polynomial
in h. We will now explain this deformation invariance, which is another
general property shared by supersymmetric quantum field theories.
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9.4. Deformation Invariance

If we have a quantum field theory with a symmetry, meaning that the
action and the measure are invariant, then the correlation function of quan-
tities that are variations of other fields under the symmetry vanish. In other
words, if f = δg, where δg denotes the variation of g under some symmetry,
then

(9.40) 〈f〉 =
∫

fe−S =
∫

δge−S =
∫

δ(ge−S) = 0

This follows from a change of variables of the integral and is valid as long as
the “integration by parts” that could potentially lead to boundary terms is
absent. In other words, as long as g is not too big at infinity in field space
this should be valid. This general idea applies to both bosonic and fermionic
symmetries. Here we wish to apply it to fermionic symmetries.

For the supersymmetric quantum field theory at hand we take g =
∂ρ(X)ψ1 and consider the variation of g under the supersymmetry transfor-
mation shown in Eq. (9.30) with ε1 = ε2 = ε and f = δεg, which is given
by

f = δεg = ∂2ρδXψ1 + ∂ρ(X)δψ1

= ε(∂ρ∂h− ∂2ρψ1ψ2).
(9.41)

Thus since 〈δεg〉 = 0 we see that

(9.42) 〈∂ρ∂h− ∂2ρψ1ψ2〉 = 0.

Since

(9.43) S =
1
2
(∂h)2 − ∂2hψ1ψ2,

we see that under the change h �→ h + ρ in the action

(9.44) δρS = ∂h∂ρ− ∂2ρψ1ψ2.

Thus it follows from Eq. (9.42) that

(9.45) 〈δρS〉 = 0.

This implies that the partition function is invariant under the change in the
superpotential. This is true as long as ρ is small at infinity in field space
compared to h (otherwise the boundary terms in the vanishing argument
discussed above will be present). If h is a polynomial of order n, then ρ could
be a lower-order polynomial with the vanishing argument still applicable
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(ρ can even be of degree n as long as the Xn term is smaller than that in h).
In particular transformations of the form h �→ λh with λ > 0 do not change
the partition function if the leading term in h is not changed. Thus we see
that the partition function is invariant under a large class of deformations
of the action.

This idea can also be used to evaluate the partition function. For exam-
ple, consider rescaling h → λh with λ # 1. In this case the action is very
large and exp(−S) very small, except in the vicinity of the critical points of
h. This effectively reduces the problem to the local computations we have
already encountered in the context of the localization principle.

In fact without any computations we can also gain insight into the result
for the partition function by considering the deformations of h. Since the
partition function is invariant under deformation of h, it is easy to see from
Fig. 3 that, if h is a polynomial of order n, then we can deform h such that
it has no critical points if n is odd and only one critical point if n is even.
Using the invariance under the rescaling of h we can now see that if n is odd
the partition function vanishes as it has no critical points and if n is even
the answer comes from a single point and the answer is ±1 with the sign
determined by the sign of ∂2h at the critical point.

n=odd

n=even

Figure 3. Deformation invariance is a powerful tool in com-
putation of partition function in supersymmetric theories
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9.5. Explicit Evaluation of the Partition Function

One of the advantages of considering such a simple example is that we
can actually do the integral directly and check the results we obtained based
on localization and deformation invariance principle. We integrate out the
fermionic fields to obtain

Z =
1√
2π

∫
dX dψ1 dψ2e

− 1
2
(∂h)2+∂2hψ1ψ2

=
1√
2π

∫
dX∂2h e−

1
2
(∂h)2 .

(9.46)

We define a new coordinate y = ∂h. Then the above partition function is

(9.47) Z = D
1√
2π

∫
dy e−

1
2
y2

= D,

where D denotes the degree of the map X �→ y = ∂h(X). Here D enters the
equation because the change of variable from X to y = ∂h is not one-to-one.
From the property of the degree of the map (which counts the number of
preimages of a given point taking into account the relative orientation of
each preimage with respect to its image), we know that D is zero when n is
odd and ±1 when n is even. In other words, we find

Z = 0, if n = odd and ± 1 if n = even.(9.48)

This result is in agreement with what we obtained using localization and
deformation invariance arguments.

9.6. Zero-Dimensional Landau–Ginzburg Theory

Now we consider the complex analogue of the theory considered before.
The variables are doubled: (X,ψ1, ψ2) �→ (z, z, ψ1, ψ2, ψ1, ψ2), where z is a
complex bosonic variable and ψi are complex fermionic variables, with ψi

denoting the complex conjugate variable. The action is given by

(9.49) S(z, z̄, ψ1, ψ2, ψ̄1, ψ̄2) = |∂W |2 − (∂2W )ψ1ψ2 − (∂2W )ψ1ψ2,
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where W (z) is a holomorphic function of z.1 The action is invariant under
the transformations

δz :=ε1ψ1 + ε2ψ2, δz := 0,

δψ1 :=ε2∂W, δψ1 := 0,

δψ2 := − ε1∂W, δψ2 := 0

(9.50)

and

δz :=ε1ψ1 + ε2ψ2, δz := 0,

δψ1 :=ε2∂W, δψ1 := 0,

δψ2 := − ε1∂W, δψ2 := 0.

(9.51)

So now we have four real (or two complex) supersymmetry transformations.
Note that if we restrict to the transformations with ε1 = ε2 and ε1 = ε2,
then the above SUSY transformations are such that δ2 = 0, δ2 = 0.

The localization principle discussed before, applied to this case, implies
localization near the critical points of W . If the critical points of W are
isolated and non-degenerate, then near the critical point zc

W (z) = W (zc) +
α

2
(z − zc)2 + . . . ,(9.52)

e−S = e−|α(z−zc)|2+αψ1ψ2+αψ1ψ2 ,(9.53)

Z :=
1
2π

∫
e−Sdzdzdψ1dψ2dψ1dψ2

=
∑

zc:∂W (zc)=0

1
2π

|α|2
∫

e−|α(z−zc)|2dzdz

=
∑

zc:∂W (zc)=0

1 = # of critical points of W.

(9.54)

Thus the partition function of this theory counts the number of critical
points of the holomorphic function W (z).

In general the computation of correlation functions in supersymmetric
theories (other than the function 1, which is the partition function) is not
easy. However, if we have enough supersymmetry, we can compute correla-
tion functions of certain fields that are invariant under some of the super-
symmetries. The fact that we have so many supersymmetries in this example
suggests that we should be able to compute some correlation functions in

1We sometimes write f(z) for a holomorphic function of z, and f(z, z̄) for a non-

holomorphic function.
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this theory. In fact, as we will now see, there is an interesting relation be-
tween supersymmetry and holomorphicity for this QFT. If we consider the
correlation function 〈f〉, where f = zizl with nonzero i and l, this would
in general lead to a rather complicated integral that is not possible to eval-
uate using any localization principle. This is in accord with the fact that
this f is not invariant under any of the supersymmetries. However, we can
restrict to either functions of z or functions of z. These f ’s do preserve half
the supersymmetry since δz = 0 and δ̄z = 0. Thus correlation functions
of holomorphic or anti-holomorphic quantities can be calculated using the
localization principle. In particular, for holomorphic f we apply the local-
ization principle to the δ̄ supersymmetry variation. This implies that again
the correlation function localizes to the points where ∂W = 0:

〈f(z)〉 =
∫

dzdzdψ1dψ2dψ
1
dψ

2

2π
f(z)e−S

=
∫

dzdz

2π
f(z)|∂2W |2e− 1

2
|∂W |2 .

(9.55)

Due to localization we only need to determine the partition function near
the critical points of W ,

〈f(z)〉 =
∑

zc:∂W (zc)=0

f(zc)
∫

dzdz

2π
|∂2W |2e− 1

2
|∂W |2

=
∑

zc:∂W (zc)=0

f(zc).
(9.56)

Similarly, if g(z) is an anti-holomorphic function, by considering the δ su-
persymmetry variation we have

(9.57) 〈g(z)〉 =
∑

zc:∂W (zc)=0

g(zc).

9.6.1. Chiral Ring. We saw above that we can calculate the correla-
tion functions of fields that are invariant under the δ transformations. Such
fields are called chiral fields. Note that the product of two chiral fields is
again a chiral field, because

(9.58) δ(fg) = (δf)g + f(δg).

Among fields made up only of bosonic fields the chiral fields are holomorphic
functions of z. We can also construct fields that are trivially chiral. Consider
fields of the form given by h = δΛ. Since δ

2 = 0 (recall we are taking ε1 = ε2)
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it follows that δh = 0. It is natural to consider the δ cohomology, i.e., the
equivalence classes of chiral fields modulo the addition of trivially chiral
fields. As usual the cohomology elements can be viewed as

(9.59) {δΦ = 0}/{Φ = δΛ}.

The study of this cohomology is also very natural to consider from the view-
point of the QFT, because the addition of trivially chiral fields to the chiral
fields does not affect the correlation functions:

(9.60) 〈f + δΛ〉 = 〈f〉.

This follows from the δ symmetry of the action. The QFT gives a natural
evaluation on the cohomology elements (analogous to the integration of top
forms on manifolds in the context of de Rham cohomology).

We can also study the corresponding cohomology ring. We consider
the product of chiral fields and consider only the cohomology class of the
product (as usual, one can check that the product does not depend on the
choice of the representatives). In the present context this cohomology ring
is called the chiral ring.

We will now evaluate the chiral ring for bosonic fields. Note that if f(z)
is a holomorphic function of z then

(9.61) δε1=ε2(f(z)ψ1) = f(z)∂W (z).

This implies that the bosonic chiral fields (which are holomorphic functions
of z) are trivially chiral if they have a ∂W (z) as a factor. In other words,
we find that the chiral ring is given by

(9.62) R = C[z]/{I},

where I is the ideal generated by the ∂W . As an example, consider

(9.63) W (z) =
1

n + 1
zn+1 − λz,

(where λ is a constant). Since ∂W = zn − λ, this implies that the chiral
ring is generated by one element z with the relation zn = λ. Thus the
ring elements are given by R = {1, z, z2, . . . , zn−1}. Moreover, since the
correlation functions make sense as evaluations on the cohomology elements,
we learn that the correlation functions of zi+kn and ziλk are equal. This can
also be checked directly from the computation of the correlation function for
chiral fields, as shown in Eq. (9.56). In fact in this case one easily sees that
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〈zr〉 is zero for all r except when r ≡ 0 mod n, in which case the correlation
function is

(9.64) 〈zkn〉 = nλk.

9.6.2. Multivariable Case. The supersymmetric quantum field theo-
ries we have studied can of course be naturally extended to many variables,
both in the real case as well as in the Landau–Ginzburg case. Here we will
write the LG case explicitly and leave the other case as an exercise for the
reader.

For multi-variable LG theory we have variables (zi, ψ
i
1, ψ

i
2) and their

complex conjugates, where i = 1, · · ·N . The action is a simple generalization
of the action considered before and is given by

(9.65) S(zi, ψ
i
1, ψ

i
2) =

N∑
i=1

|∂iW (z1, . . . , zN )|2 −∂i∂jW ψi
1ψ

j
2 −∂i∂jW ψ

i
1ψ

j
2.

Localization implies that the partition function and correlation functions of
holomorphic functions (or anti-holomorphic functions) localize at the critical
points of W , ∂iW = 0∀i. The chiral ring in this case is given by

(9.66) R = C[z1, . . . , zN ]/{I},

where I is the ideal generated by ∂iW .
An interesting set of examples we will encounter later involves LG the-

ories with a quasi-homogeneous superpotential W . These are W ’s that are
polynomials in the zi with the property that

(9.67) W (λq1z1, . . . , λ
qN zN ) = λW (z1, . . . , zN )

for some weights qi. We can think about this as introducing a gradation on
the fields, where zi has grade qi and the products of fields are compatible
with the addition of the gradation. In physics terminology one calls this a
U(1) charge. In this case the chiral ring R will also inherit the gradation.

We will mainly encounter cases where W corresponds to an isolated
singularity. This means that if we consider ∂iW = 0 for all i, the only
solution is at the origin, zi = 0.

Exercise 9.6.1. Show that for an isolated quasi-homogeneous singular-
ity the Poincaré polynomial of the chiral ring (also known as the singularity
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ring) defined by P (t) =
∑

Xα∈R tQα, where Qα is the gradation of the chiral
field Xα, is given by

(9.68) P (t) =
∏

i

(1 − t1−qi)
(1 − tqi)

,

Show that this implies that the dimension of R is

(9.69) dimR =
∏

i

(1 − qi)
qi

and that for every element of charge Qα there is an element of charge D−Qα

(the analogue of Poincaré duality for LG theories), where

(9.70) D =
∑

i

(1 − 2qi).

This is why we sometimes say that the corresponding LG theory has dimen-
sion D given by the above formula.





CHAPTER 10

QFT in Dimension 1: Quantum Mechanics

In this chapter we consider one-dimensional quantum field theories, also
known as quantum mechanics. We give a brief introduction to quantum
mechanics and discuss certain aspects of it in the context of supersymmetric
quantum mechanics.

We introduce various examples. In particular we consider supersymmet-
ric quantum mechanical systems corresponding to maps from one-dimen-
sional space to target spaces that are Riemannian manifolds (we also spe-
cialize to the case of Kähler manifolds). These are known as sigma models.
We discuss the operator formalism of supersymmetric quantum mechanics
and relate the Hilbert space in this context with the space of differential
forms on the manifold. The supersymmetry operator gets identified with
the d operator and the Hamiltonian with the Laplacian acting on differen-
tial forms on the manifold. Above all, the supersymmetric ground states
will be the main focus of the discussion. These turn out to correspond to
cohomology elements of the manifold. We also consider introducing a “po-
tential” on the manifold (i.e., a choice of function on the manifold) which
deforms the theory, and relate certain aspects of this quantum-mechanical
system to Morse theory.

These examples will serve as simple concrete models to appreciate the
structure of the supersymmetry algebra. It is also a good preparation for
the (1 + 1)-dimensional supersymmetric field theories to be discussed in
upcoming chapters.

10.1. Quantum Mechanics

We start with a brief introduction to quantum mechanics without super-
symmetry. In the path-integral formalism, which generalizes our discussion
of zero-dimensional QFT, the partition function and the correlation func-
tions are expressed as integrations over fields defined on a one-dimensional
manifold. Also, we will have an alternative formulation — the operator

169
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formalism — based on states and operators, which only exists for QFTs
with d ≥ 1. As noted before, this arises when we consider manifolds with
boundaries, which in this context corresponds to considering an interval as
the manifold.

The one-dimensional space on which we formulate the QFT is either a
finite interval I, the real line R or the circle S1. It is parametrized by time
t. We first consider the case of a single bosonic field X, a map into a target
manifold that for the moment we take to be R:

(10.1) X : I, R or S1 → R.

We consider the action

(10.2) S =
∫

Ldt =
∫ {

1
2

(
dX

dt

)2

− V (X)

}
dt.

Here L is known as the Lagrangian. This is the action of a particle (of
mass 1) moving in the target space R under the influence of the potential
V (X). The equation of motion for the particle can be obtained by looking at
configurations X(t), which extremize the above action for a fixed boundary
value. That is,

(10.3) δS =
∫ {

dX

dt
δ

(
dX

dt

)
− dV

dX
δX

}
dt = 0.

Using integration by parts, we obtain the equation of motion (the Euler–
Lagrange equation),

(10.4)
d2X

dt2
= − dV

dX
.

In the zero-dimensional case considered in the previous chapter we had no
time derivatives and the action had only a potential term. The action, as
shown by Eq. (10.2), has no explicit time dependence and the system has
time translation symmetry. Namely, the action is invariant under X(t) →
X(t + α) for a constant α. If we let α depend on t, α = α(t), the action
varies as

(10.5) δS =
∫

dt α̇(t)
(

1
2
Ẋ2 + V (X)

)
,

where the dot over the field denotes d/dt. For a configuration that obeys
the equation of motion, Eq. (10.5) must be zero for any α(t). Integration
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by parts yields

(10.6)
d

dt

(
1
2
Ẋ2 + V (X)

)
= 0.

The quantity

(10.7) H =
1
2
Ẋ2 + V (X)

is a constant of motion. This is the energy of this system, or the Hamiltonian
in the canonical formalism. In general, following the same procedure one
can find a constant of motion, or a conserved charge, for each symmetry of
the action. This is called Noether’s procedure and the constant of motion
is called the Noether charge.

Let us consider the integral

(10.8) Z(X2, t2;X1, t1) =
∫

DX(t) eiS(X),

where integration is over all paths connecting the points X1, X2 such that
X(t1) = X1 and X(t2) = X2 as shown in Fig. 1. This integral is called a

t
1

t
2

X
1

X
2

Figure 1.

path-integral for the obvious reason. Since S(X) is real we are summing up
phases associated with different paths and the convergence of the integral is
a subtle problem. One can actually avoid this difficulty by considering the
“Euclidean theory” (which will also be useful for other purposes). This is
obtained by “Euclideanizing” the time coordinate t by the so-called Wick
rotation:1

(10.9) t −→ −iτ.

1The reason that it is called “Euclidean theory” will become clear when we consider

(1+1)- or higher-dimensional quantum field theory.
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Then the action becomes S(X) −→ iSE(X), where SE(X) is the Euclidean
action

(10.10) SE(X) =
∫ {

1
2

(
dX

dτ

)2

+ V (X)

}
dτ.

The path-integral is now given by

(10.11) ZE(X2, τ2;X1, τ1) =

X(τ2)=X2∫
X(τ1)=X1

DX(τ) e−SE(X).

Note that the kinetic term is positive semi-definite and the integral has a
better convergence property (as long as the potential V (X) grows at infinity
in X). We can also consider the partition function as the Euclidean path-
integral on the circle S1

β of circumference β:

(10.12) ZE(β) =
∫

X(τ+β)=X(τ)

DX(τ) e−S(X).

The most subtle part of the story is to define the measure of integration.
One way of defining it is to divide the time coordinate into intervals and
use a single variable in each interval. After the integration is done over
all the intervals we can take the size of the interval to zero. There are
technical issues here about how to make sense of this process. For the one-
dimensional path-integrals there are ways of rigorously defining the path-
integral using random walk techniques. In a “free field theory,” by which
we mean the action is quadratic, we can define it as a generalization of Eq.
(9.17) where the matrix M is now of infinite size. As we will see, one can
define the determinant of such an infinite matrix by so-called zeta function
regularization. If the theory is not free but the interaction term is small, one
can define the path-integral as the perturbation series in the small coupling
constant, as was done in the zero-dimensional example. In particular, just
as in the zero-dimensional QFT of Ch. 9, we can formulate a notion of
Feynman diagrams, with propagators and vertices etc.

Exercise 10.1.1. Formulate Feynman diagram perturbation theory for
quantum mechanics by following steps similar to those for the zero-dimen-
sional QFT.

Starting from path-integrals, we can move to the operator formalism,
which is how quantum mechanics was historically formulated. In general
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terms, the Hilbert space and operator formulation arises when we consider
manifolds with boundaries. To each boundary we associate a Hilbert space
that corresponds to fixing the field configurations at the boundary. In the
case at hand, i.e., one-dimensional QFT, the boundary is just a point. Fixing
the value of the field at the boundary corresponds to choosing delta function
distributions in this case. More precisely, the Hilbert space H in this case
is the space of complex-valued square-normalizable functions of the variable
X, i.e., H = L2(R; C), with its standard inner product

(10.13) 〈f, g〉 =
∫

f(X)g(X)dX.

This Hilbert space is considered to be the space of “states.” Let us consider
a mapping of a state at time t1 to a state at time t2,

(10.14) Zt2; t1 : H −→ H,

given by

(10.15) f(X1) �→ (Zt2; t1f)(X2) =
∫

Z(X2, t2;X1, t1)f(X1)dX1.

This is the operator representing the time evolution of the states. If the
action is invariant under the time translation, as in Eq. (10.2), then

(10.16) Z(X2, t2;X1, t1) = Z(X2, t2 − t1;X1, 0) =: Zt2−t1(X2, X1)

and Zt2; t1 = Zt2−t1; 0 =: Zt2−t1 . By definition, we have

(10.17)
∫

Zt3−t2(X3, X2)Zt2−t1(X2, X1)dX2 = Zt3−t1(X3, X1),

which expresses the obvious fact that the time evolution from t1 to t2 and
then from t2 to t3 is the same as the evolution from t1 to t3. In short,
ZtZt′ = Zt+t′ . Thus, the time evolution operator can be written as

(10.18) Zt = e−itH

for some operator H. The Noether charge in the classical theory corresponds,
in the quantum theory, to the generator of the associated symmetry trans-
formation.2 The generator H of the time translation is called the “Hamilton-
ian.” It is a Hermitian operator and the time evolution operator Zt = e−itH

is a unitary operator.
It turns out that H can be described in a systematic fashion for quantum-

mechanical systems. In particular, in the system with the classical action

2It is a good exercise to show this using the path-integral.
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described by Eq. (10.2), the Hamiltonian, which is also known as the energy
of the system, is given by Eq. (10.7) or

(10.19) H =
1
2
p2 + V (X),

where p is the conjugate momentum of X, p = δS/δẊ = ∂L/∂Ẋ, with S

and L as in Eq. (10.2). In the classical theory, X and p obey the relation

(10.20) {X, p} = 1,

where { , } is the Poisson bracket. It turns out that in quantum theory H

corresponds to the operator given by the same expression, where the Poisson
brackets are replaced by commutators and X and p satisfy the commutation
relation

(10.21) [X, p] = i.

From the above commutator it follows that when acting on the space of
functions of X we can identify X with multiplication by X and p with the
operator

(10.22) p := −i
d

dX
.

Thus X and p become Hermitian operators (we ignore boundedness issues
for the moment). In the Euclidean theory, e−itH is replaced with e−τH ,
which is not a unitary operator. We will not show why this dictionary
between the path-integral and operator formulations of quantum mechanics
works as indicated here, but just use it and check in examples how it works.

Now consider the partition function on the circle S1
β of circumference β.

This can be considered to be the Euclidean path-integral on the interval of
length β with the values of X at the initial and final end points identified
and integrated over. Thus, it is given by

(10.23) ZE(β) =
∫

dX1ZE,β(X1, X1) = Tr e−βH .

10.1.1. Examples. Simple Harmonic Oscillator. Consider the La-
grangian

(10.24) L =
1
2
Ẋ2 +

1
2
X2.

The Hamiltonian is given by

(10.25) H =
p2

2
+

X2

2
=

1
2
(p + iX)(p− iX) +

1
2
,
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where the last term is due to the fact that [X, p] = i. We define new
operators

(10.26) a =
1√
2
(p− iX), a† =

1√
2
(p + iX),

so that the Hamiltonian has a simple expression,

(10.27) H = a†a +
1
2
.

The operators a and a† obey the commutation relations

[a, a†] = 1,(10.28)

[a, a] = [a†, a†] = 0,(10.29)

from which it follows that

(10.30) [H, a] = −a, [H, a†] = a†.

Thus, if |ψ〉 is a state of energy E, i.e., if it satisfies

(10.31) H|ψ〉 = E|ψ〉,

then we have

(10.32) Ha|ψ〉 = (E − 1)a|ψ〉, and Ha†|ψ〉 = (E + 1)a†|ψ〉.

Namely, a and a† lower and raise the energy by one unit and for this reason
they are called the lowering and raising operators respectively. The ground
state |0〉 is defined as the state annihilated by the lowering operator,

(10.33) a|0〉 = 0.

This state has energy E0 = 1/2. The corresponding wave-function obeys the
differential equation (−i d

dX − iX)Ψ0(X) = 0 that corresponds to
(p − iX)|0〉 = 0. There is a unique solution (up to an overall constant)
given by

(10.34) Ψ0(X) = e−
1
2
X2

.

The Hilbert space is spanned by states |n〉 = (a†)n|0〉 of energy

(10.35) En = n +
1
2
.

Since we have determined the spectrum we can evaluate the partition
function:

(10.36) Z(β) = Tr e−βH =
∞∑

n=0

e−β(n+ 1
2
) =

1
2sinh(β/2)

.
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We can also evaluate the partition function in the path-integral formal-
ism

(10.37) Z(β) =
∫

X(t+β)=X(t)

DX(t) exp
(
−
∫

dt

(
1
2
Ẋ2 +

1
2
X2

))
.

The Euclidean action can be written as

(10.38)
1
2

∫
dt

(
1
2
Ẋ2 +

1
2
X2

)
=

1
2

∫
dtXΘX,

where Θ = − d2

dt2
+ 1. Let fn(t) be the orthonormal eigenfunctions of the

operator Θ,

(10.39) Θfn(t) = λnfn(t),
∫

f̄n(t)fm(t)dt = δn,m.

Then we can expand X(t) in terms of the eigenfunctions fn(t), X(t) =∑
n cnfn(t). We can use cn as the new variables in the path-integral,

e−S = e−
1
2

�
n λnc2n(10.40)

DX(t) =
∏
n

dcn√
2π

.(10.41)

The path-integral then becomes

(10.42) Z(β) =
∏
n

λ−1/2
n =

1√
det(Θ)

.

The eigenvalues of the operator Θ are

(10.43) λn = 1 +
(

2πn

β

)2

,

where n runs over all non-negative integers and there is one mode (constant
mode) for n = 0 and there are two modes (cos(2πnX/β) and sin(2πnX/β))
for n ≥ 1. Thus, we have

(10.44) Z(β) =
∞∏

n=1

(
1 +
(2πn

β

)2
)−1

.

We can write the above product as

(10.45) Z(β) =
∞∏

n=1

(
2πn

β

)−2 ∞∏
n=1

(
1 +
(2πn

β

)−2
)−1

.
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The second factor is a convergent product and is given by β/(2 sinh(β/2)).
The first factor is divergent and requires a regularization. This is done by
the zeta function regularization, as we now show. We consider a function

(10.46) ζ1(s) =
∞∑

n=1

(
2πn

β

)−2s

,

which is convergent for sufficiently large Re(s) and can be analytically con-
tinued to near s = 0. If we take the derivative at s = 0, we obtain
ζ ′1(0) =

∑∞
n=1 log(2πn/β)−2 and the infinite product can be identified as∏∞

n=1(2πn/β)−2 = exp ζ ′1(0). We note that the function ζ1(s) is related to
Riemann’s zeta function ζ(s) =

∑∞
n=1 n−s by ζ1(s) = (β/2π)2sζ(2s) and

therefore ζ ′1(0) = 2 log(β/2π)ζ(0) + 2ζ ′(0). Using the property ζ(0) = −1/2
and ζ ′(0) = −(1/2) log(2π) of Riemann’s zeta function, we obtain ζ ′1(0) =
− log(β/2π) − log(2π) = − log β. Thus, the first factor of Eq. (10.45) is
regularized as exp ζ ′1(0) = 1/β and the partition function is given by

(10.47) Z(β) =
1
β
· β

2 sinh(β/2)
.

This agrees with the result obtained in the operator formalism.
Sigma Model on a Circle. As another example we consider the case
when the target space is the circle S1

R of circumference R and the potential
is trivial, V (X) = 0. The field X is now a periodic variable

(10.48) X ∼ X + R.

The action is given by

(10.49) S(X) =
∫

1
2
Ẋ2dt,

and the Hamiltonian is

(10.50) H =
1
2
p2 = −1

2
d2

dX2
.

The eigenfunctions and the eigenvalues of the Hamiltonian are

(10.51) ψn = e2πinX/R, En =
2π2n2

R2
, n ∈ Z.

Using the operator formalism we find the partition function to be

(10.52) Z(β) = Tr e−βH =
∞∑

n=−∞
e−β2π2n2/R2

.
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In the path-integral approach we have

(10.53) Z(β) =
∫

DX e−SE(X) =
∫

DX e−
� β
0

1
2
( dX

dτ
)2dτ .

Here the integration is over all maps of S1
β to S1

R. The topological type of
the map (i.e., the connected component in the space of all maps) is classified
by the winding number, m, which is an integer. Thus, the path-integral is
the sum over all possible winding sectors

(10.54) Z(β) =
∞∑

m=−∞

∫
DXm e−SE(Xm),

where Xm is a variable that represents a map of winding number m, Xm(β) =
X(0) + Rm. It is convenient to express the variable Xm as

(10.55) Xm(τ) =
mτR

β
+ X0(τ),

where X0(τ) is a periodic function. The action for this Xm is given by

(10.56) SE(Xm) =
m2R2

2β
+
∫ β

0
X0

(
−1

2
d2

dτ2

)
X0dτ.

Then the path-integral becomes

(10.57) Z(β) =
∞∑

m=−∞
e−

m2R2

2β

∫
DX0 e−

� β
0 X0

�
− 1

2
d2

dτ2

�
X0dτ

.

The integrals over X0 are common to all m:

(10.58)
R
√

β√
2π

· 1√
det′

(
− d2

dτ2

) .

The first factor is from integration over the zero mode (constant mode). The
factor 1/

√
2π comes from the definition of the measure (as in Eq. (10.41))

and the factor
√

β arises because the normalized zero mode is 1/
√

β and
therefore the integration variable takes values in [0, R

√
β] rather than [0, R].

On the other hand, det′
(
− d2

dτ2

)
in the second factor is the determinant of

the operator − d2

dτ2 acting on the nonzero modes. For each n �= 0 there is
one mode with eigenvalue (2πn/β)2 for − d2

dτ2 . Thus, the determinant is

(10.59) det ′
(
− d2

dτ2

)
=
∏
n �=0

(
2πn

β

)2

= β2,
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where the zeta function regularization is assumed (and the computation in
the previous example is directly applied). Thus the path-integral gives

(10.60) Z(β) =
R√
2πβ

∞∑
m=−∞

e−
m2R2

2β .

This looks different from the result obtained from the operator formalism,
Eq. (10.52), but in fact it is exactly equal to that due to an identity known
as the Poisson resummation formula.3

Sigma Model on the Real Line R. Let us finally consider the theory of
single bosonic field X without a potential, V (X) = 0. The action is simply

(10.61) S =
∫

1
2
Ẋ2 dt.

This theory can be considered to be the sigma model on the real line R. The
Hamiltonian is given by

(10.62) H =
1
2
p2.

For any k, the plane-wave

(10.63) Ψk(X) = eikX

is the momentum eigenstate of momentum p = k. This is of course the
Hamiltonian eigenstate of energy

(10.64) Ek =
1
2
k2.

Unlike in the previous two examples, the wave-functions Ψk are not square-
normalizable but satisfy the orthogonality relation

(10.65)
∫

Ψ∗
k(X)Ψk′dX = 2πδ(k − k′).

Also, the spectrum is continuous and the partition function Z(β) = Tr e−βH

is not well defined. If we consider this theory to be the R → ∞ of the sigma

3The Poisson resummation formula can be obtained as follows. We first note the

identity
∞�

n=−∞
δ(x + 2πn) =

1

2π

∞�
m=−∞

eimx.

Multiplying by e−
α
2 x2

and integrating over x, this identity yields

∞�
n=−∞

e−
α
2 (2πn)2 =

1

2π

∞�
m=−∞

�
eimx− α

2 x2
dx =

1√
2πα

∞�
m=−∞

e−
1
2α

m2
.

In the case at hand, α = β/R2.
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model on S1
R, then by using Eq. (10.60) the partition function can be written

as

(10.66) Z(β) = lim
R→∞

R√
2πβ

∞∑
m=−∞

e−
m2R2

2β =
limR→∞ R√

2πβ
.

10.1.2. More General Sigma Models. So far we have considered a
rather simple target space, namely the flat space or a circle. We can also
consider quantum-mechanical systems with the target being manifolds with
non-trivial topology and metric. These more general cases are also known
as non-linear sigma models.

Consider the case of a non-linear sigma model with target space a Rie-
mannian manifold with metric gij(X). The action in this case is

(10.67) S = 1
2

∫
dt gij(X)dXi

dt
dXj

dt .

We can expand the metric in Riemann normal coordinates around any point,

(10.68) gij(X) = δij + CijklX
kX l + · · · .

Thus we see that we have a quadratic term in the action as well as quar-
tic and higher-order terms (involving the curvature). This makes explicit
computations in the path-integral more difficult. It is possible to obtain the
path-integral as a perturbation series, starting from the quadratic term in
the fields, but it will be very hard to obtain the exact result in this way. In
this case, it turns out that the operator approach is more powerful.

Recall that in the quantum theory X is the position operator and the
associated conjugate momentum is

(10.69) Pi :=
δS

δẊ i
= gij∂tX

j .

X and P satisfy the commutation relation

(10.70) [X i, Pj] = iδi
j .

To define the Hamiltonian, we start from the classical expression of the
energy for this system, which is given by

H =
1
2
gij(X)PiPj .

In the quantum theory the above expression for the Hamiltonian is ambigu-
ous, because X and P do not commute. Requiring H to be Hermitian places
some constraint but is not strong enough to fix H uniquely. It is clear from
the above expression that H is a kind of Laplacian acting on functions over
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the manifold. But one has many inequivalent quantum choices for H that
reduce to the same classical object.

Exercise 10.1.2. Show why the above Hamiltonian is related to the
Laplacian acting on functions on the manifold.

This ambiguity in the choice of quantization of this system is related to
different ways of making sense of the measure in the path-integral. As we
will see when we discuss the supersymmetric sigma model, maintaining su-
persymmetry fixes the ambiguity in operator-ordering for the Hamiltonian.

At any rate, once we fix a choice of Hamiltonian we can compute, for
example, the partition function on a circle, which in the operator formula-
tion is given by Tr e−βH , in terms of the spectrum of the Laplacian on the
manifold.

10.1.3. Semi-Classical Approximation. If the action is not qua-
dratic in the fields it is difficult to determine the spectrum exactly and
to compute the partition function. In such cases an approximation scheme
can be used to express the partition function in terms of an expansion pa-
rameter.

Let S(X) be the action and Xcl be a solution of the classical equations
of motion, i.e.,

(10.71)
δS

δX

∣∣∣∣
X=Xcl

= 0.

Then we can expand the action around the classical solution,

(10.72) S(X) = S(Xcl) +
(δX)2

2
δ2S

δX2

∣∣∣∣
X=Xcl

+ · · · .

Keeping only the terms in the action up to quadratic order in δX, we can
evaluate the partition function as

Z =
∫

DX e
i
�
S(X),

= eiS(Xcl)

∫
DδX ei

(δX)2

2

δ2S(Xcl)

δX2 +···

≈ eiS(Xcl)
1√

det( δ2S(Xcl)
δX2 )

.

(10.73)

A good approximation to the path-integral is to take the above Z summed
over all the classical solutions to the system, and include the determinant
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of the operator obtained by integrating over the quadratic terms near each
classical solution. This is called the semi-classical approximation. In general
this is only an approximation valid when the fields do not vary too much
from the classical configurations. As we will see later in the context of su-
persymmetric theories, however, for certain computations the semi-classical
computation is exact. In fact, we have already seen examples of this in the
context of the zero-dimensional supersymmetric QFTs, where we saw that
the sum of the contributions of the path-integral near the critical points of a
superpotential, which are analogues of the classical solutions in this context,
give the exact result. The analogue of the determinants in that context gave
us the +/− sign contributions.

10.2. The Structure of Supersymmetric Quantum Mechanics

We now embark on the study of quantum mechanics with supersym-
metry, or supersymmetric quantum mechanics. In quantum mechanics, in
general, it is very hard to find exact information such as the spectrum of
the Hamiltonian and the correlation functions. This is also true for super-
symmetric quantum mechanics. However, a particular class of data can be
obtained exactly in supersymmetric theories, the most important of which
are the supersymmetric ground states. This will be the focus of the present
section. Also, one can exactly evaluate correlation functions of operators
that preserve a part of the supersymmetry. We will see that these data can
be obtained by employing the localization principle and deformation invari-
ance, as discussed before in the context of zero-dimensional supersymmetric
QFTs.

10.2.1. Single-Variable Potential Theory. We start our study with
a specific example. The example is the supersymmetric generalization of our
potential theory with a single variable x. The theory has a superpartner of
x that is a complex fermion ψ. The Lagrangian is given by

(10.74) L =
1
2
ẋ2 − 1

2
(
h′(x)

)2 +
i

2

(
ψ ψ̇ − ψ̇ ψ

)
− h′′(x)ψψ,

where ψ is the complex conjugate of ψ, ψ=ψ†. The second term, −1
2(h′(x))2,

is the potential term −V (x). Needless to say, ψ and ψ are anti-commuting
variables. The Lagrangian is real, as one can check by using the property
(ψψ)† = ψ†ψ

† = ψψ.
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Let us consider a transformation of the fields

δx = εψ − εψ,

δψ = ε(iẋ + h′(x)),(10.75)

δψ = ε(−iẋ + h′(x)),

where ε = ε1 + iε2 is a complex fermionic parameter and ε is its complex
conjugate, ε = ε∗. Under this variation of fields, the Lagrangian changes by
a total derivative in time δL = d

dt(· · · ) and therefore the action is invariant:

(10.76) δS =
∫

δL dt = 0,

as long as the boundary variation vanishes. Thus, the system has a sym-
metry associated with the transformation shown in Eq. (10.75). Since the
variation parameter is fermionic, such a symmetry is called a fermionic sym-
metry. We can also see that (up to the equations of motion)

(10.77) [δ1, δ2]x = 2i(ε1ε2 − ε2ε1)ẋ, [δ1, δ2]ψ = 2i(ε1ε2 − ε2ε1)ψ̇,

where δi is the fermionic transformation Eq. (10.75) with the variation pa-
rameter ε = εi (i = 1, 2). Roughly speaking, the square of the fermionic
transformation is proportional to the time derivative. Such a fermionic
transformation is called a supersymmetry. We refer to this situation by say-
ing that the classical system with the Lagrangian shown in Eq. (10.74) has
supersymmetry generated by Eq. (10.75). This QFT is a one-dimensional
generalization of the supersymmetric zero-dimensional QFT discussed be-
fore. In fact, if we take the one-dimensional space to be a circle S1 of radius
β, in the limit where β → 0, the path-integral is dominated by configurations
which are independent of the position on the S1.

Exercise 10.2.1. Show this in the Euclidean formulation of the path-
integral.

In other words, in this limit we can consider the fields x and ψ to be in-
dependent of t. It is then easy to see that the action as well as the super-
symmetry transformations reduce to what we have given for the case of the
zero-dimensional supersymmetric QFT.

To find the conserved charges corresponding to the supersymmetry, we
follow the Noether procedure. Namely, we take the variational parameter
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ε to be a function of time, ε = ε(t), and see how the action varies. The
variation takes the form

(10.78) δ

∫
Ldt =

∫
(−iε̇ Q− iε̇ Q) dt,

where

Q = ψ
(
iẋ + h′(x)

)
,(10.79)

Q = ψ
(
−iẋ + h′(x)

)
.(10.80)

These are the conserved charges associated with the supersymmetry. We
call them supercharges. As one can see, Q and Q are complex conjugates of
each other,

(10.81) Q = Q†,

and the number of supercharges is two in real units.
Let us quantize this system. Conjugate momenta for x and ψ are given

by p = ∂L/∂ẋ and πψ = ∂L/∂ψ̇ = iψ.4 The idea behind πψ = iψ is
that by partial integration the fermionic part of the action is given by∫

(iψψ̇ − h′′(x)ψψ)dt. We consider this as the first order formalism of the
classical mechanics S =

∫
{pdq − H(p, q)dt} (which will also yield that the

fermionic part of the classical Hamiltonian is h′′(x)ψψ). By moving from the
classical system to the quantum system, we have the canonical commutation
relation given by

(10.82) [x, p] = i,

and {ψ, πψ} = i or

(10.83) {ψ, ψ } = 1,

with all the other (anti-)commutators vanishing. Here the only novel fea-
ture is that between pairs of fermionic operators we have anti-commutation
relations rather than commutation relations.5 The Hamiltonian is given by

(10.84) H =
1
2
p2 +

1
2
(h′(x))2 +

1
2
h′′(x)(ψψ − ψψ).

Here we have chosen a specific ordering in the last term. In the classi-
cal theory h′′(x)(cψψ − (1 − c)ψψ) are equivalent for any c, but in the

4The ordering for Grassmann derivatives has been chosen such that (∂/∂ψ1)(ψ1ψ2) =

−ψ2.
5{a, b} := ab + ba.
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quantum theory the change in c alters the Hamiltonian because of the anti-
commutation relation shown in Eq. (10.83). Later we will see the reason
behind the choice c = 1/2. To complete the quantization we must determine
the representation of these operators. In the case of a bosonic variable, the
(bosonic) Hilbert space is the space of square-normalizable wave-functions
and the action of the operators on such a function Ψ(x) is given by

(10.85) x̂Ψ(x) = xΨ(x), pΨ(x) = −i
d

dx
Ψ(x).

(The x̂ notation emphasizes that x is being thought of as an operator.)
For the fermionic variables, we note that the anti-commutation relations
{ψ, ψ} = 1 and {ψ, ψ} = {ψ, ψ} = 0 look like the algebra of lowering and
raising operators: [a, a†] = 1 and [a, a] = [a†, a†] = 0, which we found in
the simple harmonic oscillator. Indeed, if we define the fermion number
operator F such that

(10.86) F = ψψ,

it satisfies the commutation relation with ψ and ψ:

(10.87) [F, ψ] = −ψ, [F, ψ] = ψ.

As in the quantization of the harmonic oscillator, we define a state |0〉 an-
nihilated by the “lowering operator”

(10.88) ψ|0〉 = 0.

Then one can build up a tower of states multiplying |0〉 by powers of the
“raising operator” ψ. However, by the fermionic statistics, ψ

2
= 0 and the

height of the tower is just 1. Namely, the space is the two-dimensional space
spanned by 6

(10.89) |0〉, ψ|0〉.

With respect to this basis the operators are represented by the matrices

(10.90) ψ =

(
0 1
0 0

)
, ψ =

(
0 0
1 0

)
.

The total Hilbert space of states is thus given by

(10.91) H = L2(R,C)|0〉 ⊕ L2(R,C)ψ|0〉.

6We note that the algebra of ψ and ψ is the same as the Clifford algebra on �
2 . The

above representaion is its unique irreducible representation.
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We denote the first and second components as

HB = L2(R,C)|0〉,(10.92)

HF = L2(R,C)ψ|0〉,(10.93)

and call them the space of bosonic states and the space of fermionic states
respectively. The operator F = ψψ is zero on HB and F = 1 on HF . Thus,
there is a Z2 grading on H given by (−1)F .

The charges Q and Q† = Q given by Eq. (10.79) and Eq. (10.80), or

Q = ψ
(
i p + h′(x)

)
,(10.94)

Q = ψ
(
−i p + h′(x)

)
,(10.95)

commute with the Hamiltonian

(10.96) [H,Q] = [H,Q] = 0,

and are indeed conserved charges in the quantum theory.

Exercise 10.2.2. Verify the above commutation relation using the com-
mutation relations of x, p, ψ and ψ. Also show that the supercharges gen-
erate the fermionic symmetry shown in Eq. (10.75). Namely, for any com-
bination of (x, ψ, ψ), O = O(x, ψ, ψ), we have

(10.97) δO = [δ̂,O], δ̂ := εQ + εQ.

Note that the Hermiticity, as in Eq. (10.81), means δ̂† = −δ̂ (e.g., (εQ)† =
Q†ε† = Qε = −εQ), which is consistent with (δO)† = δO† since [δ̂,O]† =
[O†, δ̂†].

The supercharges act on the Hilbert space and map bosonic states to
fermionic states and vice versa. This can be considered the consequence of
the relation

(10.98) Q(−1)F = −(−1)F Q, Q(−1)F = −(−1)F Q,

which follows from

(10.99) [F,Q] = Q, [F,Q] = −Q.

Because of the relations ψ2 = ψ2 = 0, the supercharges are nilpotent:

(10.100) {Q,Q} = {Q,Q} = 0.
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Now let us compute the anti-commutation relation between Q and Q:

{Q,Q} ={ψ(ip + h′(x)), ψ(−ip + h′(x))}

={ψip, ψ(−i)p} + {ψh′(x), ψh′(x)}

+ i{ψp, ψh′(x)} − i{ψh′(x), ψp}

=p2 + (h′(x))2 + iψpψh′(x) + iψh′(x)ψp

− iψh′(x)ψp − iψpψh′(x)

=p2 + (h′(x))2 + i(ψψ − ψψ)[p, h′(x)]

=p2 + (h′(x))2 + h′′(x)(ψψ − ψψ).

(10.101)

We note that this is equal to 2H. Specifically, the supercharges obey the
anti-commutation relation

(10.102) {Q,Q} = 2H.

We shall call a quantum mechanics with a Z2 grading (−1)F a supersym-
metric quantum mechanics when there are operators Q and Q obeying the
(anti-)commutation relation given above. Such a quantum mechanics has
special properties which will be described below. Note that we have cho-
sen the operator ordering in Eq. (10.84) so that the resulting theory is a
supersymmetric quantum mechanical system.

10.2.2. The General Structure of Hilbert Space and the Super-
symmetric Index. We now derive some general properties of supersym-
metric quantum mechanics.

By definition, supersymmetric quantum mechanics (with two super-
charges) is a quantum mechanics with a positive definite Z2-graded Hilbert
space of states H with an even operator H as the Hamiltonian and odd
operators Q and Q† as supercharges. These operators obey the following
commutation relations:

Q2 = Q†2 = 0,(10.103)

{Q,Q†} = 2H.(10.104)

As a consequence, the supercharges are conserved:

(10.105) [H,Q] = [H,Q†] = 0.
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The operator defining the Z2-grading is denoted by (−1)F . Hereafter we
use Q† and Q interchangeably. Since the Hamiltonian is even and the su-
percharges are odd, H(−1)F = (−1)FH, Q(−1)F = −(−1)FQ, Q(−1)F =
−(−1)F Q. We denote the even subspace of H (on which (−1)F = 1) by HB

and the odd subspace (on which (−1)F = −1) by HF . The Hamiltonian
preserves the decomposition H = HB ⊕HF while the supercharges map one
subspace to the other:

Q,Q† : HB −→ HF ,(10.106)

Q,Q† : HF −→ HB.(10.107)

The first consequence of the algebra and the positive-definiteness of the
Hilbert space is that the Hamiltonian is a non-negative operator

(10.108) H = 1
2{Q,Q†} ≥ 0.

A state has zero energy if and only if it is annihilated by Q and Q†:

(10.109) H|α〉 = 0 ⇐==⇒ Q|α〉 = Q|α〉 = 0.

Due to the non-negativity of the Hamiltonian, a zero energy state is a ground
state. States annihilated by Q or Q are states invariant under the super-
symmetry and are called supersymmetric states. What we have seen above
is that a zero energy ground state is a supersymmetric state and vice versa.
Thus, in what follows we call such a state a supersymmetric ground state.

The Hilbert space can be decomposed in terms of eigenspaces of the
Hamiltonian

(10.110) H =
⊕

n=0,1,...

H(n), H|H(n)
= En.

We accept the convention that E0 = 0 < E1 < E2 < · · · (if there is no zero
energy state we set H(0) = 0). Since Q, Q and (−1)F commute with the
Hamiltonian, these operators preserve the energy levels:

(10.111) Q,Q, (−1)F : H(n) −→ H(n).

In particular, each energy level H(n) is decomposed into even and odd (or
bosonic and fermionic) subspaces

(10.112) H(n) = HB
(n) ⊕HF

(n),

and the supercharges map one subspace to the other:

Q,Q : HB
(n) −→ HF

(n) ; HF
(n) −→ HB

(n).(10.113)



10.2. THE STRUCTURE OF SUPERSYMMETRIC QUANTUM MECHANICS 189

Let us consider the combination Q1 := Q + Q†, which obeys

(10.114) Q2
1 = 2H.

This operator preserves each energy level, mapping HB
(n) to HF

(n) and vice
versa. Since Q2

1 = 2En at the nth level, as long as En > 0, Q1 is invertible
and defines an isomorphism

(10.115) HB
(n)

∼= HF
(n).

Thus, the bosonic and fermionic states are paired at each excited level. At
the zero energy level H(0), however, the operator Q1 squares to zero and
does not lead to an isomorphism. In particular the bosonic and fermionic
supersymmetric ground states do not have to be paired.

Now, let us consider a continuous deformation of the theory (i.e., the
spectrum of the Hamiltonian deforms continuously) while preserving super-
symmetry. Then the excited states (the states with positive energy) move in
bosonic/fermionic pairs due to the isomorphism discussed above. Some ex-
cited level may split to several levels but the number of bosonic and fermionic
states must be the same at each of the new levels. Some of the zero energy
states may acquire positive energy and some positive energy states may be-
come zero energy states, but those states must again come in pairs of bosonic
and fermionic states. This means that the number of bosonic ground states
minus the number of fermionic ground states is invariant. This invariant
can also be represented as

(10.116) dimHB
(0) − dimHF

(0) = Tr (−1)F e−βH .

This is because in computing the trace on the right-hand side the states with
positive energy come in pairs that cancel out when weighted with (−1)F , and
only the ground states survive. This invariant is called the supersymmetric
index or the Witten index and is sometimes also denoted by the shorthand
notation Tr (−1)F .

Since Q2 = 0 we have a Z2-graded complex of vector spaces

(10.117) HF Q−→ HB Q−→ HF Q−→ HB,
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and thus we can consider the cohomology of this complex,

HB(Q) :=
KerQ : HB → HF

ImQ : HF → HB
,

HF (Q) :=
KerQ : HF → HB

ImQ : HB → HF
.

(10.118)

The complex shown in Eq. (10.117) decomposes into energy levels. At each
of the excited levels, it is an exact sequence, and the cohomology vanishes.
This is seen by noting that if the vector |α〉 at the nth level is Q-closed,
Q|α〉 = 0, then by the relation 1 = (QQ† + Q†Q)/(2En) that holds on H(n)

we have |α〉 = QQ†|α〉/(2En); namely |α〉 is Q-exact. At the zero energy
level H(0), the coboundary operator is trivial, Q = 0, and the cohomology
is nothing but HB

(0) and HF
(0) themselves. Thus, we have seen that the

cohomology groups come purely from the supersymmetric ground states

(10.119) HB(Q) = HB
(0), HF (Q) = HF

(0).

In other words, the space of supersymmetric ground states is characterized
as the cohomology of the Q-operator.

So far, we have assumed only the Z2-grading denoted by (−1)F . How-
ever, in some cases there can be a finer grading such as a Z-grading that
reduces modulo 2 to the Z2-grading under consideration. Such is the case if
there is a Hermitian operator F with integral eigenvalues such that eπiF =
(−1)F . In fact, the example we discussed earlier has a fermion number F

that gives a Z grading (although in the Hilbert space only two values of F

were realized). The Hilbert space H can be decomposed with respect to the
eigenspaces of F as H = ⊕p∈�Hp and the bosonic and fermionic subspaces
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are simply HB = ⊕p evenHp and HF = ⊕p oddHp. Furthermore, if Q has
charge 1,

(10.120) [F,Q] = Q,

the Z2-graded complex shown in Eq. (10.117) splits into a Z-graded complex

(10.121) · · · Q−→ Hp−1 Q−→ Hp Q−→ Hp+1 Q−→ · · · ,

and there is a cohomology group for each p ∈ Z:

(10.122) Hp(Q) =
KerQ : Hp → Hp+1

ImQ : Hp−1 → Hp
.

Of course, the space of supersymmetric ground states is the sum of these
cohomology groups and the bosonic/fermionic decomposition corresponds
to

(10.123) HB
(0) =

⊕
p even

Hp(Q), HF
(0) =

⊕
p odd

Hp(Q).

The Witten index is then the Euler characteristic of the complex

(10.124) Tr (−1)F =
∑
p∈�

(−1)p dimHp(Q).

It is possible to generalize this consideration to the case with a Z2k-grading.
This is left as an exercise for the reader.

Finally, we provide a path-integral expression for the Witten index
Tr (−1)F e−βH together with that for the partition function Z(β) = Tr e−βH

on a circle of circumference β. These are given as

Z(β) = Tr e−βH =
∫

DXDψDψ|AP e−S(X,ψ,ψ) ,(10.125)

Tr (−1)F = Tr (−1)F e−βH =
∫

DXDψDψ|P e−S(X,ψ,ψ) ,(10.126)

where the subscript AP and P on the measure means that we impose anti-
periodic and periodic boundary conditions on the fermionic fields:

(10.127)
AP : ψ(0) = −ψ(β) , ψ(0) = −ψ(β) ,
P : ψ(0) = +ψ(β) , ψ(0) = +ψ(β) .

The fact that inserting (−1)F operator corresponds to changing the bound-
ary conditions on fermions is clear from and follows from the fact that
fermions anti-commute with (−1)F . So before the trace is taken, the fermions
are multiplied by an extra minus sign. What is not completely obvious is



192 10. QFT IN DIMENSION 1: QUANTUM MECHANICS

that without the insertion of (−1)F the fermions have anti-periodic bound-
ary condition along the circle. To understand this, let us consider the cor-
relation functions on the circle with insertions of fermions. Due to the
fermion number symmetry, the number of ψ insertions must be the same
as the number of ψ insertions for the correlators to be non-vanishing. We
consider the simplest case with the insertion of ψ(t1) and ψ(t2). Let us start
with t2 = 0 < t1 < β, and increase t2 so that it passes through t1 and “comes
back” to β. Due to the anti-commutativity of the fermionic operators, when
t2 passes through t1, the correlation function receives an extra minus sign.
Thus, the ordinary correlation function 〈ψ(t1)ψ(t2)〉S1

β
, which corresponds

to the trace without (−1)F , is antiperiodic under the shift t2 → t2 +β. The
rule (10.125)-(10.126) will also be confirmed when we explicitly compute the
partition functions in simple models, both in the path-integral and operator
formalisms.

We saw in the operator representation that Tr(−1)F e−βH is indepen-
dent of β. What this means in this context is that in the path-integral
representation on a circle of radius β with periodic boundary conditions,
the path-integral is independent of the radius of the circle. One can directly
see this in the path-integral language as well. Namely, the change of the
circumference is equivalent to insertion of H in the path-integral. This can
in turn be viewed as the Q variation of the field Q (in view of the com-
mutation relation {Q,Q} = 2H). For periodic boundary conditions on the
circle, Q is a symmetry of the path-integral (this only exists for periodic
boundary conditions for fermions because there is no constant non-trivial
ε that is anti-periodic along S1). And as in our discussion in the context
of zero-dimensional QFT, the correlators that are variations of fields under
symmetry operations are zero. Thus the insertion of H in the path-integral
gives zero, which is equivalent to β independence of the Witten index in the
path-integral representation.

10.2.3. Determination of Supersymmetric Ground States. Let
us find the supersymmetric ground states of the supersymmetric potential
theory. The supercharges are represented in the (|0〉, ψ|0〉) basis as

(10.128) Q = ψ(ip + h′(x)) =

(
0 0

d/dx + h′(x) 0

)
,
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(10.129) Q = ψ(−ip + h′(x)) =

(
0 −d/dx + h′(x)
0 0

)
.

We are looking for a state Ψ = f1(x)|0〉 + f2(x)ψ|0〉 annihilated by the
supercharges, QΨ = QΨ = 0. The conditions on the functions f1(x) and
f2(x) are the differential equations(

d

dx
+ h′(x)

)
f1(x) = 0,(10.130) (

− d

dx
+ h′(x)

)
f2(x) = 0.(10.131)

The equation itself is solved by

(10.132) f1(x) = c1 e−h(x), f2(x) = c2 eh(x).

It appears there are two solutions, but we are actually looking for square-
normalizable functions. Whether e−h(x) or eh(x) is normalizable or not
depends on the behaviour of the function h(x) at infinity, x → ±∞. We
consider three different asymptotic behaviors of h(x). (We assume polyno-
mial growth of |h(x)| at large x.)

• Case I: h(x) → −∞ as x → −∞ and h(x) → +∞ as x → +∞
(Fig. 3 (I)), or the opposite case where the sign of h(x) is flipped. In this
case the functions e−h(x) and eh(x) are diverging in either one of the infinities
x → ±∞ and are both non-normalizable. Thus, there is no supersymmetric
ground state. The supersymmetric index is of course zero:

(10.133) Tr (−1)F = 0.

• Case II: h(x) → ∞ at both infinities x → ±∞ (Fig. 3 (II)). In this
case e−h(x) decays rapidly at infinity and is normalizable, but eh(x) is not.
Thus, there is one supersymmetric ground state given by

(10.134) Ψ = e−h(x)|0〉.

Since this state belongs to HB, the supersymmetric index is

(10.135) Tr (−1)F = 1.

• Case III: h(x) → −∞ at both infinities x → ±∞ (Fig. 3 (III)). In
this case e−h(x) is not normalizable but eh(x) is. Thus, there is again one
supersymmetric ground state given by

(10.136) Ψ = eh(x)ψ|0〉.
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This time this state belongs to HF and the index is

(10.137) Tr (−1)F = −1.

I I I I I I

Figure 3

10.2.4. Example: Harmonic Oscillator. We now consider the ex-
ample of a supersymmetric harmonic oscillator. Namely, the case where the
function h(x) is given by

(10.138) h(x) =
ω

2
x2,

so that the potential V (x) = 1
2(h′(x))2 is that of the harmonic oscillator

(10.139) V (x) =
ω2

2
x2.

Note that we have a parameter ω which was set equal to ±1 in the treatment
of bosonic harmonic oscillator, see Fig. 4. As we will see later this is an
important example that provides the basis of the semi-classical treatment of
the more general models. (This semi-classical method will be one of the main
tools in our discussion of supersymmetric QFTs in subsequent sections).

Following the previous analysis, which is valid for any polynomial h(x),
we find that there is one supersymmetric ground state in both the ω > 0
and ω < 0 cases. For ω > 0, since h(x) grows to +∞ at infinity, |x| → ∞,
the supersymmetric ground state is given by

(10.140) Ψω>0 = e−
1
2
ωx2 |0〉.

For ω < 0, h(x) descends to −∞ at infinity, and the state is given by

(10.141) Ψω<0 = e−
1
2
|ω|x2

ψ|0〉.
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Note that in both cases, the x dependence of the wave-function Ψ is of the
form

(10.142) exp
(
−1

2
|ω|x2

)
.

ω> 0 ω 0<

Figure 4.

In this model, not only the supersymmetric ground states but also the
exact spectrum of the Hamiltonian can be obtained. The Hamiltonian is
given by

(10.143) H =
1
2
p2 +

1
2
ω2x2 +

1
2
ω[ψ, ψ].

The part (1/2)p2 + (ω2/2)x2 =: Hosc is the same as the Hamiltonian for the
simple harmonic oscillator and has the spectrum

(10.144)
|ω|
2

,
|ω|
2

+ |ω|, |ω|
2

+ 2|ω|, . . .

each with multiplicity 1, as was analyzed before in the case |ω| = 1. (The
two pieces of H commute, so we analyze the spectra independently.) Note
that the first eigenvalue |ω|/2 is positive; it is called the zero point oscillation
energy. Now the “fermionic part” of the Hamiltonian (ω/2)[ψ, ψ] =: Hf is
represented as the matrix

(10.145) Hf =
ω

2

(
−1 0
0 1

)
,

in the (|0〉, ψ|0〉) basis. Note that one of the eigenvalues, −|ω|/2, is negative
and we call it the fermionic zero point energy. Thus the spectrum of the



196 10. QFT IN DIMENSION 1: QUANTUM MECHANICS

total Hamiltonian H is given by{
0, |ω|, 2|ω|, · · ·

|ω|, 2|ω|, 3|ω|, · · ·
ω > 0,{

|ω|, 2|ω|, 3|ω| · · ·
0, |ω|, 2|ω|, · · ·

ω < 0.

(10.146)

In both the ω > 0 and ω < 0 cases, the zero energy is attained as a conse-
quence of the cancellation of the zero point oscillation energy |ω|/2 and the
fermionic zero point energy −|ω|/2. Note the boson–fermion pairing for pos-
itive energy, as was anticipated by our general discussion of supersymmetric
theories.

We now calculate the partition function and the Witten index. The
Hilbert space factorizes as

(10.147) H =
(
L2(R,C) ⊗ |0〉

)
⊕
(
L2(R,C) ⊗ ψ|0〉

)
,= L2 ⊗ C2

where L2 := L2(R,C) is the Hilbert space of the bosonic harmonic oscillator,
on which Hosc acts non-trivially, and C2 := C|0〉 ⊕ Cψ|0〉 is the space on
which Hf acts non-trivially. Given this factorization, the partition function
and the Witten index are given by

Z(β) := TrH e−βH = TrL2 e−βHosc · Tr� 2 e−βHf

Tr (−1)F := TrH[(−1)F e−βH ] = TrL2 e−βHosc · Tr� 2 [(−1)F e−βHF ].

(10.148)

Now we can calculate the individual parts

TrL2 e−βHosc =
∞∑

n=0

e−β(n+ 1
2
)|ω| =

1

e
β|ω|

2 − e−
β|ω|

2

,(10.149)

Tr� 2 e−βHf = e−
βω
2 + e

βω
2 ,(10.150)

Tr� 2 [(−1)F e−βHf ] = e−
βω
2 − e

βω
2 .(10.151)

Thus

Z(β) = Tr e−βH =
e

βω
2 + e−

βω
2

e
β|ω|

2 − e−
β|ω|

2

= coth(β|ω|/2)

Tr (−1)F e−βH =
e

βω
2 − e−

βω
2

e
β|ω|

2 − e−
β|ω|

2

=
ω

|ω| = ±1.

(10.152)

Note that the partition function depends on the circumference β of S1

whereas the supersymmetric index does not.
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The independence of the supersymmetric index from β can be exploited
to relate it to the computation done for the zero-dimensional QFT. Namely
we consider the limit β → 0, in which case in the path-integral computation
only the time independent modes contribute, and we are left with a finite-
dimensional integral that is exactly the same integral we found in the context
of the zero-dimensional QFT. This also explains why the Witten index is
equal to the partition function for the supersymmetric system considered
for the zero-dimensional QFT.

10.3. Perturbative Analysis: First Approach

Let us come back to the potential theory with general superpotential
h(x). The semi-classical method can be used to compute the supersymmet-
ric index exactly, thanks to supersymmetry. This also provides the starting
point for determining the supersymmetric ground states, not just the index.
In the case at hand both the number of ground states and the supersymmet-
ric index have been computed directly and the semi-classical analysis may
appear as unnecessary. However, this method is extendable to more general
models where exact ground state wave-functions are hard to obtain.

10.3.1. Operator Formalism. As we have seen, the supersymmetric
index is unchanged under smooth deformations of the theory. It is conve-
nient to compute the supersymmetric index in the limit where we rescale h

according to

(10.153) h(x) �→ λh(x), λ # 1.

The Hamiltonian is then given by

(10.154) H =
1
2
p2 +

λ2

2
(h′(x))2 +

λ

2
h′′(x)[ψ, ψ].

As λ → ∞, the potential term becomes large and the lowest energy states
become sharply peaked around the lowest values of (h′(x))2. Suppose there
is a critical point xi of h(x) where the potential term vanishes and let us
expand the function h(x) there:

(10.155) h(x) = h(xi) +
1
2
h′′(xi)(x− xi)2 +

1
6
h′′′(xi)(x− xi)3 · · · .
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We assume that the critical point is non-degenerate, that is, h′′(xi) �= 0. If
we rescale the variable as (x− xi) = 1√

λ
(x̃− x̃i), the expansion becomes

(10.156) h(x) = h(xi)+
1
2λ

h′′(xi)(x̃−x̃i)2+
1

6λ3/2
h′′′(xi)(x̃−x̃i)3+O(λ−2).

This shows that the Hamiltonian is expanded as a power series in λ−1/2 as

H =λ

(
1
2
p̃2 +

1
2
h′′(xi)2(x̃− x̃i)2 +

1
2
h′′(xi)[ψ, ψ]

)
+λ1/2(· · · ) + (· · · ) + O(λ−1/2),

(10.157)

where p̃ = −id/dx̃. Thus, we can consider the perturbation theory in λ−1/2,
where the leading term in the Hamiltonian is

(10.158) H0 =
1
2
p2 +

λ2

2
h′′(xi)2(x− xi)2 +

λ

2
h′′(xi)[ψ, ψ].

This is nothing but the Hamiltonian for the supersymmetric harmonic os-
cillator with ω = h′′(xi). Thus, the ground state in the perturbation theory
around xi is given by

Ψi = e−
λ
2
h′′(xi)(x−xi)

2 |0〉 + · · · if h′′(xi) > 0,(10.159)

Ψi = e−
λ
2
|h′′(xi)|(x−xi)

2
ψ|0〉 + · · · if h′′(xi) < 0,(10.160)

where + · · · represents subleading terms of the power series in λ−1/2. We
can find the subleading terms so that the energy is strictly zero to all orders
in λ−1/2. (To see this, insert the expansion shown in Eq. (10.156) into
either of the expressions e−

λ
2
h(x)|0〉 or e

λ
2
h(x)ψ|0〉.) Namely, we have one

supersymmetric ground state that is exact in the perturbation theory. The
supersymmetric index of this perturbation theory is

(10.161) Tr (−1)F =

{
1 h′′(xi) > 0,
−1 h′′(xi) < 0.

If there are N critical points x1, . . . , xN , and if all of them are non-degenerate,
then there are N approximate supersymmetric ground states Ψ1, . . . ,ΨN

that are exact in the perturbation theory around each critical point. Con-
sidering the sum of such perturbation theories as a deformation of the actual
theory, we can compute the Witten index. It is simply the sum of the index
for each perturbation theory and is given by

(10.162) Tr (−1)F =
N∑

i=1

sign(h′′(xi)).
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It is easy to see that this agrees with the exact result obtained earlier. For
example, in Case II, the number of xi with h′′(xi) > 0 is greater by one
compared to the number of xi with h′′(xi) < 0, and the sum shown in Eq.
(10.162) equals 1.

As we have seen, the number of exact supersymmetric ground states is
at most 1. Thus, although the above semi-classical analysis reproduces the
exact result for the Witten index, it fails for the actual spectrum of super-
symmetric ground states. This means that the states Ψ1, . . . ,ΨN are not
exactly the supersymmetric ground states of the actual theory. The failure
cannot be captured by perturbation theory since the Ψi are supersymmetric
ground states to all orders in the series expansion in λ−1/2. The effect that
gives energy to most of these states is non-perturbative in λ−1/2. Later in
this chapter, we will identify this non-perturbative effect and show how to
recover the exact result by taking it into account. The non-perturbative
effect is called “quantum tunneling.”

10.3.2. Path-Integral Approach — Localization Principle. We
next evaluate the Witten index using the path-integral. As we noted earlier,
this is done by computing the path-integral on a circle of arbitrary radius
(we choose it to be 1),

(10.163) Tr (−1)F =
∫

DXDψDψ|P e−SE(X,ψ,ψ),

where the periodic boundary condition is imposed on the fermions. The
Euclidean action is given by

(10.164) SE =
∫ 2π

0

{
1
2

(
dx

dτ

)2

+
1
2
(h′(x))2 + ψ

d

dτ
ψ + h′′(x)ψψ

}
dτ.

This action is invariant under the supersymmetry transformations

δx = εψ − εψ,

δψ = ε

(
−dx

dτ
+ h′(x)

)
,(10.165)

δψ = ε

(
dx

dτ
+ h′(x)

)
,

which is compatible with the periodic fermionic (and bosonic) boundary
conditions.

Recall from our discussion of the zero-dimensional QFT that if the ac-
tion is invariant under some supersymmetries, the path-integral localizes to
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regions where the supersymmetric variations of fermionic fields vanish. This
follows simply from the integration rules over fermions and applies to any
supersymmetric QFT in any dimension. We will thus apply the localization
principle to this one-dimensional QFT. By the localization principle, the
path-integral is concentrated on the locus where the right-hand side of the
fermion variations δψ and δψ vanishes. Namely, it is concentrated on

(10.166)
dx

dτ
= h′(x) = 0,

which is given by the constant maps to the critical points x1, . . . , xN .
The path-integral around the critical point xi is given by the Gaussian

integral, keeping only the quadratic terms in the action. Setting ξ := x−xi,
the action in the quadratic approximation is given by

(10.167) S
(i)
E =

∫ 2π

0

{
1
2
ξ

(
− d2

dτ2
+ h′′(xi)2

)
ξ + ψ

(
d

dτ
+ h′′(xi)

)
ψ

}
dτ.

The path-integral around the constant map to xi is given by∫
DξDψDψ|P e−S

(i)
E =

det(∂τ + h′′(xi))√
det(−∂2

τ + (h′′(xi))2)
,

=
∏

n∈�(in + h′′(xi))√∏
n∈�(n2 + (h′′(xi))2)

=
h′′(xi)
|h′′(xi)|

.

Summing up the contributions of all the critical points, we obtain

(10.168) Tr (−1)F e−βH =
N∑

i=1

sign(h′′(xi)),

which is the same result obtained in the operator formalism. Note also that,
as before, the non-constant modes along the S1 (indexed by Fourier mode n)
cancel among bosons and fermions and we are left with the constant mode,
which thus leads exactly to the computation for the supersymmetric QFT
in dimension 0.

Note that the periodic boundary condition for the fermions is crucial
for the existence of supersymmetry, as shown by Eq. (10.165), in the path-
integral. If we imposed anti-periodic boundary conditions there would be no
supersymmetry to begin with and our arguments about localization would
not hold. This is the reason the partition function without the insertion of
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(−1)F (i.e., with anti-periodic boundary conditions for fermions) does not
localize near the critical points.

10.3.3. Multi-Variable case. Let us consider a supersymmetric po-
tential theory with many variables. We consider a theory of n bosonic and
2n fermionic variables xI , ψI , ψI (I = 1, . . . , n), where ψI and ψI are com-
plex conjugate of each other. The Hamiltonian and the supercharges in this
case is a simple generalization of the ones in the single-variable case:

H =
1
2

∑
I

p2
I +

1
2
(∂Ih(x))2 +

1
2
(∂I∂Jh)[ψI , ψJ ],

Q =ψI(ipI + ∂Ih),

Q =ψI(−ipI + ∂Ih),

(10.169)

where h(x) is a function of x = (x1, . . . , xn). It is in general difficult to
find the supersymmetric ground states. (If h(x) =

∑N
I=1 h(xI), however,

we have a decoupled system, and the supersymmetric ground state is the
tensor product of the supersymmetric ground states of the single-variable
theories.)

We now perform the semi-classical analysis to find the supersymmetric
ground states. As before, we rescale h(x) as λh(x) with λ # 1. Assume that
the critical points {x1, · · · , xN} of h(X) are isolated and non-degenerate.
Near each critical point xi we can choose coordinates ξ(i) such that

h(x) =h(xi) +
1
2
∂I∂Jh(xi) (xI − xI

i )(x
J − xJ

i ) + · · ·

=h(xi) +
∑

I

c
(i)
I (ξI

(i))
2 + · · · .

(10.170)

In the large λ limit, the ground state wave-functions are localized near the
critical points and the approximate ground states around xi are given by

(10.171) Ψi = e−
�n

I=1 λ|c(i)I |(ξI
(i)

)2
∏

J :c
(i)
J <0

ψJ |0〉.

Note that the number of ψI ’s is #{J |c(i)
J < 0}, which is the number of

negative eigenvalues of the Hessian ∂I∂Jh at xi. This number is called the
Morse index of the function h(x) at the critical point xi. Thus,

(10.172) number of ψI ’s in Ψi = Morse index of h(x) at xi =: µi.
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The approximate ground state is bosonic if the Morse index is even and
is fermionic if the Morse index is odd. The Witten index of the system is
therefore

(10.173) Tr (−1)F =
N∑

i=1

(−1)µi ,

As in the single-variable case, it is not necessarily the case that there are
as many supersymmetric ground states as the number of critical points of
h(x). It is quite likely that some non-perturbative effect lifts some of this
degeneracy. As promised before, this will be identified later in this chapter
as the quantum tunneling effect.

There are, however, cases where the number of critical points does agree
with the number of supersymmetric ground states. For example, if each of
the critical points has even Morse index, then all these approximate ground
states Ψi are really the supersymmetric ground states. This is because lifting
of zero energy states to positive energy states is possible only for pairs of
bosonic and fermionic states. In particular, in the large λ limit where all
other states have large positive energies, the number of supersymmetric
ground states is the same as the number of critical points. Likewise, if each
of the critical points has odd Morse index, then all the ground states are
fermionic and these span the space of supersymmetric ground states, at least
in the large λ limit. In the next example we consider a model to which this
remark applies.

10.3.4. Complex Case, n = 2m (Landau–Ginzburg Model). Let
us consider the case with an even number of variables n = 2m and let
us combine the 2m bosonic variables (xI) = (x1, y1, . . . , xm, ym) into m

complex variables

(10.174) zi = xi + iyi, i = 1, . . . ,m.

We consider the case in which the function h(xI) is the real part of a holo-
morphic function −W (zi) of (zi) = (z1, . . . , zm) (the minus sign here is not
essential; it is simply to match convention in later sections):

(10.175) h(xI) = −ReW (zi).
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We introduce the complex notation also for the fermions:

ψi = ψxi
+ iψyi

, ψi = ψxi
+ iψyi

,(10.176)

ψı = ψxi − iψyi
, ψı = ψxi − iψyi

.(10.177)

They are related under the Hermitian conjugation by (ψi)† = ψı and
(ψı)† = ψi. The Lagrangian of the system is expressed as

L =
m∑

i=1

(
|żi|2 + iψi∂tψ

ı + iψı∂tψ
i − 1

4
|∂iW |2

)
−1

2

∑
i,j

(
∂i∂jWψiψj + ∂ı∂Wψıψ

)
.

(10.178)

This theory is the one-dimensional QFT version of the zero-dimensional
Landau–Ginzburg theory discussed before. We shall refer to the holomorphic
function W as the superpotential.

We now assume that W has N critical points p1, . . . , pN that are all
non-degenerate, det ∂i∂jW (pa) �= 0. At each critical point one can expand
the holomorphic function W (zi) in the form

(10.179) W (z) =
m∑

i=1

(zi)2 + O((zi)3),

by an affine change of coordinates if necessary. Since (x + iy)2 = x2 − y2 +
2ixy, the function h(xI) = ReW (zi) is written as

(10.180) h(xI) =
m∑

i=1

{
−(xi)2 + (yi)2

}
+ O((zi)3).

In particular, the Morse index is µ = m. This is true at all critical points.
Namely, the N approximate ground states defined around the N critical
points of W all have (−1)F = (−1)m; they are all bosonic or all fermionic.
Thus, there is no chance for some of them to be lifted to positive energy
states. We see that the number of supersymmetric vacua is at least N and
the actual number is also N for a sufficiently large scaling parameter λ.

This system has more symmetry compared to the models we have been
studying. As in the zero-dimensional version, it has extended supersymme-
try. We recall that in the supersymmetric quantum mechanics considered
so far, the supersymmetry transformation has one complex parameter ε. In
the present model, there are actually two complex fermionic parameters ε+
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and ε−, where the transformation rules are

(10.181)
δzi = ε+ψi − ε−ψi,

δψi = iε−żi − ε+∂ıW,

δψi = −iε+żi − ε−∂ıW,

δzı = −ε+ψı + ε−ψı,

δψı = −iε−żı − ε+∂iW,

δψı = iε+żı − ε−∂iW.

If we set ε+ = ε− = ε, we recover the original supersymmetry. By the
Noether procedure, we find the four supercharges Q± and Q± that generate
the supersymmetry transformations via δO = [δ̂,O] with

(10.182) δ̂ = iε+Q− − iε−Q+ − iε+Q− + iε−Q+.

These are expressed as

Q+ = ψipi −
i

2
ψı∂ıW, Q− = ψipi +

i

2
ψı∂ıW,(10.183)

Q+ = ψıpı +
i

2
ψi∂iW, Q− = ψıpı −

i

2
ψi∂iW.(10.184)

We note that the ordinary supercharges Q and Q are simply the linear
combinations Q = i(Q− + Q+) and Q = −i(Q− + Q+), which is consistent
with δε±=ε = εQ+ εQ. Under an appropriate choice of operator ordering for
the Hamiltonian H, these supercharges obey the anti-commutation relations

{Qα, Qβ} = δαβH,(10.185)

{Qα, Qβ} = {Qα, Qβ} = 0.(10.186)

An extremely important fact is that the system can be considered as a
supersymmetric quantum mechanics with the supercharges Q = Q+; this
itself obeys our favorite relation Q2 = 0 and {Q,Q†} = H. (The choice of
Q+ is not essential; any one of the four Q± and Q± will do the job.) In
particular, one can identify the space of supersymmetric ground states as
the Q+-cohomology group.

In fact, this last remark enables us to determine the space of ground
states exactly. To see this, we first focus on the fermion number operator.
The system has, as before, the fermion number symmetry F under which ψI

and ψI have opposite charges. One can consider another “fermion number”
operator

(10.187) FV =
m∑

i=1

(ψıψi − ψiψı),

under which ψi and ψı have the same charge but it is opposite to the charge
of ψı and ψi. This is not a symmetry of the system since the Lagrangian
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shown in Eq. (10.178) is not invariant, but there is nothing wrong in con-
sidering it as an operator acting on the Hilbert space of states. Now let us
consider conjugating Q+ with the operator

√
λ

FV :

(10.188) Q+ → Q+λ =
√

λ
−FV

Q+

√
λ

FV
.

Since ψı and ψi have opposite charges under FV , the effect of cojugations is
equivalent to the rescaling of the superpotential W → λW in the expression
of Q+ (up to an overall constant multiplication). Since the Q+-cohomology

and Q+λ-cohomology are isomorphic — under the isomorphism
√

λ
FV , the

space of supersymmetric ground states is invariant under the rescaling pa-
rameter λ — it follows that one can use the result of the semi-classical
analysis at large λ, as far as the spectrum of ground states is concerned.
Thus, there is a one-to-one correspondence

(10.189) supersymmetric ground states ←→ critical points of W.

The ground states all have the same fermion number (−1)m.
The extended supersymmetry has another advantage. Let us consider

a correlation function on the circle S1, where we put periodic boundary
condition for fermions,

(10.190) 〈O(τ1) · · ·O(τs)〉 =
∫

DzDψDψ
∣∣∣
P

e−S(z,ψ,ψ)O(τ1) · · ·O(τs).

We note that the (Euclidean) time derivative of zi is the Q± commutator

(10.191)
dzi

dτ
= −iżi = −{Q+, ψi} = −{Q−, ψi}.

Thus, if an operator O commutes with Q±, [Q±,O] = 0, the correlation
function 〈dzi

dτ O〉 vanishes,

(10.192)
〈

dzi

dτ
O
〉

= −
〈
{Q+, ψi}O

〉
= 0.

It is clear from Eq. (10.181) that a holomorphic combination of the coordi-
nates zi is Q±-invariant:

(10.193) [Q±, f(zi)] = 0, if
∂f

∂zı
= 0.

Thus, the correlation function 〈dzi

dτ f1(zi(τ1)) · · · fs(zi(τs))〉 vanishes. This
means that

(10.194)
∂

∂τa
〈f1(zi(τ1)) · · · fs(zi(τs))〉 = 0, a = 1, . . . , s.
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The correlation function of operators f1(zi(τ1)), . . . , fs(zi(τs)) is indepen-
dent of the “insertion points” τ1, . . . , τs. One can actually push the compu-
tation further; the correlator is given by

(10.195) 〈f1(zi(τ1)) · · · fs(zi(τs))〉 =
N∑

a=1

f1(pa) · · · fs(pa),

where p1, . . . , pa are the critical points of W (assumed to be non-degenerate).
This is exactly as in the zero-dimensional case discussed before. In fact,
the localization principle tells us that the path-integral localizes on the Q±
fixed points; the locus where dzi/dτ = 0 (and ∂iW = 0). This reduces the
computation to zero dimensions and gives us Eq. (10.195). Similarly, we
can develop the notion of chiral ring, etc., as was done in the context of
the zero-dimensional QFT. The fact that the correlation functions of chiral
fields do not depend on τ is a hint of the topological nature of this quantum
mechanical system. It also implies that the chiral ring is defined without
reference to any particular points τi.

10.4. Sigma Models

We now move on to supersymmetric systems with more interesting target
manifolds. We will see a beautiful relation between the topology of the target
manifold and the ground state structure of the supersymmetric sigma model.
We also consider turning on superpotentials on the target manifold, viewed
as Morse functions on the manifold, which leads to a physical realization of
Morse theory.

10.4.1. SQM on a Riemannian Manifold. We consider the super-
symmetric quantum mechanics of a particle moving in a Riemannian mani-
fold M of dimension n with metric g. This is the one-dimensional analogue
of the supersymmetric non-linear sigma model in 1 + 1 dimensions, which
will be the main focus of later sections. We assume that M is oriented and
compact, although compactness will be relaxed when we later deform the
theory by a potential. We denote a (generic) set of local coordinates of M

by xI = x1, . . . , xn.
The theory involves n bosonic variables φI representing the position of

the particle and their fermionic partners ψI and ψI , which are complex con-
jugates of each other. More formally, if we denote by T the one-dimensional
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manifold parametrized by the time t, the bosonic variables define a map

(10.196) φ : T → M,

which is represented locally as xI ◦ φ = φI . The fermionic variables define
sections

(10.197) ψ, ψ ∈ Γ(T , φ∗TM ⊗ C),

which are complex conjugates of each other, where ψ is locally represented
by ψ = ψI(∂/∂xI)|φ. The Lagrangian of the system is given by

(10.198) L =
1
2
gIJ φ̇

I φ̇J +
i

2
gIJ(ψIDtψ

J −Dtψ
I ψJ)− 1

2
RIJKLψIψJψKψL,

where

(10.199) Dtψ
I = ∂tψ

I + ΓI
JK∂tφ

JψK ,

with ΓI
JK the Christoffel symbol of the Levi–Civita connection. Under the

supersymmetry transformations

δφI = εψI − εψI ,(10.200)

δψI = ε(iφ̇I − ΓI
JKψJψK),(10.201)

δψI = ε(−iφ̇I − ΓI
JKψJψK),(10.202)

the action is invariant

(10.203) δ

∫
Ldt = 0,

and the classical system is supersymmetric. By the Noether procedure, we
find the corresponding conserved charges (supercharges)

Q = igIJψ
I φ̇J ,(10.204)

Q = −igIJψ
I φ̇J .(10.205)

The Lagrangian is also invariant under the phase rotation of the fermions

(10.206) ψI → e−iγψI , ψI → eiγψI .

The corresponding Noether charge is given by

(10.207) F = gIJψ
IψJ .
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Let us quantize the system. The conjugate momenta for φI and ψI

are given by pI = ∂L/∂φ̇I = gIJ φ̇
J and πψI = igIJψ

J and the canonical
(anti-)commutation relations are given by

[φI , pJ ] = iδI
J ,(10.208)

{ψI , ψJ} = gIJ ,(10.209)

with all other (anti-)commutators vanishing. In terms of the conjugate mo-
menta pI the supercharges are given by

Q = iψIpI , Q = −iψIpI .(10.210)

To find the quantum mechanical expression for the Hamiltonian H, we face
the usual problem of operator ordering. Here we fix this ambiguity so that
the supersymmetry relation

(10.211) {Q,Q} = 2H

holds. We also note that the supercharges Q and Q have opposite F -charges

(10.212) [F,Q] = Q, [F,Q] = −Q.

As a consequence, F commutes with the Hamiltonian

(10.213) [H,F ] = 0.

Namely, F is a conserved charge in the quantum theory. It is easy to see
that F generates the phase rotation, as shown by Eq. (10.206). We call this
F a fermion number operator.

Quantization is not complete unless we specify the representation of the
above algebra of observables. Here there is a natural one. It is represented
on the space of differential forms,

(10.214) H = Ω(M) ⊗ C,

equipped with the Hermitian inner product

(10.215) (ω1, ω2) =
∫

M
ω1 ∧ ∗ω2.
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The observables are represented on this Hilbert space as the operators given
by

φI = xI×,(10.216)

pI = −i∇I ,(10.217)

ψ
I = dxI∧,(10.218)

ψI = gIJ i∂/∂xJ ,(10.219)

where iV is the operation of contraction of the differential form with the
vector field V . If we denote by |0〉 the vector annihilated by all ψI ’s (as
was used in the previous treatment of the representation of the algebra of
fermions), we find the following correspondence,

|0〉 ↔ 1(10.220)

ψ
I |0〉 ↔ dxI(10.221)

ψ
I
ψ

J |0〉 ↔ dxI ∧ dxJ(10.222)

· · · ↔ · · ·(10.223)

ψ1 · · ·ψn|0〉 ↔ dx1 ∧ · · · ∧ dxn.(10.224)

Since [F, ψI ] = ψI , the fermion number (F -charge) of the state correspond-
ing to a p-form is p. Thus the decomposition by form-degree

(10.225) H =
n⊕

p=0

Ωp(M) ⊗ C

coincides with the grading by the fermion number.
The supercharge Q is then given by

(10.226) Q = iψ
I
pI = dxI ∧∇I = dxI ∧ ∂

∂xI
= d,

which is the exterior derivative acting on differential forms. The other su-
percharge Q is defined as the Hermitian conjugate of Q,

(10.227) Q = Q† = d†.

The Hamiltonian H is defined so that the supersymmetry relation, Eq.
(10.211), holds and is represented as

(10.228) H = 1
2{Q,Q} = 1

2(d d† + d† d) = 1
2∆,
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where ∆ is the Laplace–Beltrami operator. Thus, the supersymmetric ground
states, or the zero energy states, are simply the harmonic forms

(10.229) H(0) = H(M, g) =
n⊕

p=0

Hp(M, g),

where H(M, g) is the space of harmonic forms of the Riemannian manifold
(M, g) and Hp(M, g) is the space of harmonic p-forms.

We recall that the space of supersymmetric ground states can be char-
acterized as the cohomology of the Q-operator. In the present case, since
there is a conserved charge F with

(10.230) [F,Q] = Q,

the Q-complex and the Q-cohomology are graded by the fermion number
F = p. Since this is the form-degree and Q is identified as the exterior
derivative d, the graded Q-cohomology is the de Rham cohomology

(10.231) Hp(Q) = Hp
DR(M).

From the general structure of supersymmetric quantum mechanics, we have

(10.232) H(0) = H(M, g) ∼= H•(Q) = H•
DR(M).

With respect to the F -charge, this refines to

(10.233) Hp(M, g) ∼= Hp
DR(M).

The supersymmetric index is the Euler characteristic of the Q-complex,
namely
(10.234)

Tr (−1)F =
n∑

p=0

(−1)p dimHp(Q) =
n∑

p=0

(−1)pdimHp
DR(Q) = χ(M),

which is the Euler number of the manifold. Here deformation invariance is
the familiar statement that the harmonic forms are equal to the de Rham
cohomology classes, which are diffeomorophism invariants.

Exercise 10.4.1. Using the independence of Witten index Tr (−1)F e−βH

from β, derive an expression for the Euler number of a manifold in terms
of an integral involving the Riemann curvature tensor over the manifold. In
particular, consider the limit β → 0 of the path-integral, and argue that the
finite-action field configurations contributing to the path-integral localize to
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constant modes independent of time, reducing the path-integral to a zero-
dimensional QFT, involving an integration over the manifold (this can also
be derived using the localization principle and the supersymmetry transfor-
mation of the fermionic fields). Moreover, the fermionic integration brings
down Riemann curvature terms from the quartic fermionic term in the ac-
tion Eq. (10.198) leading to the desired integral over the manifold.

10.4.2. Deformation by Potential Term. We can modify the La-
grangian by adding a potential term constructed by a real-valued function
h on M ,

(10.235) h : M −→ R.

The modification is given by addition of

(10.236) ∆L = −1
2g

IJ∂Ih∂Jh− DI∂Jhψ
I
ψJ

to the Lagrangian, where

(10.237) DI∂Jh = ∂I∂Jh− ΓK
IJ∂Kh.

The supersymmetry transformations are modified as

δφI = εψ
I − εψI ,(10.238)

δψI = ε(iφ̇I − ΓI
JKψJψK + gIJ∂Jh),(10.239)

δψI = ε(−iφ̇I − ΓI
JKψJψK + gIJ∂Jh).(10.240)

The supercharges are modified accordingly:

Q = ψI(igIJ φ̇
J + ∂Ih) = ψI(ipI + ∂Ih),(10.241)

Q = ψI(−igIJ φ̇
J + ∂Ih) = ψI(−ipI + ∂Ih).(10.242)

The fermion rotation symmetry ψI → eiαψI and ψI → e−iαψI is preserved
and the conserved charge is again

(10.243) F = gIJψ
IψJ .

The canonical commutation relation is not modified, and we can use the
same representation of the algebra of variables as before. In particular, the
Hilbert space of states is the space of differential forms Ω•(M). We see that
the supercharges are represented as

Q = d + dφI ∧ ∂Ih = d + dh∧ = e−hd eh =: dh,(10.244)

Q = (d + dh∧)† = ehd† e−h = d†h.(10.245)
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The Hamiltonian is chosen so that the supersymmetry relation holds, namely

(10.246) H =
1
2
{Q,Q} =

1
2
(dhd

†
h + d†hdh).

The space of supersymmetric ground states is isomorphic to the cohomology
group of the Q-operator. Since the conserved fermion number F counts the
form-degree, and Q has charge 1, the Q-complex and cohomology are graded
by the form-degree. However, this Q and the Q before the deformation are
related by the similarity transformation

(10.247) Q = e−hQh=0 eh,

and the Q-complex is isomorphic to the old one
(10.248)
0 −−−−→ Ω0(M) d−−−−→ Ω1(M) d−−−−→ · · · d−−−−→ Ωn(M) d−−−−→ 02 e−h

2 e−h

2 e−h

0 −−−−→ Ω0(M) e−hd eh

−−−−−→ Ω1(M) e−hd eh

−−−−−→ · · · e−hd eh

−−−−−→ Ωn(M) e−hd eh

−−−−−→ 0.

Therefore,

(10.249) Hp
(0)

∼= Hp(Q) ∼= Hp(Qh=0) = Hp
DR(M),

In particular, the dimension of the supersymmetric ground states is inde-
pendent of the choice of the function h.

10.4.3. SQM on a Kähler Manifold. We study here the supersym-
metric sigma model in the case where the target space M is a Kähler man-
ifold. The focus will be on the extended supersymmetry and two kinds
of fermion number operators. The readers do not have to check all these
formulae in detail. They follow from the formulae in the non-linear sigma
model in (1 + 1) dimensions, which will be derived systematically in Ch. 12
and Ch. 13.

We recall that a Kähler manifold is a complex manifold with a Hermitian
metric g such that the two-form ω defined by ω(X,Y ) = g(JX, Y ) is closed.
In terms of the local complex coordinates (zi) = (z1, . . . , zn), where n is the
complex dimension of M , the Kähler form is written in terms of the metric
tensor gi as

(10.250) ω = igidz
i ∧ dz.

The Kähler condition reads as ∂igjk̄ = ∂jgik̄ and the Christoffel symbol can
be written as Γi

jk = gil̄∂jgkl̄.
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As before, the sigma model is described by scalar fields φi and φı rep-
resenting the map φ : T → M , and fermions ψi, ψı, ψi, ψı that represent
the sections ψ, ψ ∈ Γ(T , φ∗TM ⊗ C). The Lagrangian is as shown in Eq.
(10.198). In terms of the complex variables it is expressed as

(10.251) L = giφ̇
i ˙
φ

 + igiψ

Dtψ

i + igiψ
i
Dtψ

 + Rikl̄ψ
iψkψψ l̄.

This system has an extended supersymmetry as in the theory of complex
variables with the potential determined by h = −ReW . The supersymmetry
variation has two complex parameters ε+ and ε− and is given by

(10.252)
δφi = ε+ψi − ε−ψi,

δψi = iε−φ̇i − ε+Γi
jkψ

jψk,

δψi = −iε+φ̇i − ε−Γi
jkψ

jψk,

δφı = −ε+ψı + ε−ψı,

δψı = −iε−φ̇ı − ε+Γı
k̄
ψψk̄,

δψı = iε+φ̇ı − ε−Γı
k̄
ψψk̄.

By the Noether procedure, we find four supercharges Q± and Q±,

Q+ = giψ
iφ̇, Q− = giψ

iφ̇,(10.253)

Q+ = giψ
φ̇i, Q− = giψ

φ̇i.(10.254)

The ordinary supercharges Q and Q are simply the linear combinations
Q = i(Q− + Q+) and Q = −i(Q− + Q+). The Lagrangian shown in Eq.
(10.251) is invariant under two kinds of phase rotation of fermions:

ψi �→ ei(−α+β)ψi, ψı �→ ei(α+β)ψı,(10.255)

ψi �→ ei(α−β)ψi, ψı �→ ei(−α−β)ψı.(10.256)

We call the α and β rotations vector and axial rotations, respectively. (The
names have a (1+1)-dimensional origin.) The corresponding Noether charges
are given by

(10.257) FV = gi(ψψi − ψiψ), FA = gi(ψψi + ψiψ).

The fermion number F for a general Riemannian manifold equals FA, and
FV is the new one present only if M is a complex manifold. In fact, in
terms of real coordinates they can be written as FV = −igIKψIJK

LψL and
FA = gIKψIψK , where JK

L is the matrix for the complex structure.
The canonical commutation relations are expressed in terms of the com-

plex coordinates as

[φi, pj ] = iδi
j , [φı, p] = iδı

,(10.258)

{ψi, ψ} = gi, {ψı, ψj} = gıj ,(10.259)
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where pi = ∂L/∂φ̇i = gi
˙
φ

 and p = ∂L/∂
˙
φ

 = giφ̇
i. All other (anti-)commu-

tators vanish. The supercharges are now operators

Q+ = ψipi, Q− = ψipi,(10.260)

Q+ = ψp, Q− = ψp,(10.261)

that generate the supersymmetry transformations in Eq. (10.252) via δ̂ =
iε+Q−−iε−Q+−iε+Q−+iε−Q+. Under the operator ordering for the Hamil-
tonian H chosen before, these supercharges obey the anti-commutation re-
lations

{Qα, Qβ} = δαβH,(10.262)

{Qα, Qβ} = {Qα, Qβ} = 0.(10.263)

The commutators with the vector and axial fermion numbers FV and FA

are

[FV , Q±] = −Q±, [FV , Q±] = −Q±,(10.264)

[FA, Q±] = ∓Q±, [FA, Q±] = ±Q±.(10.265)

As a consequence FV and FA are conserved charges:

(10.266) [H,FV ] = [H,FA] = 0.

The two fermion numbers commute with each other,

(10.267) [FV , FA] = 0,

and therefore the Hilbert space of states H = Ω(M) ⊗ C decomposes with
respect to the quantum numbers of FV and FA. We note here that

ψi ↔ dzi∧, ψı ↔ dzı∧,(10.268)

ψi ↔ gii∂/∂z , ψı ↔ gıji∂/∂zj .(10.269)

Thus, by looking at the action of FV and FA, as shown in Eqs. (10.255)–
(10.256), we see that the state corresponding to a (p, q)-form

(10.270) η = ηi1...ip1...q
dzi1 ∧ · · · ∧ dzip ∧ dz1 ∧ · · · ∧ dzq ,

has FV charge −p + q and FA charge p + q. Thus, the decomposition with
respect to the Hodge degree,

(10.271) Ω(M) ⊗ C =
n⊕

p,q=1

Ωp,q(M),
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diagonalizes FV and FA:

(10.272)
FV = −p + q

FA = p + q

}
on Ωp,q(M).

We note that

Q− = ψipi ↔ dzi

(
−i

∂

∂zi

)
= −i∂,(10.273)

Q+ = ψıpı ↔ dzı

(
−i

∂

∂zı

)
= −i∂,(10.274)

Q− = Q†
− ↔ i∂†,(10.275)

Q+ = Q
†
+ ↔ i∂

†
,(10.276)

where ∂ and ∂ are the Dolbeault operators

Ωp,q(M)

Ωp+1,q(M)

Ωp,q+1(M).

�

�

∂

∂

By the commutation relations given by Eq. (10.262) and {Q,Q} = 2H, we
find

H = {Q+, Q
†
+} = ∂∂

† + ∂
†
∂ =: ∆∂

= {Q−, Q†
−} = ∂∂† + ∂†∂ =: ∆∂(10.277)

=
1
2
{Q,Q†} =

1
2
(dd† + d†d) =

1
2
∆.

That the Laplacians associated with ∂, ∂ and d agree with each other (up
to a factor of 2) is a well-known fact in Kähler geometry. In any case, the
space of supersymmetric ground states is the space of harmonic forms

(10.278) H(0) = H(M, g) =
n⊕

p,q=1

Hp,q(M, g),

where Hp,q(M, g) is the space of harmonic (p, q)-forms corresponding to the
ground states with vector and axial charges qV = −p + q and qA = p + q.
Note that the ground states of F -charge r correspond to

(10.279) Hr(M, g) =
⊕

p+q=r

Hp,q(M, g).
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The commutation relations

{Q+, Q
†
+} = H,(10.280)

Q
2
+ = 0,(10.281)

show that Q+ by itself defines a supersymmetric quantum mechanics. In
particular, the space of supersymmetric ground states is identified as the
Q+-cohomology group. Since

(10.282) [12(FV + FA), Q+] = Q+, [12(−FV + FA), Q+] = 0,

the Q+-complex is (Z ⊕ Z)-graded and is given by the Dolbeault complex

(10.283) 0 → Ωp,0(M) ∂−→ Ωp,1(M) ∂−→ · · · ∂−→ Ωp,n(M) → 0,

where p is the charge for 1
2(−FV + FA). Thus, the space of supersymmetric

ground states with charge (qV , qA) = (−p + q, p + q) is isomorphic to the
Dolbeault cohomology group

(10.284) Hp,q(M, g) ∼= Hp,q

∂
(M).

This is also a well-known fact in Kähler geometry or Hodge theory. Sim-
ilar comments apply for Q−-cohomology, and we have the isomorphism
Hp,q(M, g) ∼= Hp,q

∂ (M).

10.4.4. Landau–Ginzburg Model. Suppose there is a non-trivial ho-
lomorphic function W on our Kähler manifold M (which is possible only if
M is non-compact). To the Lagrangian as shown in Eq. (10.251), we can
consider adding the term

(10.285) ∆L = −1
4
gi∂iW∂W − 1

2
Di∂iWψiψj − 1

2
Dı∂Wψıψ.

W will be called the superpotential. This system also has extended super-
symmetry generated by two complex parameters, where the transformation
law is modified by

(10.286)
∆δψi = −1

2ε+gi∂W,

∆δψi = −1
2ε−gi∂W.

∆δψı = −1
2ε+gıj∂jW,

∆δψı = −1
2ε−gıj∂jW,

The expression of the supercharges is modified accordingly. As for the
fermion number symmetry, FV is broken by the added term while FA re-
mains a symmetry of the system. The quantum Hilbert space is still given
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by

(10.287) H =
2n⊕
l=1

Ωl(M),

on which the supercharges act as

iQ− = ∂ +
i

2
∂W∧, iQ− = −(∂ +

i

2
∂W∧)†,

iQ+ = ∂ − i

2
∂W∧, iQ+ = −(∂ − i

2
∂W∧)†

(10.288)

The space of supersymmetric ground states is isomorphic to, say, the Q+-
cohomology group.

Although FV is not a symmetry, one can consider it as an operator
acting on the Hilbert space (as FV = −p + q on (p, q)-forms). As we dis-
cussed earlier, conjugation by the operator

√
λ

FV has an effect of rescaling
W → λW in the expression of Q+. Since the cohomology is not affected by
the conjugation, the spectrum of supersymmetric ground states is invariant
under the rescaling of the superpotential W .

Suppose the superpotential W has only non-degenerate critical points
p1, . . . , pN . In the large λ limit, the ground state wave-functions will be
localized at the critical points. Then the behavior of the manifold M away
from the critical points is irrelevant, and one can use the earlier analysis
done for M = Cn. For each critical point pi, we obtain the approximate
supersymmetric ground state Ψi. These states all have the fermion number
F = FA = n, and therefore there is no room for tunneling. The exact
quantum ground states are in one-to-one correspondence with the critical
points of W . In particular, we have shown that the Q+-cohomology vanishes
except in the middle dimension,

(10.289) H�
Q+

(M) =

{
C#(crit. pts.) � = n,

0 � �= n.

We will explicitly construct the cohomology classes below.

10.4.5. Kähler Manifold with a Holomorphic Vector Field. Let
us consider a Kähler manifold M of dimension n that has a holomorphic
vector field v = vi(z) ∂

∂zi . We will consider a quantum mechanical system
whose Hilbert space of states is

(10.290) H =
n⊕

p,q=0

Ω0,p(M,∧qTM ),
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with an operator Qs given by

(10.291) Qs = ∂ + s v ∧ .

Here s is a real parameter and v∧ is the exterior multiplication by v. The
operator Qs is nilpotent, Q2

s = 0, and if we define the Hamiltonian by
Hs = 1

2{Qs, Q
†
s}, we obtain a supersymmetric quantum mechanics with

supercharge Qs. The space of supersymmetric ground states is of course the
Qs cohomology group.

The first thing to notice is that the dimension of the Qs-cohomology
group is independent of the value of s as long as it is nonzero. To see this,
let D be the operator acting as D = q on the subspace Ω0,∗(M,∧qTM ).
Then we find etDQs e−tD = Q ets, and therefore the Q ets-cohomology group
is isomorphic to the Qs cohomology group. Now let us take the limit s → ∞.
Then the ground state wave-function is localized at the zero of v, which we
assume to be a smooth submanifold M0 of M of dimension m. In the strict
s = ∞ limit, the system reduces to the quantum mechanics on M0 with
supercharge ∂. The supsersymmetric ground states of the limiting theory
are composed of the cohomology classes of the Dolbeault complex on M0

with values in ∧•TM0 . Since a zero energy state of the full theory remains
as a zero energy state in this limit, we have the inequality

(10.292) dimH(0) ≤ dimH0,•
∂

(M0,∧•TM0).

We will now show that, under certain circumstances, the opposite in-
equality also holds. Let NM0/M be the normal bundle TM |M0/TM0 of M0 in
M . The assumptions are
(i) a neighborhood of M0 in M is exactly isomorphic, to a complex manifold,
as a neighborhood of the zero section of NM0/M ,
(ii) under that isomorphism, v is tangent to the fibres,
(iii) the normal bundle has a trivial determinant bundle, or c1(NM0/M ) = 0.
We will also choose the metric on the neighborhood so that it is induced
from a metric on M0 and a fibre metric. Assumptions (i) and (ii) hold if v

generates a U(1) action on M with a simple zero at M0 so that it can be
written as v =

∑
i aiz

i∂/∂zi, where zi are normal coordinates. Let Ω be the
holomorphic section of NM0/M that exists if (iii) is obeyed. Let us choose
a smooth function f(r) such that f ≡ 1 for r < ε but f ≡ 0 for r > 2ε,
where ε is such that the neighborhood of M0 in question is in the region
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||v||2 = giv
iv < 3ε. Let us put

(10.293)

Ψ =
n−m∑
p=0

±f (p)(||v||2)Ωi1···in−m∂(gi11v
1) · · · ∂(gipp

vp)
∂

∂zip+1
∧ · · · ∧ ∂

∂zin−m
,

where f (p)(r) is the pth derivative of f(r). Then under a suitable choice of
± signs in the above formula, one can show that (∂ + v∧)Ψ = 0.

Let us consider the map

(10.294) α ∈ Ω0,•(M0,∧•TM0) �→ Ψ ∧ π∗α ∈ Ω0,•(M,∧•TM ),

where π : NM0/M → M0 is the projection map. It is easy to see that ∂α = 0
means (∂ + v∧)(Ψ ∧ π∗α) = 0 and also Ψ ∧ π∗∂β = ±(∂ + v∧)(Ψ ∧ π∗β).
Namely, ∂-closed/exact forms are mapped to Q1 = (∂ + v∧)-closed/exact
forms. Thus, the above defines a map from the Dolbeault cohomology group
of M0 to the Q1-cohomology group. Furthermore, contracting by the inverse
of Ω at M0, we recover α:

(10.295) Ω−1 · (Ψ ∧ π∗α)|M0 = α.

This shows that the map is an isomorphism, and therefore

(10.296) H(0)
∼= H0,•

∂
(M0,∧•TM0).

Landau–Ginzburg Model, Revisited. Let us compare the expressions
for Qs in Eq. (10.291) and Q+ in Eq. (10.288). They are identical if
we replace TM by T ∗

M and v by ∂W . One can therefore apply the above
argument to the Landau–Ginzburg model as well. Let M0 be the subset of
M consisting of the critical points of the superpotential W . Then in general
we have a bound

(10.297) dimH•
Q+

(M) ≤ dimH•(M0).

Suppose, as before, that W has only non-degenerate critical points, so that
M0 is a set of points, M0 = {p1, . . . , pN}. Then the assumptions analogous to
(i)(ii)(iii) hold, and one can construct a one-to-one map
H•(M0) → H•

Q+
(M). Namely, one can explicitly construct the Q+-cohomology

classes. The result is
(10.298)

Ψi =
n∑

p=0

±f (p)(||∂W ||2)εi1...in∂(gi11∂1W ) · · · ∂(gipp∂p
W )dzjp+1 · · · dzin ,
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where zi is a coordinate system near pi.

10.5. Instantons

Consider the supersymmetric quantum mechanics on a Riemannian man-
ifold (M, g) deformed by a function h as was introduced in Sec. 10.4.2. We
consider the case where h is a Morse function, namely, all the critical points
are isolated and non-degenerate. We denote the critical points by

(10.299) x1, . . . , xN .

Consider rescaling the function h as

(10.300) h −→ λh, with λ # 1.

This does not change the number of supersymmetric ground states, as dis-
cussed before. The Hamiltonian of the system is

(10.301) Hλ =
1
2
∆ +

1
2
λ2gIJ∂Ih∂Jh +

1
2
λDI∂Jh[ψI , ψJ ].

At large λ, low-energy states are localized near the critical points of h, where
the potential term (λ2/2)gIJ∂Ih∂Jh vanishes. As discussed in the single-
variable case, we can consider perturbation theory around each critical point
xi. We can choose coordinates xI around the critical point xi such that

(10.302) h = h(xi) +
n∑

I=1

cI(xI)2 + O((xI)3).

The coefficients cI are the eigenvalues of the Hessian of h at the critical
point xi, ∂I∂Jh(xi). The higher-order terms O((xI)3) in Eq. (10.302) are
subleading in the perturbation theory. The deviation of the metric (from the
flat one) around the critical point can also be considered as subleading in
the perturbation theory, and one can replace gIJ by gIJ(xi). For simplicity,
we choose it as gIJ(xi) = δIJ . (This can be done either by deforming the
function h or the metric gIJ ; we know that neither affects the Q-cohomology
and hence the number of supersymmetric ground states.) Thus the leading
order terms of the Hamiltonian in the perturbation theory at xi are given
by

(10.303) H0(xi) =
n∑

I=1

{
1
2
p2

I +
1
2
λ2c2

I(x
I)2 +

1
2
λcI [ψI , ψI ]

}
.
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Thus, we find the supersymmetric ground state at leading order in pertur-
bation theory at xi,

(10.304) Ψ(0)
i = e−λ

�n
I=1 |cI |(xI)2

∏
J : cJ<0

ψJ |0〉.

The number of ψJ ’s that multiply |0〉 is the Morse index of h at xi,

(10.305) µi = # of negative eigenvalues of the Hessian of h at xi.

This shows that the wave-function Ψ(0)
i is a µi-form. As in the single-variable

case, one can find the modification Ψi of Ψ(0)
i so that it remains the zero

energy state to all orders in perturbation theory. Since the perturbation
theory also preserves the fermion number symmetry F we see that Ψi is still
a µi-form,

(10.306) Ψi ∈ Ωµi(M) ⊗ C.

As Ψ(0)
i , Ψi is supported around and peaked at xi in the large λ limit (see

Fig. 5). Note that Ψi is an exact supersymmetric ground state in the pertur-

x i

Ψi

Figure 5

bation theory. Other states have diverging energy if we consider the λ → ∞
limit. Since the number of supersymmetric ground states is independent of
λ we see that the number of supersymmetric ground states does not exceed
the number of these perturbative zero energy states, namely the number
of critical points. However, in general, the perturbative ground states are
only approximate ground states in the full theory. This can be seen in the
example described below.

Example 10.5.1 (M = S2). Consider the case when the target space is
S2 and h is the height function as in Fig. 6. We find two critical points,
one with Morse index p = 0 and the other with p = 2. Thus, there are two
perturbative zero energy states; one is a zero-form and the other one is a
two-form.
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0-form

2-form

Figure 6.

However, we can also consider the deformed sphere such that the height
function has many more critical points, as shown in Fig. 7.

0-form

2-form2-form

1-form

Figure 7.

This time we find four critical points, one with Morse index p = 0, one
with p = 1, and two with p = 2. Thus, there are four perturbative zero
energy states: one zero-form, one one-form and two two-forms. So, there
is a discrepancy in the number of perturbative zero energy states between
the two theories corresponding to the two different choices of the function
h. However, as we have seen, the number of zero energy states of the full
theory should not depend on the choice of h. Thus, in either one of the
two theories or both, the perturbative ground states are not really the actual
ground states of the full theory. For the first choice of h, the two perturbative
ground states are both bosonic, (−1)F = 1, and it is impossible for both to
become nonzero energy states. Thus, these two perturbative ground states
are really the supersymmetric ground states of the full theory. Therefore we
see that the number of supersymmetric ground states in the full theory is
two. In particular, not all the four perturbative ground states in the second
example are exact, and only two linear combinations of them are the actual
zero energy states.
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Let us come back to the general story. As we have seen explicitly in
the above example, it is not necessarily the case that each Ψi determines
a supersymmetric ground state in the full theory. In other words, it is not
necessarily the case that

(10.307) QΨi = 0 for all i.

Although this holds to all orders in perturbation theory, in general this
should somehow be modified in the full theory. Namely, we expect to have
an expansion

(10.308) QΨi =
N∑

j=1

Ψj〈Ψj , QΨi〉 + · · · ,

where + · · · involves nonzero energy states in perturbation theory. Since
these latter states have large energies � λ, the terms + · · · are smaller com-
pared to the first N terms by powers of λ−1, and will be omitted henceforth.
Thus, what we want to compute is

(10.309) 〈Ψj , QΨi〉 =
∫
M

Ψj ∧ ∗(d + dh∧)Ψi.

Since Ψj is a µj-form and QΨi = (d + dh∧)Ψi is a (µi + 1)-form, the above
matrix element can be nonzero only if

(10.310) µj = µi + 1.

We will compute this matrix element using the path-integral formalism.

10.5.1. The Path-Integral Representation. We thus wish to com-
pute non-perturbative corrections to the matrix elements of Q between the
perturbative ground states, in the limit of large λ. In this limit the ground
state wave-functions are sharply peaked near the critical points of h. In
other words, to leading order, the Morse function h, viewed as an operator,
acting on the ground state, gives the value of h at the corresponding criti-
cal point. This implies that the matrix element of Q between perturbative
ground states, to leading order in 1/λ, is equal to
(10.311)

〈Ψj , QΨi〉 =
1

h(xi) − h(xj) + O(1/λ)
lim

T→∞
〈Ψj , e−TH [Q, h] e−THΨi〉,

where for Ψi we can take any function that has non-vanishing overlap with
the ith critical point and vanishes at all the others. The operator e−TH as
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T → ∞ projects that state to the perturbative ground state corresponding
to the ith critical point. The commutator [Q, h] can be expressed as

(10.312) [Q, h] = ∂Ih[Q,ψI ] = ∂IhψI .

Thus we have a path-integral expression of the matrix element
(10.313)

lim
T→∞

〈Ψj , e−TH [Q, h] e−THΨi〉 =
∫

φ(−∞)=xi, φ(+∞)=xj

DφDψDψ e−SE ψI∂Ih|τ=0.

Here the integration region is the space of fields satisfying the boundary
condition that φ(−∞) = xi and φ(∞) = xj and that dφI/dτ , ψI and ψI fall
off sufficiently fast as τ → ±∞. The Euclidean action is given by

SE =

∞∫
−∞

dτ

{
1
2
gIJ

dφI

dτ

dφJ

dτ
+

λ2

2
gIJ∂Ih∂Jh + gIJψ

IDτψ
J

+ λDI∂Jhψ
IψJ +

1
2
RIJKLψIψJψKψL

}
.

(10.314)

The bosonic part of the action can be written as

Sbosonic =
∫ ∞

−∞
dτ

(
1
2

∣∣∣∣dφI

dτ
± λgIJ∂Jh

∣∣∣∣2 ∓ λ
dφI

dτ
∂Ih

)

=
1
2

∫ ∞

−∞
dτ

∣∣∣∣dφI

dτ
± λgIJ∂Jh

∣∣∣∣2 ∓ λ(h(xj) − h(xi)).

(10.315)

In the above equation we used the boundary condition φ(−∞) = xi and
φ(+∞) = xj . Thus we see that the configurations that minimize the action
are such that

(10.316)
dφI

dτ
± λgIJ∂Jh = 0 if h(xj) − h(xi) <

> 0.

Such a configuration is called an instanton. The name comes from the fact
that the transition from xi to xj happens at some “instant” (though not
really) within the infinite interval of (Euclidean) time −∞ < τ < ∞. We
are interested in how many instantons there are. Clearly, an instanton φ(τ)
is deformed to another instanton by shifting τ : φ′(τ) = φ(τ + δτ). To see
whether there are more deformations, we take the first-order variation of
Eq. (10.316). It is straightforward to see that it is given by

(10.317) D±δφI := Dτδφ
I ± λgIJDJ∂KhδφK = 0.
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Thus, the number of deformations (including the shift in τ) is given by
the dimension of the kernel of the operator D±. We note that the fermion
bilinear term in the action in Eq. (10.314) is given by

(10.318) Sψψ =
∫ ∞

−∞
dτ gIJψ

ID+ψJ = −
∫ ∞

−∞
dτ gIJD−ψI ψJ .

For the path-integral in Eq. (10.313) to be non-vanishing, since there is a
single insertion of ψ, the number of ψ zero modes must be larger than the
number of ψ zero modes by 1. Namely, the path-integral is non-vanishing
only if

(10.319) IndD− = −IndD+ = dim KerD− − dimKerD+ = 1.

Localization. In the semi-classical limit the path-integral receives domi-
nant contributions from the configurations where the action is minimized.
This is the standard reason to look for instantons (even in non-supersym-
metric theories) but in general an instanton merely provides the starting
point of the semi-classical approximation. In the supersymmetric quantum
mechanics, there is a more fundamental reason to consider instantons – the
localization principle. The path-integral picks up contribution only around
certain instantons and the quadratic approximation at the instantons pro-
vides an exact result. In particular, one can see that the path-integral
chooses a sign in Eq. (10.316) which was not specified in the previous argu-
ment.

The point is that the action SE and the boundary conditions are invari-
ant under the Euclidean supersymmetry

δφI = εψI − εψI ,(10.320)

δψI = ε

(
−dφI

dτ
+ λgIJ∂Jh− ΓI

JKψJψK

)
,(10.321)

δψI = ε

(
dφI

dτ
+ λgIJ∂Jh− ΓI

JKψJψK

)
.(10.322)

Now, the integrand [Q, h] = ψI∂Ih is invariant under the ε-supersymmetry
(generated by Q):

(10.323) δε(ψI∂Ih) = 0.
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Thus, the path-integral receives a contribution only from δε-fixed points.
This requires

(10.324)
dφI

dτ
= λgIJ∂Jh.

This is nothing but one of the instanton equations, Eq. (10.316). Moreover
the sign − is chosen and hence the path-integral is non-vanishing only if
h(xj) > h(xi). Thus, the relevant instanton for the present computation is
an ascending gradient flow which starts from xi and ends on xj , or a path
of steepest ascent from xi to xj .

10.5.2. Fermion Zero Modes and Relative Morse Index. As noted
above, we are interested in the index of the operator D−. This index is ac-
tually equal to the difference between the Morse index of h at xj and the
one at xi. Namely,

(10.325) IndD− = µj − µi.

Thus, as long as µj = µi + 1 (the case we are considering) the condition in
Eq. (10.319) for non-vanishing of the path-integral is satisfied.

Eq. (10.325) is actually valid for any map φ : R → M such that
φ(−∞) = xi and φ(∞) = xj . This relation will be important also when
we discuss non-linear sigma models in 1 + 1 dimensions. It can be proved
as follows.

We generalize our definition of the Hessian (which has been defined at
the critical points of h as the matrix of the second derivatives) to an arbitrary
point x of M . The Hessian Hh at x is defined as the linear map TxM→TxM ,

(10.326) Hh : vI �→ gIJDJ∂Kh vK .

With respect to an orthonormal frame, Hh is represented as an n×n symmet-
ric matrix and therefore it can be diagonalized by an orthogonal matrix with
real eigenvalues λI . Let us consider a trajectory φ(τ) such that φ(−∞) = xi

and φ(∞) = xj . Then the family of matrices Hh(φ(τ)) defines families of
eigenvectors and eigenvalues

(10.327) Hh(φ(τ))eI(τ) = λI(τ)eI(τ), −∞ < τ < ∞.

The family of eigenvalues λI(τ) is called the spectral flow. (We depict in
Fig. 8 an example.) We choose eI(τ) to define an orthonormal basis of
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Figure 8. The Spectral Flow: An example for the case

dimM = 7. The Morse index at xi is µi = 2 whereas that at

xj is µj = 3. One of the eigenvalues (λ2(τ )) goes from negative

to positive but two of them (λ3(τ ) and λ4(τ )) go from positive to

negative

Tφ(τ)M at each τ . The relative Morse index ∆µ = µj − µi counts the net
number of eigenvalues that go from positive to negative. Namely,
(10.328)
∆µ = #{I; λI(−∞) > 0, λI(∞) < 0} − #{J ; λJ(−∞) < 0, λJ(∞) > 0}.

Let us consider the operators

(10.329) D̃∓ :=
d

dτ
∓


λ1(τ)

. . .

λn(τ)

 ,

acting on square-normalizable functions of τ with values in Rn. These are
essentially conjugate of each other D̃+ = −D̃†

−. The equations

(10.330) D̃∓f∓ = 0
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are solved by

(10.331) fI∓(τ) = eI exp
(
±
∫ τ

0
λI(τ ′)dτ ′

)
.

where eI is a column vector with 1 at the I-th entry and zero at the oth-
ers. The solution fI−(τ) is square-normalizable if and only if λI(−∞) > 0
and λI(∞) < 0. Similarly, fJ+(τ) is square-normalizable if and only if
λJ(−∞) < 0 and λJ(∞) > 0. Thus, we see that

(10.332) ∆µ = dimKer D̃− − dim Ker D̃+ = Ind D̃−.

The operator D̃− can be identified as the operator acting on the sections of
the bundle φ∗TM ,

(10.333) D̃− = D̃τ − φ∗Hh,

where D̃τ is the connection with respect to which the sections eI(τ) are all
parallel. On the other hand, we recall that

(10.334) D− = Dτ − φ∗Hh,

where Dτ is the operator induced by the Levi–Civita connection of (M, g).
Since Dτ and D̃τ are connections on the same bundle, the index of D− and
that of D̃− are the same. Thus, we see that

(10.335) IndD− = Ind D̃− = ∆µ,

which is what we wanted to show.
Genericity Assumption. We make here an assumption that the Morse
function h is generic in the sense that

(10.336) KerD+ = 0

for any gradient flow (instanton) from xi to xj with µj = µi + 1. By
the relation IndD− = ∆µ = 1, each steepest ascent γI(τ) has no other
deformation than the shift in τ . We denote this one-dimensional modulus
by τ1. Thus, the instanton configuration deformed by τ1 is

(10.337) γI
τ1

(τ) = γI(τ + τ1).

τ1 parametrizes the “position” of the instanton in the infinite interval of
Euclidean time.
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10.5.3. Evaluation of the Path-Integral. We are finally in a po-
sition to evaluate the path-integral. As we have seen above, under the
assumption that h is generic, an instanton has a one-dimensional modulus
representing the “position” τ1 of the instanton. By the localization principle,
we can exactly evaluate the path-integral in the quadratic approximation.

Changing the variables by φI = γI
τ1

+ ξI , the action in the quadratic
approximation is

(10.338) SE = λ(h(xj) − h(xi)) +
∫ (

1
2
|D−ξ|2 −D−ψψ

)
dτ,

where D− is the operator acting on the sections of γ∗
τ1
TM . There is a

one-dimensional kernel of D− given by

(10.339)
d

dτ1
γI

τ1
=

dγI
τ1

dτ
,

and there is no kernel of D+. Thus, there is one ξ zero mode, one ψ zero
mode and no ψ zero mode. The integration variable for the ξ zero mode is
τ1 and we denote by ψ0 the variable for the ψ zero mode. In particular the
variable ψ is expanded as

(10.340) ψI =
dγI

τ1

dτ
ψ0 + · · ·

where + · · · are nonzero mode terms which do not contribute to the path-
integral. The nonzero mode path-integral simply gives the ratio of the
bosonic and fermionic determinants, which cancels up to sign

(10.341)
det′D−√
det′D†

−D−

= ±1

The zero mode integrals are∫ ∞

−∞
dτ1

∫
dψ0 ψ0

dγI
τ1

dτ
∂Ih
∣∣∣
τ=0

(10.342)

=
∫ ∞

−∞
dτ1

dγI

dτ1
(τ1)∂Ih(γ(τ1)) = h(xj) − h(xi)(10.343)

Collecting the two and recovering the classical action factor e−λ(h(xj)−h(xi))

we obtain the following expression for the contribution of the instanton γ to
the path-integral as shown in Eq. (10.313):

±(h(xj) − h(xi)) e−λ(h(xj)−h(xi))(10.344)
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Summing up the instantons and including the prefactor from Eq. (10.311),
we obtain

(10.345) 〈Ψj , QΨi〉 =
∑

γ

nγ e−λ(h(xj)−h(xi))

where nγ is +1 or −1 depending on the instanton γ.
The sign of nγ can be determined as follows. The result shown in Eq.

(10.345) shows that the integral
∫
M Ψj ∧ ∗QΨi receives dominant contri-

butions along the steepest ascents. For each steepest ascent γ, nγ is 1 or
−1 depending on whether the orientation determined by Ψj ∧ ∗QΨi along
γ matches with the orientation of M or not. The form Ψi defines an ori-
entation of the µi-dimensional plane T

(−)
xi M of negative eigenmodes of the

Hessian of h at xi. By the spectral flow of the Hessian Hh, this plane can
be transported along the steepest ascent and we obtain a sub-bundle T−

i

of γ∗TM with the orientation determined by Ψi. Starting with the space
of negative eigenmodes of the Hessian at xj we obtain another sub-bundle
T−

j with the orientation determined by Ψj . In the generic situation, only
a single eigenvalue goes from positive to negative along the ascent and the
eigenmode is the tangent vector vγ to γ. Then T−

i is a sub-bundle of T−
j

and the complement is spanned by vγ . Now, QΨi = (d + λdh∧)Ψi defines
an orientation of Rvγ ⊕ T−

i ; it is the one determined by vγ and Ψi. Thus,
nγ = 1 if this matches with the orientation determined by Ψj and nγ = −1
otherwise.

10.5.4. Morse–Witten Complex. From what we have seen by the
path-integral analysis, we conclude that in the one-instanton approximation

(10.346) QΨi =
∑

j: µj=µi+1

Ψj

∑
γ

nγ e−λ(h(xj)−h(xi)).

The exponential can be eliminated by rescaling the wave-functions Ψk. This
is the action of the supercharge Q on the perturbative ground states. Since
the original supercharge Q is nilpotent, Q2 = 0, it should also be nilpotent
when acting on Ψi’s. Thus, if we define the graded space of perturbative
ground states

(10.347) Cµ :=
⊕
µi=µ

CΨi,
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we have the cochain complex with the coboundary operator given by the
supercharge

(10.348) 0 −→ C0 Q−→ C1 Q−→ · · · Q−→ Cn Q−→ 0.

The space of supersymmetric ground states is of course the cohomology of
this complex. This complex is called Morse–Witten complex.

Example 10.5.2 (Example 10.5.1, revisited). Let us come back to the
example of S2 and examine the case with the second choice of function h

as shown in Fig. 7 which is redrawn in Fig. 9. We see that there are two
steepest ascents from the critical point A with µ = 0 to the critical point B

with µ = 1, γ1 and γ2. However, they have opposite orientations and thus

(10.349) QΨA = 0.

From the critical point B, there is one steepest ascent γ3 to one critical
point C with µ = 2 and there is another one γ4 to another critical point D

of µ = 2. If we use the orientation of S2 for both ΨC and ΨD, we have

(10.350) QΨB = ΨC − ΨD.

Since there is no critical point of higher Morse index we have

(10.351) QΨC = QΨD = 0.

Thus we obtain

H0(Q) = C,(10.352)

H1(Q) = 0,

H2(Q) = C.

This is indeed the correct cohomology of S2.

The Relation Q2 = 0. As mentioned above, the nilpotency relation Q2 = 0
should hold for the supercharge Q. However, it may not be obvious in the
realization given by Eq. (10.346). We have seen that it is indeed the case
in the above example. Actually, one can show explicitly that Q2 = 0 holds
in general, as long as M is a finite-dimensional manifold. What we need to
show is that, for xi and xj such that µj = µi + 2, we have

(10.353)
∑

k:µk=µi+1

∑
γ:i→k

nγ

 ∑
γ′:k→j

nγ′

 = 0.
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Figure 9. The Gradient Flow Lines

Here γ runs over the gradient flow lines from xi to xk and γ′ runs over the
gradient flows from xk to xj . To show this, we consider the space of gradient
flow lines from a critical point xa to another critical point xb:
(10.354)

M(xa, xb) =

φ : R → M

∣∣∣∣∣
dφI

dτ = λgIJ∂Jh,

lim
τ→−∞

φ(τ) = xa, lim
τ→+∞

φ(τ) = xb.

/R,

where /R means modding out by the shift in τ . This is a manifold of
dimension µ(xb) − µ(xa) − 1. The choice of orientation of the negative
subspace T

(−)
xa M determines an orientation of T

(+)
xa M , and these determine

an orientation of all M(xa, xb). For the xi and xj with µj−µi = 2, M(xi, xj)
is a one-dimensional oriented manifold. The boundary of M(xi, xj) consists
of “broken flow lines” where breaking occurs at the critical points xk with
µk = µi + 1. Namely, we have

(10.355) ∂M(xi, xj) =
⋃

xk:µk=µi+1

M(xi, xk) ×M(xk, xj),

and one can show that this holds including the orientation. On the other
hand, for xi and xk with µk = µi + 1, M(xi, xk) is a discrete set of oriented
points consisting of gradient flow lines from xi to xk, and it is easy to see
that nγ determines the orientation of the point represented by γ. Namely,
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we see that

(10.356) #M(xi, xk) =
∑

γ:i→k

nγ .

Since the number of boundary points is equal to zero, #∂M(xi, xj) = 0,
Eq. (10.355) yields what we wanted, Eq. (10.353).

In the above example of M = S2, we have M(A,B) = {γ1, γ2},
M(B,C) = {γ3} and M(B,D) = {γ4}. The one-dimensional space M(A,C)
consists of the thin lines as depicted in Fig. 9. It is easy to see that there
are two boundary lines which are the broken lines γ1#γ3 and γ2#γ3. This
indeed shows that ∂M(A,C) = M(A,B) ×M(B,C).

10.5.5. Bott–Morse Function. In the above discussion, we have as-
sumed that h has only non-degenerate and therefore isolated critical points.
It is a natural question to ask what happens if this condition is relaxed.
Here we briefly comment on the case where h admits critical manifolds of
dimension > 0 but h is still non-degenerate in the normal direction. Such a
function is called Bott–Morse. Let Mi (i = 1, . . . , N) be the connected com-
ponents of the critical point set of h. By the Bott–Morse assumption, Mi

is a smooth submanifold of M , where the Hessian of h has zero eigenvalues
only in the direction tangent to Mi. We define the Morse index µi of Mi to
be the number of negative eigenvalues of the Hessian.

The spectrum of a supersymmetric ground state is invariant under the
rescaling h → λh and we consider, as before, the large λ limit. Then the
ground state wave-function is localized at the critical point set ∪iMi. We
first focus on one component, say M1. Near each point of M1, the analysis
decomposes into two parts — directions normal to M1 and directions tangent
to M1. In the normal directions, a zero energy state is a µ1-form, which is
a volume form on the negative eigenspace of the Hessian. If the bundle over
M1 of the negative eigenspaces is orientable, then these normal µ1-forms
glue together to make a globally defined µ1-form Ψ1. In what follows, we
assume that this is the case although the other case can be treated with a
slight modification. In the tangent directions, the Hamiltonian is essentially
the Laplacian, and the harmonic forms are the zero energy states. Thus, the
perturbative ground states localized at M1 are of the form ωα ∧ Ψ1 where
ωα are harmonic forms on M1. Collecting together the states from all Mi’s,
we obtain

∑
i dimH•(Mi) perturbative ground states. In the strict λ → ∞
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limit, these, and only these, are the exact zero energy states. Since the
true zero energy state for finite λ remains also the zero energy state in the
λ → ∞ limit, we obtain the inequality dimH(0) ≤

∑
i dimH•(Mi). Since

H(0)
∼= H•(M) this means

(10.357) dimH•(M) ≤
∑

i

dimH•(Mi).

So much for the perturbative analysis. As in the case where h is non-
degenerate, these approximate ground states may be lifted to have nonzero
energy by quantum tunneling or instanton effects. A way to incorporate
tunneling has been found by Austin and Braam, which we describe here.
(The derivation by the physics analysis is left as an exercise for the readers.)
We denote by Rp the union of critical submanifolds of Morse index p, and we
assume that there is no ascending gradient flow from Rp to Rq if p > q. Let
M(Rp, Rq) be the space of ascending gradient flow lines from Rp to Rq. For
each gradient flow line φ : R → M , we have the initial point φ(−∞) ∈ Rp

and final point φ(+∞) ∈ Rq. This defines the initial and final maps

iqp : M(Rp, Rq) → Rp,

f q
p : M(Rp, Rq) → Rq.

Now we put

(10.358) Cr =
⊕

p+q=r

Ωp(Rq),

and define the operator Q : Cr → Cr+1 by
∑

s≥0 Qs where

Qs : Ωp(Rq) → Ωp−s+1(Rq+s),(10.359)

ω �→
{

dω s = 0,
(−1)p(f q+s

q )∗(i
q+s
q )∗ω otherwise.

Here (iq+s
q )∗ is the pull-back of forms from Rp to M(Rq, Rq+s) and (f q+s

q )∗ is
the integration along the fiber of the final point projection M(Rq, Rq+s) →
Rq+s. Then (C•, Q) defines a complex. This complex is actually filtered,

0 ⊂ · · · ⊂ C•
1 ⊂ C•

0 = C•

with

Cr
k =

⊕
q≥k

Ωr−q(Rq).
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The quotient GC•
k = C•

k/C
•
k+1 is equal to the de Rham complex of Rk. We

can apply the method of spectral sequences to compute the cohomology of
the complex (C•, Q). The E1 term is then given by Ek,r

1 = Hr−k(Rk). This
is the space of approximate zero energy states obtained by the perturbation
theory. The cohomology of the full complex (C•, Q) is isomorphic to the
space of exact zero energy states. This is how the instanton effect is taken
into account.

10.5.6. Moment Map for U(1) Actions. In certain cases, the prob-
lem of finding the supersymmetric ground states simply reduces to the com-
putation of cohomology of the individual critical manifolds Mi. Such is the
case where h is the moment map on a U(1)-invariant Kähler manifold.

Let M be a Kähler manifold with a U(1) action that preserves both
the metric and the complex structure. Then, the Kähler form ω is U(1)-
invariant. A moment map h associated with the U(1) action is a function on
M such that the one-form dh is equal to ivω where v is a vector field on M

that generates the U(1) action. (Note that divω = Lvω − ivdω = 0 − 0 = 0
because ω is a U(1)-invariant closed form. Thus one can find a function h

such that ivω = dh, at least locally. The assumption here is that h solves
this equation globally.) The critical points of h are the fixed points of the
U(1) action. The Bott–Morse assumption is automatically satisfied for h,
where Mi are components of the fixed point manifold.

The reduction of the problem can be shown as follows. One can find
U(1)-invariant tubular neighborhoods Ui of Mi which do not intersect with
one another. For each i, we choose a U(1)-invariant smooth function hi

supported on Ui which is a Morse function when restricted on Mi (with
non-degenerate critical points only). Let us then replace the function h by

(10.360) hε = h + ε
N∑

i=1

hi.

The standard conjugation argument shows that this replacement does not
affect the spectrum of supersymmetric ground states. For a sufficiently small
ε, the function hε has isolated non-degenerate critical points only, and all
of them are U(1)-fixed points, namely, in ∪iMi. Since the critical points
are all non-degenerate, the supersymmetric ground states are the cohomol-
ogy classes of the standard Morse–Witten complex. We now show that the
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coboundary operator of the complex receives contributions only from gra-
dient flows that lies inside Mi’s. We recall that non-trivial contributions
come only from isolated gradient flows (“isolated” except for the shift of the
domain parameter). Let γ be a gradient flow of hε from a critical point p

to a critical point q that lies (partly) outside ∪iMi. A flow from p ∈ Mi to
q ∈ Mj with i �= j must always be of this kind. Then, its U(1)-rotations are
also gradient flows of hε from p to q, and they make a non-trivial one param-
eter family. Thus, γ is not isolated and cannot contribute in the coboundary
operator. This shows that the Morse–Witten complex splits into the indi-
visual ones for Mi defined by the Morse functionhi|Mi . In particular, the
cohomology group splits into the sum of the cohomology groups of Mi’s.

A Morse function is said to be perfect if the coboundary operator (10.346)
is trivial, namely, if the perturbative ground states Ψi at the critical points
xi are all exact ground states. This notion of perfectness can be generalized
to Bott–Morse functions in a obvious way. What we have shown above is
that the moment map assicated with a U(1) action on a Kähler manifold is
a perfect Bott–Morse function.

10.5.7. Application to Quantum Field Theory. Later, we will ap-
ply this method to quantum field theories in (1 + 1) dimensions, which can
be considered roughly as quantum mechanics with infinitely many degrees
of freedom. In that setting we will need to consider an infinite-dimensional
manifold M . There are two main subtle points associated with the infinite-
dimensionality. One is that the definition of Morse index is not obvious. As
we will see, the spectrum of the Hessian is not bounded from below nor from
above. This problem will be partially solved by some kind of regularization,
but sometimes the Morse index can be defined only up to addition of some
connstant. This is related to an anomaly of fermion number conservation.
Another, and more serious, problem is that the relation Q2 = 0 is not au-
tomatic. Sometimes it fails because of the failure of Eq. (10.355), which
would mean that the supersymmetry algebra itself is anomalous, and one
would not be able to consider the “Q-complex”. Such a phenomenon does
not happen, fortunately, for the theory of closed strings, but will happen for
open strings.



CHAPTER 11

Free Quantum Field Theories in 1 + 1 Dimensions

As already mentioned, the higher the dimension of the QFT, the more
complicated it will be. We will be interested mainly in the case of QFTs
in two dimensions, the topic to which we now turn. In this chapter we will
be dealing mainly with the simplest two-dimensional QFTs, those that are
“free” in dimension 2. By free, we mean that the action is quadratic in
the field variables. This is the case where everything can be done exactly
and explicitly and serves as a good introduction to more complicated two-
dimensional QFTs which we will deal with later. Moreover, as in quantum
mechanics, they play an important role as the starting point of perturbation
theory or semi-classical approximation in a more general interactive theory.
In supersymmetric theories, some quantities are determined exactly using
quadratic approximation of the theory, and the role of free field theories is
even more important.

There is another reason to single out free theories: the sigma model with
target a circle of radius R provides an example of a free theory. It turns
out that this example is already rich enough to exhibit a duality that is an
equivalence between the sigma model on a circle of radius R and that of
radius 1/R. This is known as T-duality. In the supersymmetric setting, T-
duality is the basic example of mirror symmetry, as will be studied in later
sections. We will see that mirror symmetry is in a sense the refinement of
T-duality.

11.1. Free Bosonic Scalar Field Theory

11.1.1. Classical Theory. We start our study of quantum field theory
in 1 + 1 dimensions with the free theory of a single scalar field x. We
formulate the theory on the cylinder Σ = R × S1 where R is parametrized
by the time t and S1 is parametrized by the spatial coordinate s of period

237
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2π, s ≡ s + 2π. The action for the scalar field x = x(t, s) is given by

(11.1) S =
1
2π

∫
Σ

Ldt ds =
1
4π

∫
Σ

(
(∂tx)2 − (∂sx)2

)
dt ds.

This theory can also be considered as a sigma model, where x defines a map
of the worldsheet Σ to the target space R. The Euler–Lagrange equation is
given by

(11.2)
(

∂2

∂t2
− ∂2

∂s2

)
x = 0.

This is solved by

(11.3) x(t, s) = f(t− s) + g(t + s),

where f and g are arbitrary functions. The part f(t − s) represents a con-
figuration moving to the right, whereas g(t + s) represents the left-moving
configuration, both at the speed of light. These two motions do not interfere
with each other. This is the decoupling of the right- and left- moving modes,
which is a special property of massless fields in 1 + 1 dimensions.

The action is invariant under the shift in x

(11.4) δx = α,

where α is a constant. One can find the corresponding conserved charges by
following the Noether procedure. This time, we let the variation parameter
depend on both temporal and spatial coordinates, α → α(t, s). Then the
action varies as

(11.5) δS =
1
2π

∫
Σ

∂µα jµ dt ds,

where

(11.6)

{
jt = ∂tx,

js = −∂sx.

For a classical configuration that extremizes the action, this current jµ obeys
the conservation equation

(11.7) ∂µj
µ = 0.

In particular, the charge

(11.8) p =
1
2π

∫
S1

jt ds
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is a constant of motion. Since the shift in x can be considered as the trans-
lation of the target space R, the conserved charge p can be interpreted as
the target space momentum. The action is also invariant under worldsheet
space-time translations

(11.9) δαx = αµ∂µx.

The conserved currents are

(11.10)

{
T t

t = 1
2

(
(∂tx)2 + (∂sx)2

)
,

T s
t = −∂sx∂tx,

{
T t

s = ∂sx∂tx,

T s
s = −1

2

(
(∂tx)2 + (∂sx)2

)
and the conserved charges are

H =
1
2π

∫
S1

T t
t ds =

1
2π

∫
S1

1
2
(
(∂tx)2 + (∂sx)2

)
ds,(11.11)

P =
1
2π

∫
S1

T t
s ds =

1
2π

∫
S1

∂tx∂sx ds.(11.12)

These are respectively the Hamiltonian and momentum of the system.
Let us consider the Fourier expansion of x(t, s) along S1:

(11.13) x(t, s) = x0(t) +
∑
n �=0

xn(t)eins.

Since x(t, s) is real-valued, x0(t) is real and x−n(t) is the complex conjugate
of xn(t), (xn(t))∗ = x−n(t). The action is then expressed as

(11.14) S =
∫

dt

{
1
2
(ẋ0)2 +

∞∑
n=1

(|ẋn|2 − n2|xn|2)
}

.

We see from this expression that this free theory consists of infinitely many
decoupled systems; a single real scalar x0 without a potential, and a complex
scalar xn with the harmonic oscillator potential U = n2|xn|2, where n varies
over {1, 2, 3, . . .}. In this way we have reduced the difficulty of dealing with
a theory in 1+1 dimensions, to a theory in 1 dimension, but with infinitely
many degrees of freedom.

11.1.2. Quantization. Let us quantize this system. In principle, we
should obtain as the Hilbert space a suitable space of functions on the loop
space of R. The fact that we have decomposed the system to infinitely many
degrees of freedom already will lead to the appropriate notion of function
space by considering the infinite tensor product of the Hilbert spaces of each
of the decoupled systems. We have already analyzed all the constituent
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theories, so we can borrow the results. We first consider the sector of the
real scalar x0. The conjugate momentum for x0 is p0 = ẋ0 and there is a
momentum eigenstate |k〉0 for each k;

(11.15) p0|k〉0 = k|k〉0.

This is also the energy k2/2 eigenstate of the Hamiltonian

(11.16) H0 =
1
2
p2
0.

Let us next consider the nth harmonic oscillator, xn. xn is a complex
variable and decomposes into two real variables x1n and x2n defined by
xn = (x1n + ix2n)/

√
2. As usual, one can define the operators

ain = (pin/
√

n− i
√

nxin)/
√

2 and a†in = (pin/
√

n+ i
√

nxin)/
√

2 for i = 1, 2,
where pin = ẋin. These obey the commutation relations [ain, a

†
jn] = δi,j ,

[ain, ajn] = [a†in, a
†
jn] = 0. The Hamiltonian is given by

(11.17) Hn = n

(
a†1na1n +

1
2

)
+ n

(
a†2na2n +

1
2

)
.

Now, let us change the variables as αn =
√

n/2(a1n + ia2n), α−n = α†
n =√

n/2(a†1n−ia†2n), α̃n =
√

n/2(a1n−ia2n) and α̃−n = α̃†
n =

√
n/2(a†1n+ia†2n)

where we take n ≥ 1 here. These new operators satisfy the relations

(11.18) [αn, α−n] = [α̃n, α̃−n] = n, [αn, α̃±n] = [α−n, α̃±n] = 0.

Thus, α−n and α̃−n are the creation operators while αn and α̃n are the
annihilation operators. In terms of these variables the Hamiltonian Hn is
expressed as

(11.19) Hn = α−nαn + α̃−nα̃n + n.

We define |0〉n as the vector annihilated by αn and α̃n. This is a ground
state for the Hamiltonian Hn, with energy n. A general energy eigenstate is
constructed by multiplying powers of creation operators α−n and α̃−n acting
on |0〉.

The Hilbert space of the total system is a tensor product of the Hilbert
spaces of these constituent theories. Let us define the state

(11.20) |k〉 := |k〉0 ⊗
∞⊗

n=1

|0〉n.
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Then a general state is constructed by multiplying the powers of α−n and
α̃−n for various n. The Hamiltonian is the sum

H =H0 +
∞∑

n=1

Hn

=
1
2
p2
0 +

∞∑
n=1

(α−nαn + α̃−nα̃n + n)

=
1
2
p2
0 +

∞∑
n=1

α−nαn +
∞∑

n=1

α̃−nα̃n − 1
12

(11.21)

where we have used the zeta function regularization to sum up the ground
state oscillation energies of the infinitely many harmonic oscillator systems:

(11.22)
∞∑

n=1

n = ζ(−1) = − 1
12

.

The worldsheet momentum is

P =
1
2π

∫
S1

∂tx∂sxds =
∑

n+m=0

imẋnxm

= −
∞∑

n=1

α−nαn +
∞∑

n=1

α̃−nα̃n,

(11.23)

where we used the relation xn = (α̃−n−αn)/(
√

2in) and ẋn = (α̃−n+αn)/
√

2
which can be derived by tracing the definition of αn and α̃n. The target
space momentum is simply

(11.24) p =
1
2π

∫
S1

ẋ ds = ẋ0 = p0.

The state

(11.25)
∞∏

n=1

(α−n)mn(α̃−n)�mn |k〉

has the following worldsheet energy and momentum

H =
k2

2
+

∞∑
n=1

n(mn + m̃n) − 1
12

,(11.26)

P =
∞∑

n=1

n(−mn + m̃n),(11.27)

and also has the target space momentum

(11.28) p = k.
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The state |0〉 = |k = 0〉 is the unique ground state with the ground state
energy

(11.29) E0 = − 1
12

,

and target space momentum p = 0.
We note that

[H,x0] = −ip0, [H, p0] = 0,(11.30)

[H,αn] = −nαn, [H, α̃n] = −nα̃n.(11.31)

Thus, we have

x0(t) = eiHtx0 e−iHt = x0 + tp0,(11.32)

αn(t) = eiHtαn e−iHt = e−intαn,(11.33)

α̃n(t) = eiHtα̃n e−iHt = e−intα̃n.(11.34)

Since xn = (α̃−n − αn)/(
√

2in) we obtain

(11.35) x(t, s) = x0 + tp0 +
i√
2

∑
n �=0

1
n

(αn e−in(t−s) + α̃n e−in(t+s)).

Note that this is the most general solution to the equation of motion, Eq.
(11.2), that is compatible with the periodicity x(t, s + 2π) = x(t, s). Also,
we now see that αn are the right-moving modes and α̃n are the left-moving
modes. Eq. (11.35) is consistent with

[P, x0] = 0, [P, p0] = 0,(11.36)

[P, αn] = nαn, [P, α̃n] = −nα̃n.(11.37)

11.1.3. Vertex Operators. In Eqs. (11.21)–(11.23), which express
the Hamiltonian and momentum, the annihilation operators αn, α̃n (n > 0)
appear to the right of the creation operators α−n, α̃−n. This is called the
normal ordering . We introduce the symbol :(−): to indicate the normal
ordering. For example, for n ≥ 1,

(11.38) :α−nαn: = :αnα−n: = α−nαn, :α̃−nα̃n: = :α̃nα̃−n: = α̃−nα̃n.

Also, we extend it to the zero modes x0, p0 so that

(11.39) :x0p0: = :p0x0: = x0p0.
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Then it is straightforward to see that
(11.40)

x(t1, s1)x(t2, s2) = :x(t1, s1)x(t2, s2): − it1 +
1
2

∞∑
n=1

1
n

((z2/z1)n + (z̃2/z̃1)n) ,

where zj = ei(tj−sj) and z̃j = ei(tj+sj). The infinite sum is oscillatory
and ambiguous. From now on, we assume an infinitesimal Wick rotation
t → e−iεt with ε > 0 (the complete Wick rotation ε = π/2 would lead
to z̃i = zi). If t1 > t2, we have |z2/z1| < 1, |z̃2/z̃1| < 1, and the sum is
convergent to −1

2 log(1− z2/z1)− 1
2 log(1− z̃2/z̃1). This convergence shows

that

(11.41) T
[
x(t1, s1)x(t2, s2)

]
= :x(t1, s1)x(t2, s2):−

1
2

log[(z1−z2)(z̃1− z̃2)],

where T[A(t1, s1)B(t2, s2)] is the time ordered product, which is A(1)B(2)
if t1 > t2 and B(2)A(1) if t2 > t1.

The normal ordered operator for exp(ikx) is expressed as

(11.42) : exp
(
ikx(t, s)

)
:

= eik i√
2

�∞
n=1

−1
n

(α−nzn+�α−n�zn) eikx0 eiktp0 eik i√
2

�∞
n=1

1
n

(αnz−n+�αn�z−n)
.

It acts on the vacuum |0〉 as

(11.43) : eikx(t,s):|0〉 = eik i√
2

�∞
n=1

−1
n

(α−nzn+�α−n�zn) eikx0 |0〉.

Since eikx0 increases the target space momentum p by k, we have
eikx0 |0〉 = |k〉. This can also be seen by noting that |k〉 is represented
by the wave-function Ψk(x) = eikx while the operator eikx0 is represented
by the multiplication by eikx. This latter representation also shows that
〈k1|k2〉 = 2πδ(k1 − k2). If we take the limit t → −∞, we have |z| → 0 and
: eikx(t,s):|0〉 converges to

(11.44) : eikx(t,s):|0〉 t→−∞−−→ eikx0 |0〉 = |k〉.

Thus, this operation increases the momentum by k. The operator shown in
Eq. (11.42) is called the vertex operator of (target space) momentum k.
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It is easy to compute the two-point correlation function of the vertex
operators.

〈 eik1x(t1,s1) eik2x(t2,s2)〉(11.45)

= 〈0|T
[
: eik1x(t1,s1):: eik2x(t2,s2):

]
|0〉

= 2πδ(k1 + k2)[(z1 − z2)(z̃1 − z̃2)]
k1k2

2 .

11.1.4. Partition Function. Let us now compute the partition func-
tion of the system. As we have seen in quantum mechanics, the partition
function can be defined as

(11.46) Z(β) = Tr e−βH .

This partition function corresponds to evaluating the path-integral where
the worldsheet is the Euclidean cylinder of length β with the two boundaries
identified. Thus the worldsheet in this case is a rectangular torus with sides
2π and β. Actually this is not the most general thing we can do. We can
also try to evaluate the path-integral on a torus which is not rectangular but
is skewed as shown in Fig. 1. This corresponds to shifting one end of the

2πτ 2

2π 2π

2πτ 2

2πτ 1

Figure 1

cylinder by 2πτ1 before identifying it with the other end. (We also rename
the length as β → 2πτ2.) In the operator language this operation of rotating
corresponds to inserting the translation operator e−2πiτ1P in the trace,

(11.47) Z(τ1, τ2) = Tr e−2πiτ1P e−2πτ2H .
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Let us define

HR :=
1
2
(H − P ) =

1
4
p2
0 +

∞∑
n=1

α−nαn − 1
24

,(11.48)

HL :=
1
2
(H + P ) =

1
4
p2
0 +

∞∑
n=1

α̃−nα̃n − 1
24

,(11.49)

which involve left-moving and right-moving nonzero modes respectively.
Then the partition function can be written as

Z(τ, τ ) =Tr e2πiτHR e−2πiτHL ,

=Tr qHRqHL
(11.50)

where

(11.51) τ = τ1 + iτ2,

and q = e2πiτ . Recall that the Hilbert space is the tensor product of Hilbert
spaces of infinitely many decoupled systems — the free particle system of
zero modes and right-moving and left-moving harmonic oscillator modes of
frequency n. Denoting the respective Hilbert spaces by H0, HR

n and HL
n , we

obtain the factorized form of the partition function

(11.52) Z(τ, τ ) = (qq)−1/24TrH0(qq)
p2
0/4

∞∏
n=1

TrHR
n
qα−nαnTrHL

n
q�α−n�αn ,

where the prefactor (qq)−1/24 = e−2πτ2(−1/12) comes from the regularized
zero point oscillation energy of the infinitely many harmonic oscillator sys-
tems, as shown in Eq. (11.22). It is easy to evaluate each factor;

TrHR
n
qα−nαn =

∞∑
k=0

qnk =
1

1 − qn
,(11.53)

TrHL
n
q�α−n�αn =

1
1 − qn ,(11.54)

TrH0(qq)
p2
0/4 = TrH0 e−2πτ2H0 = V

+∞∫
−∞

dp

2π
e−2πτ2(

1
2
p2) =

V

2π
1

√
τ2

.(11.55)
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In the last part, V stands for the cut-off volume in order to make the par-
tition function finite. Putting all these factors together we obtain

Z(τ, τ ) = (qq)−1/24 V

2π
1√
τ2

∞∏
n=1

∣∣∣∣ 1
1 − qn

∣∣∣∣2
=

V

2π
1

√
τ2
|η(τ)|−2,(11.56)

where η(τ) is the Dedekind eta function

(11.57) η(τ) = q1/24
∞∏

n=1

(1 − qn).

Using the modular transformation properties of the eta function

(11.58) η(τ + 1) = eπi/12η(τ), η(−1/τ) = (−iτ)1/2η(τ),

one sees that the partition function is invariant under the differomorphisms
on T 2 acting on τ as

(11.59) τ �−→ aτ + b

cτ + d
.

This is as it should be, and can be viewed as another confirmation of the
regularization procedure we used. (Note in particular that the leading power
of q comes from the zeta function regularization, and without the correct
factor the modular invariance would be lost.) Note also that the partition
function does not depend on the area of the worldsheet torus, but only
depends on its complex structure. This is a feature of conformal theories.
As we will discuss in more detail later, sigma models for generic target
manifolds do not lead to conformal theories.

11.2. Sigma Model on Torus and T-duality

11.2.1. Sigma Model on S1. Now consider the case where the target
space is a circle S1 of radius R instead of the real line. The theory is
described by a single scalar field x which is periodic with period 2πR:

(11.60) x ≡ x + 2πR.

The classical action is still given by Eq. (11.1). As in the case of the real
line, space-time translations and target space translations are symmetries of
the system. The corresponding Noether charges H, P and p are expressed
again by Eqs. (11.11), (11.12) and (11.8).
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Unlike in case of the real line, since the circle has discrete Fourier modes
(as we have studied in Sec. 10.1.1) the target space momentum is quantized
in units of 1/R:

(11.61) p = l/R, l ∈ Z.

Also, the target space coordinate x is not single-valued but is a periodic
variable of period 2πR. This means that there are topologically non-trivial
field configurations in the theory which are classified by the winding number
m defined by

(11.62) x(s + 2π) = x(s) + 2πmR.

As we have seen, the conserved current for the momentum is

(11.63)

{
jt = ∂tx,

js = −∂sx.

One can find another current

(11.64)

{
jt
w = ∂sx,

js
w = −∂tx,

which satisfies the “conservation equation” ∂µj
µ
w = 0 (this is not an equation

of motion, but an identity, like the Bianchi identity dF = 0 for electromag-
netism). The corresponding “charge” is

(11.65) w =
1
2π

∫
S1

jt
wds =

1
2π

(x(2π) − x(0)) = mR

in the sector with winding number m. Thus, w is the topological charge
that counts the winding number.

The Hilbert space H is decomposed into sectors labelled by two integers
— momentum l and winding number m:

(11.66) H =
⊕

(l,m)∈�⊕�

H(l,m).

The subspace H(l,m) is the space with p = l/R and w = mR and contains a
basic element

(11.67) |l,m〉,

which is annihilated by αn and α̃n with n > 0. The space H(l,m) is con-
structed by acting on |l,m〉 with the powers of the creation operators α−n

and α̃−n.
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We denote by p0 and w0 the operators counting the momentum and the
winding number

(11.68) p0|l,m〉 =
l

R
|l,m〉, w0|l,m〉 = mR|l,m〉.

The operator ei l
R

x0 shifts the momentum. There should also be operators
that shift the winding number. We denote them by eimR�x0 so that

(11.69) ei
l1
R

x0 |l,m〉 = |l + l1,m〉, eim1R�x0 |l,m〉 = |l,m + m1〉.

The operators x0, p0, x̂0, w0 have the commutation relations

(11.70) [x0, p0] = i, [x̂0, w0] = i,

while other commutators vanish. Let us denote

(11.71) pR =
1√
2
(p0 − w0), pL =

1√
2
(p0 + w0).

Then the field x(t, s) decomposes as the sum xR(t− s) + xL(t + s) of right-
moving and left-moving fields that commute with each other;

xR(t− s) =
x0 − x̂0

2
+

1√
2
(t− s)pR +

i√
2

∑
n �=0

1
n
αn e−in(t−s),(11.72)

xL(t + s) =
x0 + x̂0

2
+

1√
2
(t + s)pL +

i√
2

∑
n �=0

1
n
α̃n e−in(t+s).(11.73)

We note that the derivatives
1√
2
(∂t − ∂s)x = pR +

∑
n �=0

αn e−in(t−s),(11.74)

1√
2
(∂t + ∂s)x = pL +

∑
n �=0

α̃n e−in(t+s),(11.75)

define currents that measure the charges pR and pL respectively. The world-
sheet Hamiltonian H and momentum P are given by

HR =
1
2
(H − P ) =

1
2
p2

R +
∞∑

n=1

α−nαn − 1
24

,(11.76)

HL =
1
2
(H + P ) =

1
2
p2

L +
∞∑

n=1

α̃−nα̃n − 1
24

.(11.77)

We see that there is a unique ground state |0, 0〉 and the ground state energy
is again

(11.78) E0 = − 1
12

.



11.2. SIGMA MODEL ON TORUS AND T-DUALITY 249

The computation of the partition function is similar to the case of the
sigma model on R except for the summation over the zero modes. Instead of
the divergent factor V/2π

√
τ2 coming from the zero mode integral, we have

the discrete sum over the momentum l and winding number m corresponding
to the decomposition shown in Eq. (11.66). Namely, we have

(11.79) Z(τ, τ ;R) =
1

| η(τ) |2
∑

(l,m)∈�⊕�

q
1
4
(l/R−mR)2q

1
4
(l/R+mR)2.

The factor |η(τ)|−2 comes from the oscillator modes in precisely the same
way as in the case of the sigma model on R.

11.2.2. T-duality. We see that the partition function is invariant un-
der the replacement R �→ 1/R :

(11.80) Z(τ, τ ; 1/R) = Z(τ, τ ;R).

The full spectrum is also invariant as long as we interchange the quantum
numbers associated with the winding and the momentum as well, l ↔ m.
Namely, there is an isomorphism of our Hilbert space H to the Hilbert space
Ĥ of the sigma model on S1 of radius 1/R, under which

(11.81) H(l,m) −→ Ĥ(m,l).

This corresponds to the exchange of operators

(11.82) (pR, pL) �→ (−p̂R, p̂L).

This symmetry of the theory is called R → 1/R duality or T-duality. Since
pR and pL are the conserved charges, it is natural to expect that the corre-
sponding currents given by Eqs. (11.75)–(11.74) also transform in the same
way. Thus, we expect that T-duality maps the currents as

(11.83) (∂t ± ∂s)x �→ ±(∂t ± ∂s)x̂,

or in terms of the Fourier modes

(11.84) αn �→ −α̂n, α̃n �→ ̂̃αn.

Finally, since x̂0 generates the shift of m, which is the momentum of the
T-dual theory, it can be identified as the zero mode of the coordinate x̂. To
summarize, we have found

(11.85) x̂(t, s) = −xR(t − s) + xL(t + s).
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Everything we said here, including the point expressed by Eq. (11.84),
can also be derived using the path-integral method.
Path-integral Derivation Let us formulate the theory on a Riemann sur-
face Σ of genus g. We put a (Euclidean) metric h = hµνdσ

µdσν on Σ where
(σµ) = (σ1, σ2) are local coordinates. We use a variable φ = x/R which is
periodic with period 2π. The action is then written as

(11.86) Sϕ =
1
4π

∫
Σ

R2hµν∂µϕ∂νϕ
√

h d2σ.

This action can also be obtained from the following action for ϕ and a
one-form field Bµ :

(11.87) S′ =
1
2π

∫
Σ

1
2R2

hµνBµBν

√
hd2σ +

i

2π

∫
Σ

B ∧ dϕ.

Completing the square with respect to Bµ, which is solved by

(11.88) B = iR2 ∗ dϕ,

and integrating it out, we obtain the action for the sigma model, as shown
in Eq. (11.86).

Exercise 11.2.1. Verify this claim.

If, changing the order of integration, we first integrate over the scalar
field ϕ, we obtain a constraint dB = 0. This constraint is solved by

(11.89) B = dϑ0 +
2g∑
i=1

aiω
i,

where ϑ0 is a real scalar field, ωi (i = 1, . . . , 2g) are closed one-forms that
represent a basis of H1(Σ,R) ∼= R2g, and the ai’s are real numbers. One can
choose the 2g one-forms ωi such that there are one-cycles γi representing a
basis of H2(Σ,Z) ∼= Z2g with

(11.90)
∫

γi

ωj = δi,j .

Then
∫
Σ ωi ∧ ωj = J ij is a non-degenerate matrix with integral entries

whose inverse is also an integral matrix. Integration over ϕ actually yields
constraints on the aj ’s as well. Recall that ϕ is a periodic variable of period
2π. This means that ϕ does not have to come back to its original value when
circling along non-trivial one-cycles in Σ, but comes back to itself up to 2π
shifts. If ϕ shifts by 2πni along the cycle γi, dϕ has an expansion like Eq.
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(11.89) with the coefficient 2πni for ωi. Thus, for a general configuration of
ϕ we have

(11.91) dϕ = dϕ0 +
2g∑
i=1

2πniω
i,

where ϕ0 is a single-valued function on Σ. Now, integration over ϕ means
integration over the function ϕ0 and summation over the integers ni’s. Inte-
gration over ϕ0 yields the constraint dB = 0 which is solved by Eq. (11.89).
What about the summation over the ni’s? To see this we substitute in∫
B ∧ dϕ for B from Eq. (11.89);

(11.92)
∫
Σ

B ∧ dϕ = 2π
∑
i,j

aiJ
ijnj .

Now, noting that J ij is a non-degenerate integral matrix with an integral
inverse and using the fact that

∑
n eian = 2π

∑
m δ(a − 2πm), we see that

summation over ni constrains the ai’s to be integer multiples of 2π;

(11.93) ai = 2πmi, mi ∈ Z.

Inserting this into Eq. (11.89), we see that B can be written as

(11.94) B = dϑ,

where now ϑ is a periodic variable of period 2π. Now, inserting this into the
original action we obtain

(11.95) Sϑ =
1
4π

∫
Σ

1
R2

hµν∂µϑ∂νϑ
√

hd2x

which is an action for a sigma model with target space an S1 of radius
1/R. Thus, we have shown that the sigma model with target S1 of radius
R is equivalent to the model with radius 1/R. Namely, we have shown the
R → 1/R duality or T-duality using the path-integral method. The above
path-integral manipulation is called a duality transformation and can also
be applied to massless fields (including vector fields or higher-rank anti-
symmetric tensor fields) in arbitrary dimensions.

Comparing Eq. (11.88) with Eq. (11.94), we obtain the relation

(11.96) Rdϕ = i
1
R

∗ dϑ.

Since Rdϕ and iR∗dϕ are the conserved currents in the original system that
measure momentum and winding number respectively, Eq. (11.96) means
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that momentum and winding number are exchanged under the R → 1/R
duality. This is exactly what we saw above in the operator formalism. In
particular, Eq. (11.96) is nothing but (the Euclidean version of) Eq. (11.83).
Eq. (11.96) explicitly shows that equations of motion and Bianchi identities
are exchanged. This is a general property of duality transformations.

The vertex operator

(11.97) exp(iϑ)

that creates a unit momentum in the dual theory must be equivalent to an
operator that creates a unit winding number in the original theory. This can
be confirmed by the following path-integral manipulation. Let us consider
the insertion of

(11.98) exp
(
−i

∫ q

p
B
)

in the system with the action shown in Eq. (11.87), where the integration is
along a path τ emanating from p and ending on q. Then using Eq. (11.94)
we see that

(11.99) exp
(
−i

∫ q

p
B
)

= e−iϑ(q) eiϑ(p).

On the other hand, the insertion of e−i
� q
p B changes the B-linear term in

Eq. (11.87). We note that
∫ q
p B can be expressed as

∫
Σ B ∧ ω, where ω is

a one-form with delta function support along the path τ . This ω can be
written as ω = dθτ where θτ is a multi-valued function on Σ that jumps by
1 when crossing the path τ . Now, the modification of the action from Eq.
(11.87) can be written as

(11.100)
i

2π

∫
Σ

B ∧ dϕ −→ i

2π

∫
Σ

B ∧ dϕ + i

q∫
p

B =
i

2π

∫
Σ

B ∧ d(ϕ + 2πθτ ).

Integrating out Bµ, we obtain the action shown in Eq. (11.86) with ϕ re-
placed by ϕ′ = ϕ + 2πθτ . Note that ϕ′ jumps by 2π when crossing the path
τ which starts and ends on p and q. In particular, it has winding number
1 and −1 around p and q respectively. Comparing with Eq. (11.99), we
see that the insertion of eiϑ creates the unit winding number in the original
system.
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11.2.3. Sigma Model on T 2. Now consider the case when the target
space is a rectangular torus T 2 = S1

R1
× S1

R2
where R1 and R2 are the radii

of the two circles. Since the theory consists of the sigma models on circles
that are decoupled from each other, the Hilbert space is a tensor product
of the constituent theories. One can replace the parameters R1, R2 of the
theory by the area and the complex structure of the torus

(11.101) A = area/(2π)2 = R1R2, σ = iR1/R2.

By T-duality, inverting the radius of one of the circles leaves the theory in-
variant but it changes the area and the complex structure of the torus. This
actually interchanges A and the imaginary part of the complex structure σ.
For instance, if we dualize on the second circle we have the transformation

(11.102) (A, Imσ) = (R1R2, R1/R2) �→ (A′, Imσ′) = (R1/R2, R1R2).

In other words, the shape (complex structure) and the size (Kähler struc-
ture) of the target torus are exchanged under this duality. In the above
discussion, we considered a rectangular torus where the complex structure
is pure imaginary. More generally, the complex structure is parametrized
by a complex number

(11.103) σ = σ1 + iσ2

whose real part σ1 is a periodic parameter of period 1 that corresponds
to deviation from the rectangular torus. On the other hand, the area is a
single real parameter. Thus, it appears that the exchange under T-duality
of the complex structure and the area fails in the general case. But this
is misleading: one can consider deforming the theory by assigning a phase
factor

(11.104) exp
(
i

∫
Σ
x∗B

)
in the path-integral. Here x is considered as a map from the worldsheet to
the target space T 2 and B is the cohomology class

(11.105) B ∈ H2(T 2,R).

For instance, the path-integral representation of the partition function of
the deformed theory is given by

Z =
∫

Dx e−S ei
�
Σ x∗B.(11.106)
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Since H2(T 2,R) is one-dimensional, we can represent the B-field as a num-
ber, which we will denote by B as well. We also note that ei

�
Σ x∗B = 1

for any x if B = 2πn for some integer n. Thus, we should consider B as a
periodic variable of period 2π. We define the complexified area ρ by

(11.107) ρ =
B

2π
+ iA.

Then one can show that T-duality on one of the circles exchanges the com-
plexified area ρ and the complex structure σ. It is a good exercise to show
that the partition function is invariant under this exchange.

Exercise 11.2.2. Compute the partition function of the theory on T 2

with a B-field, and show that it is invariant under the interchange of σ

and ρ.

11.3. Free Dirac Fermion

Another important example of a free QFT is the theory of free Dirac
fermions. A Dirac fermion is an anti-commuting complex spinor field. (we
could also consider the case of real fermions — called Majorana fermions —
which have half as many degrees of freedom as the one we will be studying
here). In (1+1)-dimensional Minkowski space, the generators of the Clifford
algebra (et)2 = −(es)2 = 1, etes = −eset, are represented by 2 × 2 matrices

(11.108) γt =

(
0 1
1 0

)
, γs =

(
0 −1
1 0

)
.

The Dirac fermion is represented by a column vector

(11.109) ψ =

(
ψ−

ψ+

)
.

The action is given by

S =
1
2π

∫
Σ
iψγµ∂µψ dt ds

=
1
2π

∫
Σ

(
iψ−(∂t + ∂s)ψ− + iψ+(∂t − ∂s)ψ+

)
dt ds,

(11.110)

where ψ = ψ†γt and ψ± = ψ†
±. Here Σ is the worldsheet which we take again

to be R × S1. The equation of motion is the Dirac equation γµ∂µψ = 0,
namely

(11.111) (∂t + ∂s)ψ− = 0, (∂t − ∂s)ψ+ = 0.
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These equations are solved by

(11.112) ψ−(t, s) = f(t− s), ψ+(t, s) = g(t + s).

Thus, ψ− is a right-moving field and ψ+ is a left-moving field.
The action is invariant under the phase rotations of the fermions

V : ψ± �→ e−iαψ±,(11.113)

A : ψ± �→ e∓iβψ±.(11.114)

We call them the vector rotation and the axial rotation respectively. By the
Noether procedure, we find the corresponding conserved currents

(11.115) V :

{
jt
V = ψ−ψ− + ψ+ψ+,

js
V = ψ−ψ− − ψ+ψ+,

A :

{
jt
A = −ψ−ψ− + ψ+ψ+,

js
A = −ψ−ψ− − ψ+ψ+,

and conserved charges

FV =
1
2π

∫
S1

jt
V ds =

1
2π

∫
S1

(
ψ−ψ− + ψ+ψ+

)
ds,(11.116)

FA =
1
2π

∫
S1

jt
A ds =

1
2π

∫
S1

(
−ψ−ψ− + ψ+ψ+

)
ds.(11.117)

We call these the vector and axial fermion numbers. The action is invariant
under the space-time translations. We find the conserved currents
(11.118){

T t
t = −iψ−∂sψ− + iψ+∂sψ+,

T s
t = iψ−∂tψ− − iψ+∂tψ+,

{
T t

s = iψ−∂sψ− + iψ+∂sψ+,

T s
s = −iψ−∂tψ− − iψ+∂tψ+,

and the conserved charges

H =
1
2π

∫
S1

(
−iψ−∂sψ− + iψ+∂sψ+

)
ds,(11.119)

P =
1
2π

∫
S1

(
iψ−∂sψ− + iψ+∂sψ+

)
ds.(11.120)

Let us now expand the fields in the Fourier modes on S1. We notice
at this stage that we have not specified the boundary condition on S1. We
consider here a periodic boundary condition for both ψ+ and ψ−. (Other
choices will be considered separately.) Then the fields are expanded as

ψ− =
∑
n∈�

ψn(t) eins, ψ− =
∑
n∈�

ψn(t) eins,(11.121)

ψ+ =
∑
n∈�

ψ̃n(t) e−ins, ψ+ =
∑
n∈�

ψ̃n(t) e−ins.(11.122)
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Since ψ± = ψ†
±, the modes are related by

(11.123) ψn = ψ†
−n, ψ̃n = ψ̃†

−n.

In terms of these variables, the action is expressed as

(11.124) S =
∫ [∑

n∈�
iψ−n(∂t + in)ψn +

∑
n∈�

iψ̃−n(∂t + in)ψ̃n

]
dt,

and we see that the system consists of infinitely many fermionic systems
that are decoupled from each other.

11.3.1. Quantization. Let us quantize the system. From the form of
the action, we find the anti-commutation relations

(11.125) {ψn, ψm} = δn+m,0, {ψ̃n, ψ̃m} = δn+m,0,

with all other anti-commutators vanishing. For each n, the algebra of
ψn, ψ−n is represented in a two-state vector space. As in the case of the
free boson, we construct the total Hilbert space based on the product of the
ground states of the constituent theories. We can read off from the action
given in Eq. (11.124) that the Hamiltonian for the ψn, ψ−n sector is given
by

(11.126) Hn(+) = nψ−nψn.

The ground state |0〉n is the one with ψn|0〉n = 0 for n > 0 and ψ−n|0〉n = 0
for n < 0. For n = 0, both of the states have the same energy and we
choose one of them, say the one with ψ0|0〉0 = 0. On the other hand, the

Hamiltonian for the ψ̃n, ψ̃−n sector is given by

(11.127) Hn(−) = nψ̃−nψ̃n.

The ground state |̃0〉n is the one with ψ̃n|0〉n = 0 for n > 0 and ψ̃−n|0〉n = 0
for n < 0. For n = 0 both states have the same energy and we choose one of
them, say the one with ψ̃0|0〉0 = 0. Thus, we define a state |0〉 of the total
Hilbert space as the tensor product of these states

(11.128) |0〉 =
⊗

n∈�+

|0〉n ⊗ |̃0〉n.

This state is annihilated by the positive frequency modes

(11.129) ψn|0〉 = ψn|0〉 = ψ̃n|0〉 = ψ̃n|0〉 = 0, n = 1, 2, 3, . . . ,
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and also (by the choice made above)

(11.130) ψ0|0〉 = ψ̃0|0〉 = 0.

Then the Hamiltonian is expressed as

H =
∑
n∈�

(
nψ−nψn + nψ̃−nψ̃n

)
=

∞∑
n=1

(
nψ−nψn − n(−ψ−nψn + 1) + nψ̃−nψ̃n − n(−ψ̃−nψ̃n + 1)

)
=
∑
n∈�

(
n:ψ−nψn: + n:ψ̃−nψ̃n:

)
+

1
6
,

(11.131)

where :ψ−nψn: is a short hand notation for

(11.132)

{
ψ−nψn n > 0,
−ψnψ−n n < 0,

and we have used the zeta function regularization to obtain
∑∞

n=1(−2n) = 1
6 .

The ground state energy is

(11.133) E0 =
1
6
.

Note that the ground states are degenerate; the four states below are all
ground states with energy E0 = 1

6 ;

ψ0ψ̃0|0〉

ψ0|0〉 ψ̃0|0〉(11.134)

|0〉.

The expression for the momentum is easier to obtain:

(11.135) P =
∑
n∈�

(
−n:ψ−nψn: + n:ψ̃−nψ̃n:

)
.
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The vector and axial fermion numbers can be expressed as

FV =
∑
n∈�

(
ψ−nψn + ψ̃−nψ̃n

)
=ψ0ψ0 + ψ̃0ψ̃0 +

∑
n �=0

(
:ψ−nψn: + :ψ̃−nψ̃n:

)
− 1

(11.136)

FA =
∑
n∈�

(
−ψ−nψn + ψ̃−nψ̃n

)
= − ψ0ψ0 + ψ̃0ψ̃0 +

∑
n �=0

(
−:ψ−nψn: + :ψ̃−nψ̃n:

)(11.137)

where the term of −1 in Eq. (11.136) comes from the sum
∑∞

n=1 2 = −1
which is again obtained by zeta function regularization. It is straightforward
to compute these charges for the four ground states in Eq. (11.134). The
result is

(11.138) FV :
0

−1 1
0

, FA :
1

0 0
−1

.

It is straightforward to see that

[H,ψn] = −nψn, [H,ψn] = −nψn,(11.139)

[H, ψ̃n] = −nψ̃n, [H, ψ̃n] = −nψ̃n.(11.140)

Applying these to Eqs. (11.121)– (11.122), we find

ψ− =
∑
n∈�

ψn e−in(t−s), ψ− =
∑
n∈�

ψn e−in(t−s),(11.141)

ψ+ =
∑
n∈�

ψ̃n e−in(t+s), ψ+ =
∑
n∈�

ψ̃n e−in(t+s).(11.142)

This shows that ψ− and ψ− are indeed right-moving fields and ψ+ and ψ+

are left-moving fields.

11.3.2. Dirac’s Sea. By construction, the state |0〉 is a lowest energy
state and is therefore stable. There is a useful and insightful reinterpretation
of this fact. (In this discussion, n stands for a positive integer.) The first
of the commutation relations as shown in Eq. (11.139) can be interpreted
as follows: ψ−n (n > 0) is the creation operator of a fermion en of positive
energy n, whereas ψn is the creation operator of a fermion e−n of negative
energy, −n. The fact that ψn|0〉 = 0 can then be interpreted as saying that
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the state |0〉 is filled with the negative energy fermions, e−n. By fermion sta-
tistics (or Pauli’s exclusion principle), a fermionic state cannot be occupied
by two or more particles. Acting by ψ−n = ψ†

n on |0〉 can be interpreted as
removing the negative energy fermion e−n or as creating a hole. This hole
can further be interpreted as a positive energy anti-fermion en of opposite
charge for FV and FA. On the other hand, the fact that ψ−n|0〉 �= 0 simply
means that the state |0〉 is not filled with the positive energy fermion en.
Similarly for the left-moving modes. Here we interpret the state |0〉 as occu-

pied by the negative energy fermions, ẽ−n (with creation operator ψ̃n), and

empty for the positive energy fermions, ẽn (with creation operator ψ̃−n).

Acting by ψ−n = (ψ̃n)† removes ẽ−n, creating a hole or the anti-particle ẽn

of positive energy and opposite charge.
From this point of view, the state |0〉 can be interpreted as

(11.143) |0〉 =

( ∞∏
n=1

ψnψ̃n

)
|0〉′,

where |0〉′ is the state that is empty for all negative and positive energy
fermions. The state |0〉 is filled with all the negative energy particles and is
therefore stable. One can make a hole but that costs positive energy, or it
can be interpreted as creation of a positive energy anti-particle.

This point of view is due to P. A. M. Dirac and has many applications in
various fields. (We will shortly encounter one of them.) The state |0〉 filled
with negative energy states is called Dirac’s sea, and the point of view that
an anti-particle is considered as a hole is called Dirac’s hole theory.

11.3.3. Twisted Boundary Conditions. As promised, we consider
here the case where the fields are not periodic but obey the twisted boundary
conditions

ψ−(t, s + 2π) = e2πiaψ−(t, s),(11.144)

ψ+(t, s + 2π) = e−2πi�aψ+(t, s).(11.145)

The periodicity of ψ± follows from these condition by complex conjugation.
The redefined fields ψ′

−(t, s) = e−iasψ−(t, s) and ψ′
+(t, s) = ei�asψ+(t, s)

are periodic, but the action for them (obtained by inserting ψ± into Eq.
(11.110)) is

(11.146) S =
1
2π

∫
Σ

(
iψ′

−(∂t + ∂s + ia)ψ′
− + iψ′

+(∂t − ∂s + iã)ψ′
+

)
dt ds.
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This is the action for a Dirac fermion coupled to flat U(1) gauge fields
on S1, with holonomies e2πia and e−2πi�a for the right- and the left-movers
respectively. Thus, twisting the boundary condition is equivalent to coupling
to flat gauge fields (without changing the boundary condition).

The fields obeying the twisted boundary condition are expanded as

ψ− =
∑

r∈�+a

ψr(t) eirs, ψ− =
∑

r′∈�−a

ψr′(t) eir′s,(11.147)

ψ+ =
∑
�r∈�+�a

ψ̃�r(t) e−i�rs, ψ+ =
∑

�r′∈�−�a
ψ̃�r′(t) e−i�r′s(11.148)

where ψ†
r = ψ−r and ψ̃†�r = ψ̃−�r. In terms of these modes, the action is

written as

(11.149) S =
∫  ∑

r∈�+a

iψ−r(∂t + ir)ψr +
∑
�r∈�+�a

iψ̃−�r(∂t + ir̃)ψ̃�r
 dt.

Quantization of the system proceeds as before, starting with

(11.150) {ψr, ψr′} = δr+r′,0, {ψ̃r, ψ̃�r′} = δ�r+�r′,0.

The Hamiltonian is given by

(11.151) H =
∑

r∈�+a

r ψ−rψr +
∑
�r∈�+�a

r̃ ψ̃−�rψ̃�r.

The state |0〉a,�a annihilated by

(11.152) ψr (r ≥ 0), ψr′ (r′ > 0), ψ̃�r (r̃ ≥ 0), ψ̃�r′ (r̃′ > 0),

is a ground state. It is the unique ground state if a �= 0 and ã �= 0, but
there are other ground state(s) if a = 0 or ã = 0. (For the case a = ã = 0
— the periodic boundary condition we studied earlier — the state |0〉0,0 is
equal to ψ0|0〉 among the four ground states, as shown by Eq. (11.134).)
The ground state energy is given by

(11.153) E0(a, ã) =
∑

r∈�+a
r<0

r +
∑
�r∈�+�a
�r<0

r̃.

To evaluate this, we define the zeta function ζ(s, x) =
∑∞

n=0(n + x)−s by
analytic continuation from the region Re (s) > 1. It is known that (see
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Appendix 11.4)

ζ(−1, x) =
1
24

− 1
2

(
x− 1

2

)2

,(11.154)

ζ(0, x) = −x +
1
2
.(11.155)

The ground state energy is −ζ(−1, 1−a)−ζ(−1, 1− ã) = − 1
12 + 1

2(1
2 −a)2 +

1
2(1

2 − ã)2 if 0 < a < 1 and 0 < ã < 1. More generally it is

(11.156) E0(a, ã) = − 1
12

+
1
2

(
a − [a] − 1

2

)2

+
1
2

(
ã − [ã] − 1

2

)2

.

In particular we find

E0(0, 0) = − 1
12

+
1
8

+
1
8

=
1
6
,(11.157)

E0(1
2 ,

1
2) = − 1

12
,(11.158)

where the former recovers Eq. (11.133). As in Eq. (11.132), let us define

(11.159) :ψ−rψr: =

{
ψ−rψr r ≥ 0,
−ψrψ−r r < 0,

:ψ̃−�rψ̃�r: =

{
ψ̃−�rψ̃�r r̃ ≥ 0,

−ψ̃�rψ̃−�r r̃ < 0.

It is arranged so that they annihilate |0〉a,�a. (We call such an operator
ordering the normal ordering with respect to the ground state |0〉a,�a.) Then
the Hamiltonian H and momentum P are given by

HR =
1
2
(H − P ) =

∑
r∈�+a

r :ψ−rψr: +
1
2

(
a− [a] − 1

2

)2

− 1
24

,(11.160)

HL =
1
2
(H + P ) =

∑
�r∈�+�a

r̃ :ψ̃−�rψ̃�r: +
1
2

(
ã− [ã] − 1

2

)2

− 1
24

.(11.161)

The vector and axial fermion numbers are given by

FR =
1
2
(FV − FA) =

∑
r∈�+a

:ψ−rψr: + a− [a] − 1
2
,(11.162)

FL =
1
2
(FV + FA) =

∑
�r∈�+�a

:ψ̃−�rψ̃�r: + ã− [ã] − 1
2
,(11.163)

where we have used

(11.164)
∑

r∈�+a
r<0

1 = ζ(0, 1 − (a− [a])) = a− [a] − 1
2
.

At a = 0 or ã = 0, the ground state energy and momentum are not smooth
and the ground state fermion numbers are not even continuous. This is not
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because the energy and momentum or the fermion numbers are non-smooth
or discontinuous, but because the family of vacua |0〉a,�a is discontinuous at
a = 0 and ã = 0. To see this, let us move a from small positive values to
small negative values (we ignore ã in the present discussion, say by fixing it
at ã = 1

2). For a > 0, |0〉a is the unique ground state with (right-moving)
energy HR = 1

2(a− 1
2)2− 1

24 and fermion number FR = a− 1
2 . As a approaches

0 from above, another state ψ−a|0〉a comes close in energy but is separate in
fermion number — it has HR = 1

2(a+ 1
2)2− 1

24 and FR = a+ 1
2 . At a = 0, the

two have the same energy but different fermion numbers. As a is decreased
below 0, the latter state becomes the unique ground state, which is newly
denoted as |0〉a. The flow of the energy and fermion number is depicted in
Fig. 2. This flow is called the spectral flow.

1−1 0

0 a

0 aa

0 a

0
aa−1−

ψ −ψ

ψa 0 a

a

RF

Figure 2. The Spectral Flow

The fermion obeying periodic (resp. anti-periodic) boundary condition
is said to be in the Ramond sector (resp. Neveu–Schwarz sector), often
abbreviated as R-sector or NS-sector. For example, the Dirac fermions with
(a, ã) = (0, 0), (0, 1

2), (1
2 , 0) and (1

2 , 1
2) are in R-R, R-NS, NS-R, and NS-NS

sectors respectively. These boundary conditions are allowed also for Majo-
rana fermions, i.e., fermions constrained by the reality condition ψ±=ψ±.

11.3.4. Partition Functions. We compute here the torus partition
function of the system. We consider the torus of modular parameter
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τ = τ1 + iτ2, namely, the space of coordinate ζ = (s + it)/2π with the
identification ζ ≡ ζ + 1 ≡ ζ + τ (t is now the Euclidean time). We assume
that the fields obey the boundary conditions

ψ−(t, s) = e−2πiaψ−(t, s + 2π) = e−2πibψ−(t + 2πτ2, s + 2πτ1),(11.165)

ψ+(t, s) = e2πi�aψ+(t, s + 2π) = e2πi�bψ+(t + 2πτ2, s + 2πτ1).(11.166)

Such a system corresponds to the periodic Dirac fermion on the torus, whose
right- and left-movers are coupled to the flat gauge potentials

(11.167) A0,1 = 2πi
b− τa

2τ2
dζ, Ã1,0 = 2πi

b̃− τ ã

2τ2
dζ.

The partition function is represented as a trace in the space of states. Look-
ing at the periodicity in s → s + 2π, we see that we can use the Hilbert
space and operators developed in the previous section. The Euclidean time
evolution t → t + 2πτ2, represented by the operator e−2πτ2H , induces the
space translation s → s − 2πτ1 represented by e−2πiτ1P , together with the
phase rotation of the fields represented by e−2πibFR+2πi�bFL . Thus, we see
that the partition function is represented as

(11.168) Z = Tr
(

e−2πi(b− 1
2
)FR+2πi(�b− 1

2
)FL e−2πiτ1P e−2πτ2H

)
,

where the shift of b by 1/2 is the standard one associated with the anti-
commutativity of the fermions. We recall that the eigenvalues of FR and FL

are respectively a − 1/2 and ã − 1/2 modulo integers. Thus, the partition
function is periodic under integer shifts of b, b̃ if we require (ã, b̃) = ±(a, b).
Such is the case when Ã1,0 = ∓(A0,1)†, namely, when the system can be
considered as a periodic Dirac fermion ψ with the left- and the right-movers
coupled the same flat connection,

S =
1
2π

∫
iψγµ(∂µ + iAµ)ψ dsdτ,

A =
πi

τ2

[
(b − τa)dζ − (b− τa)dζ

]
.

(11.169)

Since e−2πiτ1P e−2πτ2H = qHRqHL , the partition function has a left-right
factorized form. Let us assume 0 ≤ a < 1 (or replace a by a− [a]) and let us
put a′ := a−1/2 and b′ := b−1/2. The right-moving part can be computed
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as

ZR
[a,b](τ) =q−

1
24

+ 1
2
(a′)2 e−2πib′a′ ∏

r∈�+a

TrHrq
r:ψ−rψr: e−2πi(b− 1

2
):ψ−rψr:

=q−
1
24

+ 1
2
(a′)2 e−2πib′a′

∞∏
n=1

(1 − qn−1+a e−2πib)(1 − qn−a e2πib)

= − q
a2

2 e−2πib′a
ϑ
[1/2
1/2

]
(b− τa, τ)

η(τ)

=
ϑ
[ a′

−b′
]
(0, τ)

η(τ)
,

(11.170)

where

(11.171) ϑ
[
α
β

]
(v, τ) :=

∑
n∈�

q
1
2
(n+α)2 e2πi(v+β)(n+α).

See Appendix 11.4 for some properties of the theta functions. One can show
the property

(11.172) ZR
[a,b] = ZR

[a+1,b] = − e2πiaZR
[a,b+1] = ZR

[−a,1−b].

For the case (ã, b̃) = (a, b) or (ã, b̃) = (−a, 1 − b) which realizes the system
given by Eq. (11.169), the full partition function is

(11.173) Z[a,b](τ, τ ) =
∣∣∣ZR

[a,b](τ)
∣∣∣2 .

From the properties in Eq. (11.172), it is indeed periodic under a → a+1 and
b → b+1. The partition function has to be independent of the choice of the
coordinates. Note that the coordinate transformations inducing τ → τ + 1
and τ → −1/τ are accompanied by the transformations of the holonomy
(a, b) → (a, b + a) and (a, b) → (b,−a) respectively. One can show that the
functions ZR

[a,b](τ) obey the modular transformation properties

ZR
[a,b+a](τ + 1) = e−πi(a2−1/6)ZR

[a,b](τ),(11.174)

ZR
[b,−a](−1/τ) = e−2πi(−a)′b′ZR

[a,b](τ).(11.175)

This shows that the full partition function is indeed invariant under the
transformations (τ, a, b) → (τ + 1, a, b + a) and (τ, a, b) → (−1/τ, b,−a).

Let us consider the case a(= ã) = 0, which corresponds to the periodic
Dirac fermion on S1. The ordinary partition function is Eq. (11.173) with
b(= b̃) = 1/2 while the one for b(= b̃) = 0 corresponds to Tr(−1)F qHRqHL ,
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where (−1)F = eπiFA which is also − eπiFV if a = ã = 0. (Note that the
eigenvalues of FA and FV are integers if a = ã = 0.) We find from the
second line of Eq. (11.170) that

Tr qHRqHL = 4(qq)1/12
∞∏

n=1

(1 + qn)2(1 + qn)2,(11.176)

Tr (−1)F qHRqHL = (1 − 1)2(qq)1/12
∞∏

n=1

(1 − qn)2(1 − q)2 = 0.(11.177)

The q-expansion of the partition function starts with 4(qq)1/12, reflecting
the fact that there are four ground states given by Eq. (11.134) with energy
E0 = 1/6. The vanishing of Tr(−1)F qHRqHL is because two of them are
(−1)F even and two of them are (−1)F odd, as shown by Eq. (11.138).

11.3.5. Boson–Fermion Equivalence. The partition functions for
the special values (a, b) = (ã, b̃) = (0, 0), (0, 1

2), (1
2 , 0) and (1

2 ,
1
2) are given by

Z[0,0] =
1

| η(τ) |2

∣∣∣∣∣∑
n∈�

(−1)nq
1
2
(n− 1

2
)2

∣∣∣∣∣
2

= 0,(11.178)

Z[0, 1
2
] =

1
| η(τ) |2

∣∣∣∣∣∑
n∈�

q
1
2
(n− 1

2
)2

∣∣∣∣∣
2

,(11.179)

Z[ 1
2
,0] =

1
| η(τ) |2

∣∣∣∣∣∑
n∈�

(−1)nq
1
2
n2

∣∣∣∣∣
2

,(11.180)

Z[ 1
2
, 1
2
] =

1
| η(τ) |2

∣∣∣∣∣∑
n∈�

q
1
2
n2

∣∣∣∣∣
2

.(11.181)

Since this set of (a, b) = (ã, b̃) is invariant under (a, b) → (a, b + a) and
(a, b) → (b,−a), the sum of the above partition functions is invariant under
the modular transformations τ → τ + 1 and τ → −1/τ . This sum can be
considered as the sum over the (left-right correlated) spin structures of the
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Dirac fermion on the torus. One half of the sum can be expressed as

(11.182)
1
2

(
Z[0,0] + Z[0, 1

2
] + Z[ 1

2
,0] + Z[ 1

2
, 1
2
]

)
=

1
| η(τ) |2

∑
n+�n∈2�

q
1
2
(n− 1

2
)2q

1
2
(�n− 1

2
)2 +

1
| η(τ) |2

∑
n+�n∈2�

q
1
2
n2

q
1
2
�n2

=
1

| η(τ) |2
∑

(l,m)∈�⊕�

q
1
2
( l
2
−m)2q

1
2
( l
2
+m)2

Comparing with Eq. (11.79), we find that this is nothing but the partition
function for the sigma model on the torus of radius R =

√
2 (or R = 1/

√
2

by R → 1/R duality). Namely

(11.183)
1
2

(
Z[0,0] + Z[0, 1

2
] + Z[ 1

2
,0] + Z[ 1

2
, 1
2
]

)
= Z(R =

√
2).

We note that the first two and the last two terms can be identified as the
following traces over the R-R and NS-NS sectors:

1
2

(
Z[0,0] + Z[0, 1

2
]

)
= Tr

R-R

[(
(−1)F + 1

2

)
qHRqHL

]
,(11.184)

1
2

(
Z[ 1

2
,0] + Z[ 1

2
, 1
2
]

)
= Tr

NS-NS

[(
(−1)F + 1

2

)
qHRqHL

]
.(11.185)

Here again, (−1)F = eπiFA which is the same as − eπiFV on the R-R sector
and eπiFV on the NS-NS sector. The operator (−1)F +1

2 is a projection op-
erator onto (−1)F even states, which we call a vector-like GSO projection.
Thus, Eq. (11.182) can be considered as the partition function Tr qHRqHL

for the system of Dirac fermions where only (−1)F even states in the R-R
and NS-NS sectors are kept. We call the latter system the Dirac fermion
with vector-like GSO projection. Then Eq. (11.183) shows that the Dirac
fermion with vector-like GSO projection is equivalent to the sigma model on
the circle of radius R =

√
2.boson–fermion equivalence This is called boson–

fermion equivalence which is a feature peculiar to 1 + 1 dimensions. In
fact boson–fermion equivalence holds in more general (interacting) theories
[56, 185].

To see the correspondence in more detail, let us compute the partition
function with weight e−2πi(bFR−�bFL) of the system with vector-like GSO
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projection. It is easy to find that

(11.186) Tr
(

e−2πibFR+2πi�bFLqHRqHL

)
=

1
| η(τ) |2

∑
(l,m)∈�⊕�

q
1
2
( l
2
−m)2q

1
2
( l
2
+m)2 e−2πib( l

2
−m)+2πi�b( l

2
+m).

Comparing with the similar weighted partition function of the R =
√

2
sigma model on S1, we find that the quantum numbers of the two theories
are related as FR = pR = 1

2 l − m and FL = pL = 1
2 l + m, where l and m

are the momentum and the winding number of the target circle. In other
words, we find

(11.187)
FV = l,

FA = 2m.

Note that FA has even eigenvalues because of the GSO projection. Since
(−1)F = − eπiFV on R-R and (−1)F = eπiFV on NS-NS sectors, the
R-R sector (resp. NS-NS sector) corresponds to odd (resp. even) momen-
tum states of the S1 sigma model with R =

√
2;

(11.188) H
R-R

∼=
⊕
l:odd
m∈�

H(l,m), H
NS-NS

∼=
⊕
l:even
m∈�

H(l,m).

From Eq. (11.187), we find the correspondence between the conserved cur-
rents to be

ψ−ψ− ←→ 1√
2
(∂t − ∂s)x,(11.189)

ψ+ψ+ ←→ 1√
2
(∂t + ∂s)x.(11.190)

Note that the fields ψ± and ψ± by themselves are (−1)F odd and are not
operators of the GSO projected theory, but the products of an even number
of them (and their derivatives) are. The above currents ψ±ψ± are examples
of such operators. The operator ψ+ψ− has (FV , FA/2) = (2, 0) and thus
creates two units of momentum while preserving the winding number. The
field ψ+ψ− has (FV , FA/2) = (0, 1) and creates one unit of winding number
while preserving the momentum. These suggest the correspondence

ψ+ψ− ←→ : e2ix/R: = : e
√

2ix:,(11.191)

ψ+ψ− ←→ : ei�x/R−1
: = : e

√
2i�x:,(11.192)
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where x̂ is the field of the T-dual theory (sigma model on S1 of radius
1/R = 1/

√
2). The vertex operators : eilx/R: with l odd exchange R-R

and NS-NS sectors, and cannot be represented as the polynomials in the
(derivatives of) ψ±, ψ±. Such operators are called spectral flow operators
since the mode expansion of the fields “flows” from the one with r ∈ Z to
the one with r ∈ Z + 1

2 and vice versa.

11.4. Appendix

11.4.1. Zeta Functions. Let us define

(11.193) ζ(s, x) =
∞∑

n=0

1
(x + n)s

by analytic continuation from the region Re (s) > 1 where the series is
convergent. Riemann’s zeta function is the special case ζ(s) = ζ(s, 1). For
the special values s = −m = 0,−1,−2, . . ., it is given by

(11.194) ζ(−m,x) = −
φ′

m+2(x)
(m + 1)(m + 2)

where φn(x) are Bernoulli polynomials defined by

(11.195) t
ext − 1
et − 1

=
∞∑

n=1

tn

n!
φn(x).

For example,

ζ(0, x) = −φ′
2(x)
2

= −x +
1
2
,(11.196)

ζ(−1, x) = −φ′
3(x)
6

= −1
2

(
x2 − x +

1
6

)
= −1

2

(
x− 1

2

)2

+
1
24

.(11.197)

11.4.2. Theta Functions. Here we collect some properties of the theta
functions. Let us define, for q = e2πiτ (with Im τ > 0),

(11.198) ϑ
[
α
β

]
(v, τ) :=

∑
n∈�

q
1
2
(n+α)2 e2πi(v+β)(n+α).

They have the periodicity ϑ
[α+1

β

]
= e−2πiαϑ

[ α
β+1

]
= ϑ
[α
β

]
. They also have

periodicity in v → v + 1 and v + τ ;

ϑ
[α
β

]
(v + 1, τ) = e2πiαϑ

[α
β

]
(v, τ),(11.199)

ϑ
[α
β

]
(v + τ, τ) = e−2πi(v+β)ϑ

[α
β

]
(v, τ).(11.200)
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Theta functions have the modular transformation property

ϑ
[
α
β

]
(v, τ + 1) = e−πi(α2+α)ϑ

[
α

β+α+ 1
2

]
(v, τ),(11.201)

ϑ
[α
β

]
(
v

τ
,−1

τ
) = (−iτ)

1
2 eπiv2/τ+2πiαβϑ

[ β
−α

]
(v, τ).(11.202)

Theta functions have the following product formulae for the values
(α, β) = (0, 0), (0, 1

2), (1
2 , 0) and (1

2 ,
1
2):

ϑ
[
0
0

]
(v, τ) =

∞∏
n=1

(1 − qn)(1 + zqn− 1
2 )(1 + z−1qn− 1

2 ),(11.203)

ϑ
[ 0
1/2

]
(v, τ) =

∞∏
n=1

(1 − qn)(1 − zqn− 1
2 )(1 − z−1qn− 1

2 ),(11.204)

ϑ
[1/2
1/2

]
(v, τ) = iq

1
8 eπiv

∞∏
n=1

(1 − qn)(1 − zqn)(1 − z−1qn−1),(11.205)

ϑ
[1/2

0

]
(v, τ) = q

1
8 eπiv

∞∏
n=1

(1 − qn)(1 + zqn)(1 + z−1qn−1).(11.206)





CHAPTER 12

N = (2, 2) Supersymmetry

In our discussion of supersymmetric QFTs in dimensions 0 and 1, we
have presented actions which possess fermionic symmetries. We did not
present any systematic discussion of how one arrives at such actions. We
will remedy this gap in this section and the next. We develop the notion
of superspace which, in addition to the usual bosonic coordinates, contains
fermionic coordinates (as many as the number of supersymmetries). We will
also generalize the notion of fields to superfields. Supersymmetry is realized
on the superspace by translations in the fermionic directions. Writing down
actions which are coordinate invariant in the superspace sense will thus
naturally lead to supersymmetric actions.

Here we will mainly consider supersymmetric field theories in 1+1 dimen-
sions with four real supercharges (or two complex supercharges), two with
positive chirality and two with negative chirality. This is called N = (2, 2)
supersymmetry, and is relevant for mirror symmetry. By reduction to 1 and
0 dimensions, one obtains the actions discussed in the previous sections for
the case with four supercharges. One can also develop superspace techniques
for the case with two supercharges. That will be recorded in Appendix 12.5.

12.1. Superfield Formalism

We start our discussion by providing a systematic way to obtain super-
symmetric Lagrangians. This involves introducing superspace and super-
fields.

12.1.1. Superspace and Superfields. We consider a field theory on
R2 with time and space coordinates

(12.1) x0 = t, x1 = s.

271
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We take the flat Minkowski metric η00 = −1, η11 = 1 and η01 = 0. Besides
these bosonic coordinates we introduce four fermionic coordinates

(12.2) θ+, θ−, θ
+
, θ

−
.

These are complex fermionic coordinates which are related to each other by
complex conjugation, (θ±)∗ = θ

±. The indices ± stand for the spin (or chi-
rality) under a Lorentz transformation. Namely, a Lorentz transformation
acts on the bosonic and fermionic coordinates as(

x0

x1

)
→
(

cosh γ sinh γ

sinh γ cosh γ

)(
x0

x1

)
,(12.3)

θ± → e±γ/2θ±, θ
± → e±γ/2θ

±
.(12.4)

The fermionic coordinates anti-commute with each other, θαθβ = −θβθα,
θ

α
θ

β = −θ
β
θ

α, and θαθ
β = −θ

β
θα. The (2, 2) superspace is the space with

the coordinates x0, x1, θ±, θ
±.

Superfields are functions defined on the superspace. They can be Taylor
expanded in monomials in θ± and θ

±.

F(x0, x1, θ+, θ−, θ
+
, θ

−
) =f0(x0, x1) + θ+f+(x0, x1)

+θ−f−(x0, x1) + θ
+
f ′
+(x0, x1)

+θ
−
f ′
−(x0, x1) + θ+θ−f+−(x0, x1) + · · · .

(12.5)

(Superfields are to supersymmetry what N -vector fields are to SO(N) sym-
metry – a convenient organizational scheme.) Since any of the fermionic
coordinates squares to zero, (θ±)2 = (θ±)2 = 0, there are at most 24 = 16
nonzero terms in the expansion. A superfield Φ is bosonic if [θα,Φ] = 0 and
is fermionic if {θα,Φ} = 0. We introduce some differential operators on the
superspace,

Q± =
∂

∂θ±
+ iθ

±
∂±,(12.6)

Q± = − ∂

∂θ
± − iθ± ∂±.(12.7)

Here ∂± are differentiations by x± := x0 ± x1:

(12.8) ∂± =
∂

∂x± =
1
2

(
∂

∂x0
± ∂

∂x1

)
.

These differential operators satisfy the anti-commutation relations

(12.9) {Q±,Q±} = −2i∂±,
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with all other anti-commutators vanishing. We define another set of differ-
ential operators

D± =
∂

∂θ±
− iθ

±
∂±,(12.10)

D± = − ∂

∂θ
± + iθ± ∂±,(12.11)

which anti-commute with Q± and Q±, i.e., {D±,Q±} = 0, etc. These obey
similar anti-commutation relations

(12.12) {D±, D±} = 2i∂±,

with all other anti-commutators vanishing.

Exercise 12.1.1. We have discussed the notion of superspace adapted to
the signature (1, 1). Generalize this to the Euclidean signature. In particular
show that the ± index on x± and θ±, θ

± distinguishes holomorphic versus
anti-holomorphic supercoordinates.

Vector R-rotations and axial R-rotations of a superfield are defined by

eiαFV : F(xµ, θ±, θ
±) �→ eiαqV F(xµ, e−iαθ±, eiαθ

±),(12.13)

eiβFA : F(xµ, θ±, θ
±) �→ eiβqAF(xµ, e∓iβθ±, e±iβθ

±),(12.14)

where qV and qA are numbers called vector R-charge and axial R-charge of F .
The transformations given by Eqs. (12.13)–(12.14) induce transformations
of the constituent fields of F .

A chiral superfield Φ is a superfield that satisfies the equations

(12.15) D±Φ = 0.

If Φ1 and Φ2 are chiral superfields, the product Φ1Φ2 is also a chiral super-
field. A general chiral superfield Φ has the form

(12.16) Φ(xµ, θ±, θ
±) = φ(y±) + θαψα(y±) + θ+θ−F (y±),

where y± = x± − iθ±θ
±. The complex conjugate of a chiral superfield Φ

obeys the condition

(12.17) D±Φ = 0

and is called an anti-chiral superfield.

Exercise 12.1.2. Show that a chiral superfield can be expanded as shown
in Eq. (12.16).
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A twisted chiral superfield U is a superfield that satisfies

(12.18) D+U = D−U = 0.

If U1 and U2 are twisted chiral superfields, the product U1U2 is also a twisted
chiral superfield. A general twisted chiral superfield U has the form

(12.19) U(xµ, θ±, θ
±) = υ(ỹ±) + θ+χ+(ỹ±) + θ

−
χ−(ỹ±) + θ+θ

−
E(ỹ±),

where ỹ± = x± ∓ iθ±θ
±. The complex conjugate U of a twisted chiral

superfield U obeys the condition

(12.20) D+U = D−U = 0

and is called a twisted anti-chiral superfield.

12.1.2. Supersymmetric Actions. We now construct action func-
tionals of superfields that are invariant under the transformation

(12.21) δ = ε+Q− − ε−Q+ − ε+Q− + ε−Q+.

Let us first consider the functional of the superfields Fi of the form

(12.22)
∫

d2x d4θ K(Fi) =
∫

d2x dθ+dθ−dθ
−
dθ

+
K(Fi),

where K(−) is an arbitrary differentiable function of the Fi’s. This is invari-
ant under the variation δ. For example, let us look at the term proportional
to ε+;

(12.23)
∫

d2xd4θ ε+(Q−Fi)
∂K

∂Fi
=
∫

d2xd4θ ε−

(
∂

∂θ−
+ iθ

−
∂−

)
K(Fi).

The integration over d4θ is nonzero only if we have θ+θ−θ
+
θ
−. Therefore

the first term is zero since the integrand does not have θ− because of the
derivative ∂/∂θ−. The second term is a total derivative and vanishes after
integration over d2x. Vanishing of the coefficients of ε+ and ε± can be seen
in a similar way. The functional of the form shown in Eq. (12.22) is called
a D-term.

We next consider the functional of chiral superfields Φi of the form

(12.24)
∫

d2xd2θ W (Φi) =
∫

d2x dθ−dθ+ W (Φi)
∣∣∣
θ
±

=0
,
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where W (Φi) is a holomorphic function of the Φi’s. This is also invariant
under the variation δ. Let us first look at the coefficient of ε±:

(12.25) ±
∫

d2x dθ−dθ+ ε±

(
∂

∂θ∓
+ iθ

∓
∂∓

)
W (Φi)

∣∣∣∣∣
θ
±

=0

.

The first term vanishes for the standard reason. The second term vanishes
because we put θ

± = 0 (or since it is a total derivative). Let us next look at
the coefficient of ε±. For this we note that Q± = D± − 2iθ±∂±. Then the
variation is

(12.26) ∓
∫

d2x dθ−dθ+ ε±
(
D∓ − 2iθ±∂±

)
W (Φi)

∣∣∣∣∣
θ
±

=0

.

The first term in the integrand D∓W (Φi) is zero because Φi are chiral
superfields and W (Φi) is a holomorphic function (it does not contain Φi).
The second integral vanishes because it is a total derivative in xµ. The
functional of the form shown in Eq. (12.24) is called an F-term.

We finally consider the functional of twisted chiral superfields Ui of the
form

(12.27)
∫

d2x d2θ̃ W̃ (Ui) =
∫

d2x dθ
−
dθ+ W̃ (Ui)

∣∣∣
θ
+

=θ−=0
,

where W̃ (Ui) is a holomorphic function of the Ui’s. By a similar argument
as in the case of the F-term, one can see that this functional is invariant
under δ. The functional of the form shown in Eq. (12.27) is called a twisted
F-term.

12.1.3. Some Superfield Calculus. We present some calculus on su-
perspace, some of which will be used in later sections. However, the reader
can skip these exercises in the first reading and return when they are needed.

The basic element of the superfield calculus is the analogue of Poincaré’s
lemma in the ordinary calculus. Suppose F is a superfield that decays
rapidly at infinity in (x0, x1)-space. Then

Lemma 12.1.1 (Poincaré’s Lemma). D+F = 0 implies F = D+G for
some superfield G. The same is true for the differential operators D−, D+

and D−.

Proof. D+F = 0 implies D+D+F = 0. Using the anti-commutation
relation from Eq. (12.12), we find 2i∂+F = D+D+F . Since F decays
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rapidly at infinity, we can integrate this relation as

(12.28) 2iF =
∫ x+

−∞
D+D+F dx′+ = D+

∫ x+

−∞
D+F dx′+.

We thus obtain F = D+G where G is the superfield 1
2i

∫ x+

−∞ D+Fdx′+. This
is what we wanted to show. �

The reasoning used in the proof is sufficient to show the following.
1. D+D−F = 0 implies F = G+ + G− for some superfields G± such that
D+G+ = 0 and D−G− = 0. Similar results hold for D+D−, D+D− and
D+D−.
2. A chiral superfield Φ can be written as Φ = D+D−E for some superfield
E . If U is a twisted chiral superfield it can be written as U = D+D−V.
3. D+D−F = D+D−F = 0 implies F = U1 + U2 for some twisted chi-
ral superfields Ui. For the equation D+D−F = D+D−F = 0, we have
F = Φ1 + Φ2 for some chiral superfields Φi.

Exercise 12.1.3. Prove the above statements.

Let us consider the integral

(12.29)
∫

d2x d4θAB

where A and B are arbitrary superfields. It is easy to see that the extremum
of this integral with respect to the variation of A is attained only by B = 0.

Exercise 12.1.4. Show that if A is restricted to be a chiral superfield,
then the extrema are attained by B with D+D−B = 0.

12.2. Basic Examples

Here we present basic examples of classical (2, 2) supersymmetric field
theories. One is a theory of a single chiral superfield and the other is a
theory of a single twisted chiral superfield.

12.2.1. Theory of a Chiral Superfield. We first consider a super-
symmetric action for a single chiral superfield Φ. As noted above, the su-
perfield Φ has the following θ-expansion

Φ = φ(y±) + θαψα(y±) + θ+θ−F (y±)

= φ − iθ+θ
+
∂+φ − iθ−θ

−
∂−φ − θ+θ−θ

−
θ
+
∂+∂−φ

+θ+ψ+ − iθ+θ−θ
−
∂−ψ+ + θ−ψ− − iθ−θ+θ

+
∂+ψ− + θ+θ−F,(12.30)
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where in the last equality we have further expanded y± = x± − iθ±θ
± at

x±. The θ-expansion of the anti-chiral superfield Φ is easily obtained by
complex conjugation of Eq. (12.30);

Φ = φ + iθ+θ
+
∂+φ + iθ−θ

−
∂−φ− θ+θ−θ

−
θ
+
∂+∂−φ

−θ
+
ψ+ − iθ

+
θ−θ

−
∂−ψ+ − θ

−
ψ− − iθ

−
θ+θ

+
∂+ψ− + θ

−
θ
+
F.(12.31)

Note that (ψ1ψ2)∗ = ψ∗
2ψ

∗
1 for fermionic variables/coordinates.

Now let us compute the D-term

(12.32) Skin =
∫

d2x d4θ ΦΦ.

The integration
∫

d4θ ΦΦ amounts to extracting the coefficient of
θ4 = θ+θ−θ

−
θ
+ in the θ-expansion of ΦΦ. By a straightforward compu-

tation we have

(12.33) ΦΦ
∣∣∣
θ4

= −φ∂+∂−φ + ∂+φ∂−φ + ∂−φ∂+φ − ∂+∂−φφ

+ iψ+∂−ψ+ − i∂−ψ+ψ+ + iψ−∂+ψ− − i∂+ψ−ψ− + |F |2.

Here again, the derivatives of fields appear due to the changing of variables
from y to x and doing the Taylor expansion around θ = 0. By partial
integration, the action takes the form
(12.34)

Skin =
∫

d2x
(
|∂0φ|2 − |∂1φ|2 + iψ−(∂0 + ∂1)ψ− + iψ+(∂0 − ∂1)ψ+ + |F |2

)
.

Thus, we have obtained the standard kinetic term for the complex scalar
field φ and the Dirac fermion fields ψ±, ψ±. Note also that the field F has
no kinetic term. Such a field is often called an auxiliary field (such as in the
path-integral derivation of T-duality). Next let us compute the F-term

(12.35) SW =
∫

d2x d2θ W (Φ) + c.c.

for a holomorphic function W (Φ) of Φ. This holomorphic function is called
a superpotential . The integral

∫
d2θW (Φ) amounts to extracting the coef-

ficient of θ2 = θ+θ− in the θ-expansion of W (Φ). It is straightforward to
see

(12.36) W (Φ)
∣∣∣
θ2

= W ′(φ)F − W ′′(φ)ψ+ψ−.
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Thus, the F-term is
(12.37)

SW =
∫

d2x
(
W ′(φ)F − W ′′(φ)ψ+ψ− + W

′(φ)F −W
′′(φ)ψ−ψ+

)
.

Now let us consider the sum of Skin and SW as the total action;

(12.38) S = Skin + SW .

By completing the square of F , we obtain the following action

S =
∫

d2x
(
|∂0φ|2 − |∂1φ|2 − |W ′(φ)|2 + iψ−(∂0 + ∂1)ψ−

+iψ+(∂0 − ∂1)ψ+ − W ′′(φ)ψ+ψ−

−W
′′(φ)ψ−ψ+ + |F + W

′(φ)|2
)
.

(12.39)

Note that the last term |F + W
′(φ)|2 can be eliminated by solving the

equation of motion as

(12.40) F = −W
′(φ).

Setting F to this value can also be viewed as a result of integrating out F in
the path-integral. To summarize, we have obtained the action for the scalar
φ and the Dirac fermion ψ±, ψ± with a potential |W ′(φ)|2 for φ and the
fermion mass term (or Yukawa interaction) W ′′(φ)ψ+ψ−.

By construction, the action is invariant under the variation δ from Eq.
(12.21). This variation on the superfield Φ can actually be identified as a
certain variation of the ordinary fields φ, ψ±, ψ± and F — the component
fields of Φ. This is obvious if the superfield F is unconstrained. Simply
define each coefficient field of the θ-expansion of δF as the variation of the
corresponding coefficient field of the θ-expansion of F . For example, for the
general superfield given in Eq. (12.5), the δ-variation yields

(12.41) δF = ε+f− − ε−f+ + ε−f ′ + ε+f ′
− + θ+(· · · ) + · · · ,

Then we define δf0 = ε+f−− ε−f+ + ε−f ′ + ε+f ′
−, δf+ = (· · · ), etc. A chiral

superfield is not an arbitrary superfield but rather satisfies D±Φ = 0. The
last condition means that there are relations between the coefficient fields,
as can be explicitly seen in Eq. (12.30). Thus, it is not obvious whether the
variation δ of Φ can be represented by a variation of the component fields of
Φ. However, this is actually the case. The key point is that the differential
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operators Q±, Q± anti-commute with D± (and also with D±) and hence
the variation δΦ is also a chiral superfield

(12.42) D±δΦ = δD±Φ = 0.

Indeed, one can explicitly show that the variation in question is given by

δφ = ε+ψ− − ε−ψ+,

δψ± = ±2iε∓∂±φ + ε±F,(12.43)

δF = −2iε+∂−ψ+ − 2iε−∂+ψ−.

One can replace F by its equation of motion and write a supersymmetry
variation of the φ and ψ fields alone (true after imposing the equations
of motion). One can explicitly check (though it is not necessary) that the
action S (or Skin and SW ) is invariant under this variation of the component
fields. By the anti-commutation relations from Eq. (12.9), the variations
for different parameters ε1 and ε2 satisfy the commutation relation

(12.44) [δ1, δ2] = 2i(ε1−ε2− − ε2−ε1−)∂+ + 2i(ε1+ε2+ − ε2+ε1+)∂−.

This is a relation in quantum mechanics that generalizes the supersymmetry
relation given by Eq. (10.77). We refer to this situation by saying the
classical field theory with the action given by Eq. (12.39) has N = (2, 2)
supersymmetry generated by Eq. (12.43).

Since the classical system has a symmetry, one can find via the Noether
procedure the conserved currents and conserved charges. The conserved
currents are

G0
± = 2∂±φψ± ∓ iψ∓W

′(φ),(12.45)

G1
± = ∓2∂±φψ± − iψ∓W

′(φ),(12.46)

G
0
± = 2ψ±∂±φ ± iψ∓W ′(φ),(12.47)

G
1
± = ∓2ψ±∂±φ ± iψ∓W ′(φ),(12.48)

and the conserved charges (supercharges) are

(12.49) Q± =
∫

dx1 G0
±, Q± =

∫
dx1 G

0
±.

These charges transform as spinors

(12.50) Q± �→ e∓γ/2Q±, Q± �→ e∓γ/2Q±,

under Lorentz transformation as shown by Eq. (12.3).
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Exercise 12.2.1. Verify the expressions from Eq. (12.49) for the su-
percharges.

This system has more global symmetries. First, by assigning axial R-
charge 0 for Φ, the action is invariant under axial R-rotation;

(12.51) Φ(x±, θ±, θ
±) �→ Φ(x±, e∓iαθ±, e±iαθ

±).

This is obvious in the superspace expressions given by Eq. (12.32) and
Eq. (12.35): the products θ4 and θ2 are both invariant under the axial
rotation. Thus, the system has an axial R-symmetry. The axial rotation of
the superfields can be realized as a transformation of the component fields
(this can also be understood by looking at the commutation relation of D±

and the axial rotation). The transformation is given by

(12.52) φ �→ φ, ψ± �→ e∓iαψ±.

The corresponding current is given by

J0
A = ψ+ψ+ − ψ−ψ−,(12.53)

J1
A = −ψ+ψ+ − ψ−ψ−,(12.54)

and the conserved charge is

(12.55) FA =
∫

J0
A dx1.

We note that the axial R-rotation rotates the supercharges as

(12.56) Q± �→ e∓iαQ±, Q± �→ e±iαQ±.

Second, depending on the form of the superpotential W (Φ), the system
is also invariant under the vector R-rotation. Since θ4 is invariant under the
vector R-rotation and ΦΦ is invariant under the phase rotation of Φ, the
D-term is invariant under an arbitrary choice of vector R-charge. However,
θ2 has vector R-charge −2 (namely it transforms as θ2 �→ θ2 e−2iα). Thus,
the F-term is invariant under vector R-rotation if and only if one can assign
the vector R-charge of Φ so that W (Φ) has vector R-charge 2. This is the
case when W (Φ) is a monomial. If

(12.57) W (Φ) = cΦk,

then, by assigning vector R-charge 2/k to Φ, the F-term is made invariant
under vector R-rotation. Namely, the system has a vector R-symmetry. In
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such a case, the vector R-rotation of the superfield is realized as a transfor-
mation of the component field as

(12.58) φ �→ e(2/k)iαφ, ψ± �→ e((2/k)−1)iαψ±.

The conserved current is

J0
V = (2i/k)(∂0φφ − φ∂0φ) − (2/k − 1)(ψ+ψ+ + ψ−ψ−),(12.59)

J1
V = (2i/k)(−∂1φφ + φ∂1φ) + (2/k − 1)(ψ+ψ+ − ψ−ψ−),(12.60)

and the conserved charge is

(12.61) FV =
∫

J0
V dx0.

The vector R-rotation transforms the supercharges as

(12.62) Q± �→ e−iαQ±, Q± �→ eiαQ±.

Also, the axial and vector R-rotations commute with each other.

12.2.2. Theory of a Twisted Chiral Superfield. One can also find
a similar supersymmetric action for a twisted chiral superfield U . This time
the action is expressed in the superspace as

(12.63) S = −
∫

d2x dθ4 UU +
(∫

d2xd2θ̃ W̃ (U) + c.c.

)
.

Note the minus sign in front of the D-term. This is required for the compo-
nent fields to have the standard sign for the kinetic term. Chiral and twisted
chiral superfields are related by the exchange of θ− and −θ

− which flips the
sign for the D-term: dθ−dθ

− = −dθ
−
dθ− (the minus sign in θ− ↔ −θ

− is for
Q− ↔ Q−). This last point enables us to borrow the formulae for a chiral
superfield in finding the expression for the supersymmetry transformations,
supercurrents, and R-symmetry generators in terms of the component fields.
All we need to do is to make the replacements φ → υ, ψ+ → χ+, ψ− → −χ−,
F → −E, ε+ → −ε+, Q− → Q− (or Gµ

− → G
µ
−), FV → FA and FA → FV

with the others kept intact. For completeness we record here the relevant
expressions. The supersymmetry transformation is

δυ = ε+χ− − ε−χ+,

δχ+ = 2iε−∂+υ + ε+E,

δχ− = −2iε+∂−υ + ε−E,

δE = −2iε+∂−χ+ − 2iε−∂+χ−.
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The supercharges are

Q+ =
∫

dx1
{

2∂+υ χ+ + iχ−W̃ ′(υ)
}

,

Q+ =
∫

dx1
{

2χ+∂+υ − iχ−W̃ ′(υ)
}

,

Q− =
∫

dx1
{
−2χ−∂−υ − iχ+W̃ ′(υ)

}
,

Q− =
∫

dx1
{
−2∂−υ χ− + iχ+W̃ ′(υ)

}
.

The action is always invariant under the U(1) vector R-rotation by assigning
the vector R-charge of U to be zero, but it is not always invariant under
the U(1) axial R-rotation. It has an axial U(1) R-symmetry only if the
twisted superpotential W̃ (U) is a monomial, say, Uk. The vector and axial
R-symmetry generators are then expressed as

FV =
∫

dx1 {−χ+χ+ − χ−χ−} ,

FA =
∫

dx1 {(2i/k)(∂0υυ − υ∂0υ) − (2/k − 1)(−χ+χ+ + χ−χ−)} .

(12.64)

12.3. N = (2, 2) Supersymmetric Quantum Field Theories

Suppose we have a classical supersymmetric field theory — an
N = (2, 2) supersymmetric action for a number of fields. Then we obtain
four supercharges

(12.65) Q+, Q−, Q+, Q−.

As in any Poincaré invariant quantum field theory, we will also have Hamil-
tonian, momentum, and angular momentum

(12.66) H, P, M,

which are the Noether charges for the time translations ∂/∂x0, spatial trans-
lations ∂/∂x1, and Lorentz rotations x0∂/∂x1 + x1∂/∂x0. If the action is
invariant under both vector and axial R-rotations, there are also correspond-
ing Noether charges

(12.67) FV , FA.
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If these symmetries in the classical system are not lost in the quantum
theory,1 then the conserved charges correspond, in the quantum theory, to
the generators of the corresponding symmetry transformations. In particu-
lar, the conserved charges Q±, Q± generate the supersymmetry transforma-
tion δ by

(12.68) δO = [δ̂,O],

where

(12.69) δ̂ := iε+Q− − iε−Q+ − iε+Q− + iε−Q+.

Note that δ̂ † = −δ̂ as a consequence of Q± = Q†
±, which is consistent with

(δO)† = δO†. The (anti-)commutation relations of the symmetry transfor-
mations imply the following (anti-)commutation relation of the generators;

Q2
+ = Q2

− = Q
2
+ = Q

2
− = 0,(12.70)

{Q±, Q±} = H ± P,(12.71)

{Q+, Q−} = {Q+, Q−} = 0,(12.72)

{Q−, Q+} = {Q+, Q−} = 0,(12.73)

[iM,Q±] = ∓Q±, [iM,Q±] = ∓Q±,(12.74)

[iFV , Q±] = −iQ±, [iFV , Q±] = iQ±,(12.75)

[iFA, Q±] = ∓iQ±, [iFA, Q±] = ±iQ±.(12.76)

The Hermiticity property of the generators follows that of the classical one.
In particular, we have

(12.77) Q†
± = Q±,

and other generators are Hermitian. The relations (12.72) and those in Eq.
(12.73) can actually be relaxed to

{Q+, Q−} = Z, {Q+, Q−} = Z∗,(12.78)

{Q−, Q+} = Z̃, {Q+, Q−} = Z̃∗,(12.79)

as long as Z and Z̃ commute with all operators in the theory. In particular,
Z and Z̃ must commute with other symmetry generators and are called
central charges. Thus, Z must be zero if FV is conserved while Z̃ is zero if

1We will see later some examples in which that is not the case due to the fact that

the measure of the path-integral does not respect that symmetry; such a loss of symmetry

in the quantum theory is called an anomaly.
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FA is conserved. The central charge Z will appear later in our discussion of
soliton sectors of Landau–Ginzburg models. The (graded) algebra defined
by the above (anti-)commutation relations of symmetry generators is called
an N = (2, 2) supersymmetry algebra.

The component fields of a superfield constitute a representation of the
N = 2 supersymmetry algebra. For example, the component fields φ, ψ±, F

of a chiral superfield determines a representation called a chiral multiplet via
Eq. (12.43), where we replace the transformation δ by commutation with
δ̂ in Eq. (12.69). Similarly, the component fields υ, χ+, χ−, F̃ of a twisted
chiral superfield determine a representation called a twisted chiral multiplet.

The lowest component φ of a chiral multiplet satisfies

(12.80) [Q±, φ] = 0.

This can be seen as follows:

(12.81) [Q±, φ] = Q+F
∣∣∣
θ±=θ

±
=0

= (D± + 2iθ±∂±)F
∣∣∣
θ±=θ

±
=0

= 0.

Conversely, if we have an operator φ such that [Q±, φ] = 0, we can construct
a chiral multiplet (φ, ψ+, ψ−, F ) by

(12.82)
ψ± := [iQ±, φ],
F := {Q+, [Q−, φ]}.

Similarly, the lowest component υ of a twisted chiral multiplet obeys

(12.83) [Q+, υ] = [Q−, υ] = 0.

Conversely, if we have such a field, we can construct a twisted chiral multiplet
(υ, χ+, χ−, E) by

(12.84)
χ+ := [iQ+, υ], χ− := −[iQ−, υ],
E := −{Q+, [Q−, υ]}.

12.4. The Statement of Mirror Symmetry

We note here an unusual symmetry of the N = (2, 2) supersymmetry
algebra. The algebra is invariant under a Z2 outer automorphism given by
the exchange of the generators

Q− ←→ Q−,

FV ←→ FA,(12.85)

Z ←→ Z̃,
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with all other generators kept intact. Two N = (2, 2) supersymmetic quan-
tum field theories are said to be mirror to each other if they are equivalent
as quantum field theories where the isomorphism of the Hilbert spaces trans-
forms the generators of the N = (2, 2) supersymmetry algebra according to
Eq. (12.85).

Thus, if there is a pair of mirror symmetric theories, a chiral multiplet of
one theory is mapped to a twisted chiral multiplet of the mirror. If the axial
R-symmetry is unbroken (broken) in one theory, the vector R-symmetry is
unbroken (broken) in the mirror.

It is actually a matter of convention which to call Q− or Q−. Here
we are assuming a certain convention that applies to a class of theories,
called non-linear sigma models and Landau–Ginzburg models, that gener-
alizes the basic examples considered in this section and will be studied in
the following sections in more detail. The convention is that holomorphic
coordinates of the non-linear sigma models or holomorphic variables of the
Landau–Ginzburg models are represented by the lowest components of chi-
ral superfields (as in the first of the basic examples). One could switch the
convention so that the holomorphic coordinates/variables are represented
by the lowest components of twisted chiral superfields (as in the second of
the basic examples). Therefore, if we flip the convention of one of a mirror
symmetric pair, then the two theories are equivalent without the exchange
as shown by Eq. (12.85). We will sometimes encounter mirror symmetric
pairs realized in this way.

12.5. Appendix

We obtain supersymmetries with half as many supercharges — (1, 1) and
(0, 2) supersymmetries — by restriction of (2, 2) superspace to its subspaces.

12.5.1. (1, 1) Supersymmetry. We can obtain supersymmetries with
fewer supercharges by restriction to a subspace of the N = (2, 2) superspace.
Here we consider (1, 1) supersymmetries which has two real supercharges,
one with positive chirality and one with negative chirality. The relevant
sub-superspace is the one where θ+ and θ− are real up to phases. Namely,
the subspace such that

θ+ = i eiν+θ+
1 , θ+

1 real,(12.86)

θ− = i eiν−θ−1 , θ−1 real,(12.87)
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for arbitrary (but fixed) phases eiν± , where “θα
1 real” means (θα

1 )† = θα
1 .

The subspace can also be defined by the equations

e−iν+θ+ + eiν+θ
+ = 0,(12.88)

e−iν−θ− + eiν−θ
− = 0.(12.89)

θ±1 are the fermionic coordinates of this subspace, which we call (1,1) super-
space. The following combinations of differential operators preserves Eqs.
(12.88)–(12.89), and can be written as differential operators on the (1, 1)
superspace:

Q1
± := eiν±Q± + e−iν±Q± = −i

∂

∂θ±1
+ 2θ±1 ∂±,(12.90)

D1
± := eiν±D± + e−iν±D± = −i

∂

∂θ±1
− 2θ±1 ∂±.(12.91)

These operators obey the anti-commutation relations

{Q1
±,Q1

±} = −4i∂±, {Q1
+,Q1

−} = 0,(12.92)

{D1
±, D1

±} = 4i∂±, {D1
+, D1

−} = 0,(12.93)

{Q1
α, D

1
β} = 0.(12.94)

A superfield on the (1, 1) superspace (or a (1, 1) superfield) can be expanded
as

(12.95) Φ = φ + iθ+
1 ψ+ + iθ−1 ψ− + iθ+

1 θ−1 f.

It can be complex or real, bosonic or fermionic. It is bosonic and real if
[θ±1 ,Φ] = 0 and all the component fields (φ, ψ±, f) are real. Let us define
the integral on the (1, 1) superspace as

(12.96)
∫

d2x d2θ1 F :=
∫

d2x dθ+
1 dθ−1 F,

for any function F = F(Φi, D
1
±Φi, . . .) of superfields Φi and their D1

± deriva-
tives. Then the integral is invariant under the (1, 1) supersymmetry trans-
formations δ1 = iε1−Q1

+ − iε1+Q1
−. For instance, the following functional of a

real bosonic superfield Φ is invariant under the (1, 1) supersymmetry,

(12.97) S =
∫

d2x d2θ1

{
1
2
D1

−ΦD1
+Φ + ih(Φ)

}
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where h(Φ) is an arbitrary differentiable function of Φ. This functional can
be written in terms of the component fields as

(12.98) S =
∫

d2x

{
1
2
(∂0φ)2 − 1

2
(∂1φ)2 +

1
2
f2 + h′(φ)f

+
i

2
ψ−(∂0 + ∂1)ψ− +

i

2
ψ+(∂0 − ∂1)ψ+ − ih′′(φ)ψ+ψ−

}
.

By eliminating the auxiliary field f (or completing the square), we obtain
the term −1

2(h′(φ))2. Thus, this is the action for a supersymmetric potential
theory with the potential

(12.99) U(φ) =
1
2

(
h′(φ)

)2
.

When a (1, 1) supersymmetric field theory is quantized appropriately, we ob-
tain Noether charges Q1

± that generate the supersymmetry transformations.
These will obey the anti-commutation relations

(12.100) {Q1
±, Q1

±} = 2(H ± P ), {Q1
+, Q1

−} = 0.

A (2, 2) supersymmetric field theory can be regarded as a (1, 1) super-
symmetric field theory. In particular, an invariant action on the (2, 2) super-
space can be written as an expression on the (1, 1) subspace as shown by Eqs.
(12.88)–(12.89). For D-terms, where one integrates over all four fermionic
coordinates, one simply integrates over the two coordinates orthogonal to
the subspace from Eqs. (12.88)–(12.89). This leads to the identity∫

d4θF =
1
4

∫
d2θ1

[(
eiν+

∂

∂θ+
+ e−iν+

∂

∂θ
+

)
×
(

eiν− ∂

∂θ−
+ e−iν− ∂

∂θ
−

)
F
]

(1,1)

=
1
4

∫
d2θ1

[
( eiν+D+ − e−iν+D+)

× ( eiν−D− − e−iν−D−)F
]
(1,1)

+ · · · ,

where [· · · ](1,1) stands for restriction to the (1, 1) subspace Eqs. (12.88)–
(12.89), and + · · · are total derivatives in the bosonic coordinates. As for
F-terms, we have the identity

(12.101)
∫

d2θ W (Φ) = e−i(ν++ν−)

∫
d2θ1[W (Φ)](1,1).
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Using these identities, it is easy to see that

(12.102)
∫

d2x d4θ ΦΦ +
1
2

(∫
d2x d2θW (Φ) + c.c.

)

=
∫

d2x d2θ1

 1
2

∑
I=1,2

D1
−ΦID1

+ΦI + i Im
[
e−i(ν++ν−)W (Φ)

]
(1,1)

 ,

where ΦI are defined by [Φ](1,1) = (Φ1 + iΦ2)/
√

2.

12.5.2. (0, 2) Supersymmetry. We next consider (0, 2) supersymme-
try, which has two supercharges of positive chirality. The relevant subspace
of the (2, 2) superspace is the (0, 2) superspace defined by

(12.103) θ− = θ
−

= 0.

This subspace is preserved by the differential operators

Q+ =
∂

∂θ+
+ iθ

+
∂+, Q+ = − ∂

∂θ
+ − iθ+ ∂+,(12.104)

D+ =
∂

∂θ+
− iθ

+
∂+, D+ = − ∂

∂θ
+ + iθ+ ∂+.(12.105)

R-rotation of the superfield is defined by

(12.106) F(xµ, θ+, θ
+) �→ F(xµ, e−iαθ+, eiαθ

+).

A (0, 2) superfield Φ is called chiral when it satisfies

(12.107) D+Φ = 0.

A bosonic scalar chiral superfield Φ has an expansion

(12.108) Φ = φ + θ+ψ+ − iθ+θ
+
∂+φ.

We often call a fermionic chiral superfield a Fermi superfield. A negative
chirality Fermi superfield Ψ− has an expansion

(12.109) Ψ− = ψ− + θ+G − iθ+θ
+
∂+ψ−.

One can find functionals of the superfields that are invariant under the (0, 2)
supersymmetry transformations δ = ε−Q−−ε−Q+. One is the (0, 2) D-term

(12.110)
∫

dθ+dθ
+ F

for any (0, 2) superfield F and the other is the (0, 2) F-term

(12.111)
∫

dθ+G
∣∣∣
θ
+

=0
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for any (0, 2) Fermi superfield G. Examples are the following actions for a
chiral superfield Φ and a Fermi superfield Ψ−;

SΦ =
∫

d2xdθ+dθ
+

iΦ(∂0 − ∂1)Φ

=
∫

d2x
(
|∂0φ|2 − |∂1φ|2 + iψ+(∂0 − ∂1)ψ+

)
,

(12.112)

SΨ− =
∫

d2xdθ+dθ
+

Ψ−Ψ− =
∫

d2x
(
iψ−(∂0 + ∂1)ψ− + |G|2

)
.(12.113)

Also, for a holomorphic function V(Φ) we have
(12.114)

SV =
∫

d2xdθ+ Ψ−V(Φ)
∣∣∣
θ
+

=0
+ c.c. =

∫
d2x
(
V(φ)G + V ′(φ)ψ+ψ−

)
+ c.c.

where V(Φ) is an arbitrary holomorphic function of Φ. When a (0, 2) su-
persymmetric field theory is quantized appropriately, we will obtain the
supercharges Q+ and Q+ that obey the anti-commutation relation

(12.115) {Q+, Q+} = H + P, Q2
+ = Q

2
+ = 0.

A (2, 2) supersymmetric theory can be considered as a (0, 2) supersymmetric
theory. To obtain the (0, 2) expression of a (2, 2) invariant action, it is useful
to note that
(12.116)∫

d4θF =
∫

dθ+dθ
+ ∂

∂θ−
∂

∂θ
−F = −

∫
dθ+dθ

+
D−D−F

∣∣∣
θ−=θ

−
=0

.

Let us consider the (2, 2) supersymmetric field theory of a single chiral su-
perfield Φ considered in Sec. 12.2. The (2, 2) chiral multiplet splits into
(0, 2) chiral and Fermi multiplets (Φ, Ψ−) as follows;

(12.117) Φ = Φ
∣∣∣
θ−=θ

−
=0

, Ψ− = D−Φ
∣∣∣
θ−=θ

−
=0

.

Then the (2, 2) invariant action S = Skin+SW can be written as SΦ+SΨ−+SV

where the holomorphic function V(Φ) is given by

(12.118) V(Φ) = −W ′(Φ).





CHAPTER 13

Non-linear Sigma Models and Landau–Ginzburg

Models

13.1. The Models

Let us generalize our basic example of a single chiral multiplet Φ to the
case with many chiral multiplets Φ1, . . . ,Φn and replace ΦΦ by a general
real function K(Φi,Φı) of the Φi’s and Φı’s. For the kinetic term of the
component fields to be non-degenerate with a correct sign, we assume that
the matrix

(13.1) gi := ∂i∂K(Φi,Φı)

is positive definite. Then one can consider this matrix as determining a
Kähler metric on Cn = {(z1, . . . , zn)}

(13.2) ds2 = gidz
i dz,

which further defines the Levi–Civita connection Γi
jk = gi∂jgk on the tan-

gent bundle TCn. Under this assumption, we consider the Lagrangian den-
sity

(13.3) Lkin =
∫

d4θK(Φi,Φı).

In terms of component fields φi, ψi
±, F i of Φi, Lkin can be expressed as

Lkin = − gi∂
µφi∂µφ

 + igiψ

−(D0 + D1)ψi

−

+ igiψ

+(D0 − D1)ψi

+ + Rikl̄ψ
i
+ψk

−ψ
−ψ l̄

+

+ gi(F i − Γi
jkψ

j
+ψk

−)(F  − Γ

k̄l̄
ψ

k̄
−ψ

j̄
+),

(13.4)

up to total derivatives in xµ. The kinetic terms are non-singular under the
assumption that gi is positive definite. In the above expression, Rikl̄ is the
Riemannian curvature of the metric in Eq. (13.2) and Dµ is defined by

(13.5) Dµψ
i
± := ∂µψ

i
± + ∂µφ

jΓi
jkψ

k
±.

291
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We note here that the expression shown in Eq. (13.4) is covariant under
holomorphic coordinate changes of z1, . . . , zn except for the last term, which
can be eliminated by the equation of motion. If we change the coordinates,
the action is invariant under an appropriate change of variables. Also, the
action is invariant under the “Kähler transformation”

(13.6) K(Φi,Φı) → K(Φi,Φı) + f(Φi) + f(Φı); f(Φi) holomorphic,

which leaves the metric from Eq. (13.2) invariant. This is manifest in the
component expression as shown by Eq. (13.4) but can also be understood
by the fact that

∫
d4θf(Φ) is a total derivative if f(Φi) is holomorphic.

Thus, we can apply this construction for each coordinate patch of a Kähler
manifold M (possibly with more complicated topology than Cn), and then
glue the patches together by the invariance of the action under coordinate
change and Kähler transformation. This will lead us to define an action for
a map of the worldsheet to any Kähler manifold:

(13.7) φ : Σ → M.

Then the fermions are the spinors with values in the pull-back of the tangent
bundle, φ∗TM ;

ψ± ∈ Γ(Σ, φ∗TM (1,0) ⊗ S±),(13.8)

ψ± ∈ Γ(Σ, φ∗TM (0,1) ⊗ S±).(13.9)

The derivative in Eq. (13.5) is the covariant derivative with respect to
the Levi–Civita connection pulled back to the worldsheet Σ by the map φ.
This system is called a supersymmetric non-linear sigma model on a Kähler
manifold M with metric g. Note that this formulation is not global, and
the supersymmetry must be checked patch-by-patch. This is a limitation
of this formulation and it indeed has some drawbacks (e.g., one cannot
see the separation of parameters into the cc and ac parts that we will later
introduce). Later in this section, we will find a global formulation of another
model that falls into the same “universality class” as the non-linear sigma
model.

Let us next consider an F-term

(13.10) LW =
1
2

(∫
d2θ W (Φi) + c.c.

)
.
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Here W (Φi) is the superpotential, which is a holomorphic function of
Φ1, . . . ,Φn, or in the case of a sigma model on M , W is a holomorphic func-
tion on M (which is non-trivial only when M is non-compact). In terms of
the component fields, the F-term is expressed as

(13.11) LW =
1
2
F i∂iW − 1

2
∂i∂jψ

i
+ψj

− +
1
2
F

ı
∂ıW − 1

2
∂ı∂Wψı

−ψ
+.

The total Lagrangian is the sum of Lkin and LW

(13.12) L =
∫

d4θ K(Φi,Φı) +
1
2

(∫
d2θ W (Φi) + c.c.

)
.

The fields F i and F
ı are again auxiliary fields and can be eliminated by

their equations of motion,

F i = Γi
jkψ

j
+ψk

− − 1
2
gil̄∂l̄W,(13.13)

F
 = Γ

ık̄
ψ

ı
−ψ

k̄
+ − 1

2
gl∂lW.(13.14)

Then the total Lagrangian can be expressed in terms of the component fields
as

L = − gi∂
µφi∂µφ

 + igiψ

−(D0 + D1)ψi

−

+ igiψ

+(D0 −D1)ψi

+ + Rikl̄ψ
i
+ψk

−ψ
−ψ l̄

+

− 1
4
gıj∂ıW∂jW − 1

2
Di∂jWψi

+ψj
− − 1

2
Dı∂Wψ

ı
−ψ


+

(13.15)

By construction, the above Lagrangian is invariant under N = (2, 2)
supersymmetry. The supersymmetry variations of the component fields are
expressed as

(13.16)
δφi = ε+ψi

− − ε−ψi
+,

δψi
+ = 2iε−∂+φi + ε+F i,

δψi
− = −2iε+∂−φi + ε−F i,

δφı = −ε+ψı
− + ε−ψı

+,

δψı
+ = −2iε−∂+φı + ε+F

ı
,

δψı
− = 2iε+∂−φı + ε−F

ı
,

where F i and F
ı are as given in Eqs. (13.13)–(13.14). Following the Noether

procedure, we find the four conserved currents Gµ
± and G

µ
±, which are defined

by

(13.17) δ

∫
Ld2x =

∫
d2x{∂µε+ Gµ

− − ∂µε− Gµ
+ + ∂µε− G

µ
+ − ∂µε+ G

µ
−}.
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These currents — supercurrents — are expressed as

G0
± = 2gi∂±φ


ψi
± ∓ i

2
ψ

ı
∓∂ıW,(13.18)

G1
± = ∓2gi∂±φ


ψi
± − i

2
ψ

ı
∓∂ıW,(13.19)

G
0
± = 2gıjψ

ı
±∂±φj ± i

2
ψi
∓∂iW,(13.20)

G
1
± = ∓2gıjψ

ı
±∂±φj ± i

2
ψi
∓∂iW.(13.21)

The conserved charges — supercharges — are given by

Q± =
∫

dx1G0
±,(13.22)

Q± =
∫

dx1G
0
±.(13.23)

Inclusion of B-field. As in the bosonic sigma model with the target space
T 2, if there is a non-trivial cohomology class B ∈ H2(M,R) one can modify
the theory by putting the phase factor

(13.24) exp
(
i

∫
φ∗B

)
in the path-integral. This factor is invariant under a continuous deformation
of the map φ. In particular, it is invariant under the supersymmetry vari-
ation and this modification does not break the supersymmetry. Also, the
forms of the supercurrent and the supercharges remain the same as above.

13.2. R-Symmetries

We recall that the vector and axial R-rotations act on the superfields as

V : Φi(x, θ±, θ
±) �→ eiαqi

V Φi(x, e−iαθ±, eiαθ
±),(13.25)

A : Φi(x, θ±, θ
±) �→ eiαqi

V Φi(x, e∓iβθ±, e±iβθ
±).(13.26)

These can be considered as the action of group U(1)V ×U(1)A of R-rotations.
We would like to ask under what conditions these R-rotations are symmetries
of the system.

13.2.1. Classical Level. At the classical level, these are symmetries
under which the action is invariant. Since the D-term Skin =

∫
d2xLkin and

the F-term SW =
∫

d2xLW are not mixed under R-rotations, these must be
independently invariant. Let us first consider the D-term Skin. As remarked
in the single-variable case, θ4 is invariant under both R-rotations. Thus,
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Skin is invariant under U(1)V (U(1)A) if one can assign vector (axial) R-
charges for Φi such that K(Φi,Φ) has vector (axial) charge zero. This is
usually possible by assigning trivial R-charges to the fields Φi. However, if
K(Φi,Φi) is a function of |Φi|2 = ΦiΦi, the D-term is R-invariant under any
assignment of R-charges to Φi’s. Next let us consider the F-term SW . Since
θ2 has vector R-charge −2 and axial R-charge 0, the F-term is invariant
under U(1)V (U(1)A) if one can assign R-charges to the Φi’s so that W (Φi)
has vector R-charge 2 (axial R-charge 0). For U(1)A, this can be done by
assigning trivial R-charges to Φi. For U(1)V , this depends on the form of the
superpotential. We call a holomorphic function W such that this is possible
a quasi-homogeneous function. Namely, it is quasi-homogeneous when

(13.27) W (λqi
Φi) = λ2W (Φi),

for some qi which is identified as the right vector R-charge to make the F-
term vector R-invariant. Let us summarize what we have seen at the classical
level: U(1)A is always a symmetry by assigning axial R-charge zero to all
fields. However, U(1)V is a symmetry only if the superpotential is quasi-
homogeneous. The Kähler potential must also be invariant (up to Kähler
transformations) by the assignment of the vector R-charge determined by
the quasi-homogeneity. The non-linear sigma model without superpotential
has both U(1)V and U(1)A symmetries.

What we have said above concerns the full U(1) groups of R-rotations.
However, even if the full U(1) is not a symmetry it is possible that some sub-
group is still a symmetry. For example, such is the case if Eq. (13.27) holds
under some non-trivial phase λ. For instance it always holds for λ = −1
by assigning qi = 0. Thus, the Z2 subgroup of the vector R-rotation group
U(1)V is always a symmetry. Actually this has to be the case since this
Z2 action is the same as the action of the Z2 subgroup of U(1)A. The gen-
erator of this Z2 group is denoted by (−1)F and is an important operator
in a supersymmetric theory, as noted before. In some cases, a Z2p sub-
group can be a symmetry. (An example is the theory with superpotential
W = Φp+1 + Φ, with suitable D-term.)

13.2.2. Anomaly. The invariance of the action does not necessarily
mean the symmetry of the quantum theory. It is symmetric if the correlation
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functions are invariant:

(13.28) 〈δO〉 =
∫

DX eiSO = 0.

This is the case when the path-integral measure is also invariant, δ(DX) = 0,
or more generally

(13.29) δ(DX eiS) = 0.

When the classical symmetry δS = 0 is lost in the quantum theory by
δDX �= 0, we say that the symmetry is anomalous. Now, let us examine
whether the U(1)V and U(1)A R-symmetries of the non-linear sigma model
without superpotential, W = 0, are really symmetries of the quantum the-
ory. We recall that these R-rotations act only on the fermions:

V : ψi
± → e−iαψi

±,(13.30)

A : ψi
± → e∓iβψi

±.(13.31)

Thus, the question is whether the path-integral measure for fermions is
invariant under these phase rotations.
A Toy Model. To see this, let us consider the simpler system of a Dirac
fermion coupled to a background (Hermitian) gauge field A on the world-
sheet Σ. We take Σ to be a Euclidean torus Σ = T 2 with a flat coordinate
z ≡ z+1 ≡ z+τ . The gauge field A is considered as a Hermitian connection
of a complex vector bundle E with a Hermitian metric, and the fermions
are spinors with values in E:

ψ± ∈ Γ(T 2, E ⊗ S±),(13.32)

ψ± ∈ Γ(T 2, E∗ ⊗ S±).(13.33)

Here S± are the positive and negative spinor bundles and E∗ is the dual
bundle of E. The action is given by

(13.34) S =
∫

T 2

d2z(iψ+Dzψ+ + iψ−Dzψ−)

where

(13.35) Dz = ∂z + Az, Dz = ∂z + Az.

This action is invariant under the phase rotations of the fermions — the
vector and axial rotations as in Eqs. (13.30)–(13.31). We denote the corre-
sponding groups by U(1)V and U(1)A.
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Suppose the first Chern class of E is nonzero, say positive:

k :=
∫

T 2

c1(E) =
i

2π

∫
T 2

TrFA > 0.(13.36)

Then by the index theorem

(13.37) dim KerDz − dim KerDz =
∫

T 2

c1(E) = k,

the number of ψ− zero modes (= the number of ψ+ zero modes) is larger
by k than the number of ψ− zero modes (= the number of ψ+ zero modes).
Thus, the partition function vanishes due to integration over the zero modes.

(13.38)
∫

DψDψ e−S[ψ,ψ] = 0.

To obtain a nonzero correlation function we need a certain kind of operator
to absorb the zero modes. Let us consider the generic case where there
are exactly k Dz-zero modes and no Dz zero modes. Then the following
correlator is non-vanishing:

(13.39) 〈ψ−(z1) · · ·ψ−(zk)ψ+(w1) · · ·ψ+(wk)〉 �= 0.

Under the vector and axial rotations of the inserted operators, this correla-
tion function transforms as

(13.40) 〈ψ−(z1) · · ·ψ−(zk)ψ+(w1) · · ·ψ+(wk)〉
V→ 〈 e−iαψ−(z1) · · · e−iαψ−(zk) eiαψ+(w1) · · · eiαψ+(wk)〉

= 〈ψ−(z1) · · ·ψ−(zk)ψ+(w1) · · ·ψ+(wk)〉

(13.41) 〈ψ−(z1) · · ·ψ−(zk)ψ+(w1) · · ·ψ+(wk)〉
A→ 〈 eiβψ−(z1) · · · eiβψ−(zk) eiβψ+(w1) · · · eiβψ+(wk)〉

= e2ikβ〈ψ−(z1) · · ·ψ−(zk)ψ+(w1) · · ·ψ+(wk)〉.

Thus, we see an anomaly of the U(1)A symmetry since a U(1)A non-invariant
field can acquire an expectation value, while the U(1)V symmetry is never
anomalous. One can also see explicitly that the measure is not U(1)A in-
variant (but is U(1)V invariant). Let us expand the fermions ψ±, ψ± in the
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eigenfunctions of the operators D†
zDz and D†

zDz etc:

ψ− =
∞∑

n=1

bnϕ
n
−, ψ− =

k∑
α=1

c0αϕ
0α
− +

∞∑
n=1

cnϕ
n
−,(13.42)

ψ+ =
∞∑

n=1

b̃nϕ
n
+, ψ+ =

k∑
α=1

c̃0αϕ
0α
+ +

∞∑
n=1

c̃nϕ
n
+,(13.43)

where ϕn
± and ϕn

± are the nonzero modes with eigenvalues λn while ϕ0α
− and

ϕ0α
+ are the zero modes. The path-integral measure is given by

(13.44)

DψDψ e−S =
k∏

α=1

dc0αdc̃0α

∞∏
n=1

dbndcndb̃ndc̃n e−
�n

n=1 λn(bncn+�cn
�bn).

The measure dbndcndb̃ndc̃n is invariant under both U(1)V and U(1)A but
dc0αdc̃0α has vector charge zero but axial charge 2. This is a direct way to
see that the measure is U(1)V -invariant but not U(1)A-invariant, showing
that U(1)V symmetry is not anomalous but U(1)A symmetry is anomalous.
This argument also applies to non-generic cases where Dz has some zero
modes and Dz has k more zero modes.

Although the full U(1)A symmetry is broken, its Z2k subgroup { e2πil/2k},
0 ≤ l ≤ 2k − 1, remains a symmetry of the quantum theory, as can be seen
from Eq. (13.41) or Eq. (13.44). If, over the different components of the
space of maps, k assumes every integer value, then only a Z2 subgroup is
anomaly-free. If k is allowed to take only integer multiples of some integer
p, then a larger subgroup Z2p is anomaly-free.
Back to the Sigma Model. Now let us come back to the R-symmetry
of the non-linear sigma models. On the Euclidean torus T 2 the fermionic
kinetic terms are expressed as

(13.45) −2igiψ

−Dzψ

i
− + 2igiψ


+Dzψ

i
+,

which is of the form shown in Eq. (13.34) with E = φ∗TM (1,0). The action
also includes the four-fermi terms Rikl̄ψ

i
+ψk

−ψ
−ψ l̄

+. In the large radius
expansion of the sigma model (which will be explained systematically in
later chapters), the four-fermi terms are treated as a perturbation and the
path-integral measure is constructed using the spectral decomposition of the
Dirac operator that appears in the kinetic term from Eq. (13.45). Thus, as
far as the R-symmetry is concerned, the situation for a fixed φ : Σ → M is
identical to the one in the above toy model with E = φ∗TM (1,0).
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One consequence is that the vector R-symmetry U(1)V is not anomalous
and is a symmetry of the quantum theory. Also, for a given map φ, the U(1)A

R-symmetry is broken to Z2k where k is

(13.46) k =
∫

Σ
c1(φ∗TM (1,0)) =

∫
Σ
φ∗c1(T (1,0)) = 〈c1(M), φ∗[Σ]〉.

This depends only on the homology class φ∗[Σ]. If k can take all integer
values by varying the homology class φ∗[Σ], then U(1)A is broken to Z2.
If k is divisible by p for any map φ : Σ → M , then U(1)A is broken to
Z2p. Such is the case when c1(M) is p times some integral cohomology class
(e.g., for M = CPN−1 c1(M) is N times the generator of H2(M,Z) ∼= Z;
thus U(1)A is broken to Z2N in the CPN−1 sigma model). Finally, if k = 0
for any map φ, U(1)A is not anomalous and is a symmetry of the quantum
theory. Such is the case when c1(M) = 0, namely when M is a Calabi–Yau
manifold. Another way to state the axial anomaly is in terms of the B-field.
Since in the path-integral h has the phase factor

(13.47) exp
(

i

∫
Σ
φ∗B

)
,

the phase rotation of the measure by e2ikβ with k given by Eq. (13.46) is
equivalent to the shift in the cohomology class of the B-field

(13.48) [B] → [B] − 2βc1(M).

Summary:

U(1)V U(1)A

CY sigma model © ©
sigma model on M with c1(M) �= 0 © ×
LG model on CY with generic W × ©
LG model on CY with quasi-homogeneous W © ©

The ×’s in the table denote lack of the corresponding U(1) R-symmetries.
Depending on the manifold or superpotential, some discrete subgroup of even
order is unbroken.

13.3. Supersymmetric Ground States

Let us study the supersymmetric ground states and Witten index of the
system. We first compactify the spatial direction on the circle S1 and put
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periodic boundary conditions on S1 for all the fields. Let Q and Q† be either

(13.49)

{
QA = Q+ + Q−,

Q†
A = Q+ + Q−,

or

{
QB = Q+ + Q−,

Q†
B = Q+ + Q−.

Then by the supersymmetry algebra (with Z = Z̃ = 0) we see

{Q,Q†} = 2H,(13.50)

Q2 = Q†2 = 0.(13.51)

We notice that this is the relation defining a supersymmetric quantum me-
chanics (SQM). In fact, we can consider the system as a quantum mechanics
with infinitely many degrees of freedom. The supersymmetric ground state
we are after is the supersymmetric ground states of this SQM. As explained
in the lectures on SQM, we can characterize the supersymmetric ground
states as the cohomology classes of the Q-complex, and the Witten index is
the Euler characteristic of the Q-complex. We also note that if FA and FV

are conserved, we have

(13.52) [FA, QA] = QA and [FV , QB] = QB.

Thus, the Q-complex and cohomology groups are graded by the axial charge
for Q = QA and by the vector charge for Q = QB. Even if FA or FV is not
conserved, if some subgroup Z2p of U(1)A or U(1)V is a symmetry of the
theory, the Q-complex/cohomology is graded by the Z2p charges.

Let us take a closer look at the operator Q = QA = Q+ + Q−. Using
Eqs. (13.18)–(13.21) we find the expression

(13.53) Q = −i

∫
S1

{
igiψ


+∂0φ

i + igiψ
i
−∂0φ

 − igiψ
i
−∂1φ



+ igiψ

+∂1φ

i − 1
2
ψi
−∂iW − 1

2
ψı

+∂ıW

}
dx1.

If there is a functional h of φ(x1) such that

δh

δφi
= −igi∂1φ

 − 1
2
∂iW,(13.54)

δh

δφ


= igi∂1φ
i − 1

2
∂W,(13.55)
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then the operator Q can be written in the form

(13.56) Q =
∫
S1

ψI(x1)
(
igIJ(x1)∂0φ

J (x1) +
δh

δφI(x1)

)
dx1,

where we have set ψi = −iψi
− and ψ = −iψ

+. This is exactly the same
form as the supercharge as shown by Eq. (10.241) for the SQM deformed by
a function h. In the present case, the target space is an infinite-dimensional
space of φ(x1), namely the space of loops in M ,

(13.57) LM =
{

φ : S1 → M
}
.

Now, the question is whether there is a function h on LM such that the
infinitesimal variations are given by Eqs. (13.54)–(13.55).

The function h2 that yields the second terms is easy to find; it is simply

(13.58) h2 = −
∫

S1

Re
[
W (φi)

]
dx1.

The function h1 that yields the first terms can be constructed as follows.
The connected components of the loop space LM are classified by the fun-
damental group π1(M). We choose and fix a loop, a base loop, in each
connected component. Let us pick a component and denote the base loop
there by φ0. For a loop φ in that component we choose a homotopy φ̂ that
connects φ0 to φ. Namely, φ̂ = φ̂(x1, τ) is a map from S1 × [0, 1] to M such
that φ̂(x1, 0) = φ0(x1) and φ̂(x1, 1) = φ(x1). Now, let us consider the area

(13.59) h1 =
∫

S1×[0,1]
φ̂∗ω

where ω is the Kähler form of M ;

(13.60) ω = igidz
i ∧ dz.

For a variation of φ̂, the pull-back φ̂∗ω changes by a total derivative

(13.61) δφ̂∗ω = d
(
igiδφ̂

i dφ̂ − igidφ̂
iδφ̂
)
.

and therefore the area changes by the boundary terms

δ

∫
S1×[0,1]

φ̂∗ω =
∫

S1

{
−igiδφ̂

idφ̂ + igidφ̂
iδφ̂
}∣∣∣τ=1

τ=0

=
∫

S1

{
−igiδφ

idφ + igidφ
iδφ
}
,(13.62)

where we have used the constraint that φ̂|τ=0 is fixed to be φ0 and thus
δφ̂|τ=0 = 0. In particular, for a fixed loop φ the functional h1 =

∫
φ̂∗ω does



302 13. NON-LINEAR SIGMA MODELS AND LANDAU–GINZBURG MODELS

not change for a deformation of the homotopy φ̂. Namely, h1 is a locally
well-defined function on the loop space LM . Now, if we look at Eq. (13.62),
we see that h1 yields exactly the first terms of the required variation in Eq.
(13.54) and Eq. (13.55). Thus, we can take as the function h the sum of h1

and h2;

(13.63) h =
∫

S1×[0,1]
φ̂∗ω −

∫
S1

Re
[
W (φi)

]
dx1.

To be precise, this function can change if we change the homotopy class of φ̂.
Let us see how it changes by taking another homotopy φ̂′ : S1 × [0, 1] → M .
The difference in h is

∆h =
∫

S1×[0,1]
φ̂′∗ω −

∫
S1×[0,1]

φ̂∗ω

=
∫

S1×S1

φ̃∗ω

(13.64)

where φ̃ is a map S1 × S1 → M obtained by gluing φ̂ to φ̂′ with the ori-
entation of φ̂ being reversed.1 Thus, the function h is not a single-valued
function on LM if there is a 2-cycle in M on which the Kähler class [ω] has
a nonzero period. One can, however, make it single-valued on a certain cov-
ering space of LM . The relevant covering space can be identified with the
set of maps φ̂ : S1 × [0, 1] → M with φ̂(x1, 0) = φ0(x1) modulo the following
equivalence relation: φ̂ ≡ φ̂′ if and only if φ̂ = φ̂′ at τ = 1 and φ̂ can be
continuously deformed to φ̂′. We denote this covering space by L̃M . In such
a situation, we first quantize the covering space L̃M and then project to the
wave-functions invariant under the action of the covering group. Over the
component of contractible loops where the base loop φ0 is chosen to be a
constant map to a point, φ0(x1) = ∗ ∈ M , the covering group is canonically
isomorphic to the second homotopy group π2(M, ∗).

13.3.1. Non-Linear Sigma Models. Let us first consider the non-
linear sigma model on a compact connected Kähler manifold M , with the
superpotential set equal to zero, W = 0. We wish to find the number of
supersymmetric ground states of this theory.

Due to the cohomological characterization, the spectrum of ground states
does not change under the deformation of the function h =

∫
S1×[0,1] φ̂

∗ω. As

1If we parametrize the second S1 by τ ∈ [0, 2] with an identification τ = 0 ≡ 2, the

glued map is given by �φ(x1, τ) = �φ′(x1, τ) for τ ∈ [0, 1] and �φ(x1, 2 − τ) for τ ∈ [1, 2].
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we have done in SQM, we rescale h by a large number, or equivalently, we
consider the case where the Kähler form ω is taken to be large — the large
volume limit. Then the ground state wave-functions are localized near the
critical points of h.

The critical points of h are found by solving the equations

(13.65)
δh

δφi
= −igi∂1φ

 = 0,
δh

δφı
= igjı∂1φ

j = 0.

The solutions are obviously the constant maps φ : S1 → a point ∈ M (which
belong to the trivial component of LM). Thus, the critical point set is the
space of constant maps, which is isomorphic to the target space manifold M

itself. In the covering space L̃M the critical point set is the union of copies
of M that are permuted by the covering group π2(M, ∗). The function h is
not non-degenerate. To see if it is non-degenerate in the normal directions
(i.e., Bott–Morse in the sense of Sec. 10.5.5), let us examine the Hessian of
h. The Hessian at a constant loop is given by the second derivative

(13.66) δ1δ2h = i

∫
S1

(
giδ1φ

dδ2φ
i − giδ1φ

idδ2φ

)
.

Thus, it is zero only if dδφI = 0, namely only if the variation is tangent
to the constant map locus. The function h is indeed Bott–Morse and the
argument of Sec. 10.5.5 applies.

If we coordinatize the loop as

(13.67) φi =
∑
n∈�

zi
n einx1

, φı =
∑
n∈�

zı
n e−inx1

,

the directions where the Hessian is negative definite are spanned by (zi
m, zı

m)
with m > 0. Thus, the perturbative ground state at a constant loop is given
by Eq. (10.304)

(13.68) |ω〉 = e−
�

m �=0 m||zm||2ω ∧ d2nz1 ∧ d2nz2 ∧ · · ·

where ω is a harmonic form of (zi
0, z

ı
0) and d2nzm is dz1

m∧dz1̄
m∧· · ·∧dzn

m∧dzn̄
m.

The question is whether this differential form glues together to define a differ-
ential form on LM around M . For this we need the negative normal bundle
(the bundle of tangent vectors on which the Hessian is negative definite) to
be orientable. In the present case it is indeed orientable since multiplication
by i on the holomorphic coordinate induces a canonical orientation. Thus,
we expect that we can find |ω〉 as a well-defined differential form on LM
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around M , which is a perturbative supersymmetric ground state if ω is a
harmonic form of M .

We recall that the critical point set of h in L̃M consists of many con-
nected components, each of which is a copy of M . If we require the invariance
under the covering group action, we may focus on only one copy of M and
we expect that the ground states can be identified as the harmonic forms
on M . However, as we saw in SQM, it is in general possible that instanton
effects lift the ground state degeneracy. To see whether there is such an
instanton effect, let us compute the relative Morse index between different
copies of M in L̃M . Thus, we choose a path in the loop space LM that

LM

constant maps

M

Figure 1. The path in the loop space LM connecting two
trivial loops. It corresponds to a two-sphere mapped to M .
If the map is homotopically non-trivial the lift of the path in
the covering space L̃M connects different copies of M

starts at a constant loop x ∈ M and end on another constant loop y ∈ M .
(See Fig. 1.) This yields a trajectory of S1’s that shrinks at the two ends:
namely, a map φ̃ of the two -sphere S2 to M which maps the two tips (say
the north and south poles) to x and y. If the map φ̃ : S2 → M defines a
non-trivial homotopy class in π2(M), this path lifts to a path in L̃M that
connects different copies of M . Now what is the relative Morse index? We
can use here the relation of the relative Morse index and the index of the
Dirac operator for fermions, which was noted in Sec. 10.5.2. The relevant
Dirac operator here is the one acting on ψi

− and ψı
+. The index of this

operator is given by

(13.69) index = 2
∫

S2

ch(φ̃∗TM (1,0))Â(S2) = 2
∫

S2

φ̃∗c1(M).
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If M is a Calabi–Yau manifold, c1(M) = 0, then the relative Morse index
vanishes. This means that all the critical submanifolds have the same Morse
index. Then applying the procedure described in Sec. 10.5.5, we find that
there is no non-trivial instanton effect. Thus, the perturbative ground states
remain as the exact ground states. In fact, this is true even if M is not
Calabi–Yau.2 The reason is that our function h = h1 is the moment map
associated with a U(1) action on the loop space LM . Note that the loop
space is an infinite dimensional Kähler manifold whose Kähler form is given
by

(13.70) ω̂(δ1φ, δ2φ) =
∫

S1

igi(δ1φ
iδ2φ

 − δ2φ
iδ1φ

)dx1.

The shift of the domain parameter x1, φ(x1) → φ(x1 + ∆), preserves the
metric of LM as well as the above Kähler form. The tangent vector field
generating this action is vI = ∂1φ

I , and we find

(13.71) ivω̂(δφ) =
∫

S1

igi(∂1φ
iδφ − δφi∂1φ

)dx1 = δh,

where (13.54) and (13.54) with W = 0 are used in the last step. Thus, h

is indeed the moment map associated with the U(1) action. Applying the
result of Ch 10.5.6, we find that there is no non-trivial instanton effect that
lifts the perturbative ground states.

Thus, we conclude that the supersymmetric ground states are in one-to-
one correspondence with the harmonic forms on M . What are the quantum
numbers (i.e., charges) of a ground state? The Q-complex is graded by the
Morse index. However, as we have seen above, the relative Morse index
can be nonzero (if c1(M) �= 0) even between the same point of M . This
shows that the Morse index is well defined only modulo some integer. In the
case where

∫
S2 φ̃∗c1(M) can take arbitrary integer values, the Morse index

is well-defined mod 2; if it can take only integer multiples of p ∈ Z, then
the Morse index is well-defined mod 2p. Since the Q-complex is graded by
the axial R-symmetry, this of course reflects the axial R-anomaly. On the
other hand, the vector R-symmetry is not anomalous and the corresponding
quantum number must be well defined. For the ground state corresponding

2We will find an alternative derivation of this fact in Ch. 16.
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to a harmonic (p, q)-form, the vector R-charge is given by Eqs. (13.30)–
(13.31).

(13.72) qV = −p + q.

In the case c1(M) = 0, where the target space M is a Calabi–Yau manifold,
the relative Morse index is well defined (in Z). This corresponds to the
existence of U(1)A axial R-symmetry or the conservation of the axial R-
charge FA. We fix the zero of the Morse index by requiring the invariance of
the spectrum under the “CPT conjugation” (which requires that for every
state in the Hilbert space there should be a conjugate state with opposite
charge) that acts on FA as FA → −FA. Then the axial R-charge of the
ground state corresponding to the harmonic (p, q)-form is

(13.73) qA = p + q − dim� M.

13.3.2. Ground States of the LG Model. Let us consider an LG
model with a non-trivial superpotential W (Φi). We assume that W (Φi) has
isolated and non-degenerate critical points only. Here we will show that the
number of ground states is in one-to-one correspondence with the number
of critical points, just as we found for the corresponding one-dimensional
QFT.

The equation for a critical point of h is

(13.74)
dφi

dx1
= − i

2
gi∂W.

The above equations imply

(13.75)
dW

dx1
= ∂iW

dφi

dx1
= − i

2
gi∂iW∂W = − i

2
|∂W |2.

Integrating over the circle S1, we obtain

(13.76) − i

2

∫
S1

dx1|∂W |2 =
∫

S1

dW

dx1
dx1 = 0,

where we have used the periodic boundary condition along S1. This shows
that ∂iW = 0 everywhere on the circle S1, which implies that φ is the
constant map to a critical point of W . Since the (mod 2) Morse index
is constant as in SQM, there is no room for instanton effects that lift the
ground state degeneracy. Therefore, the ground states are in one-to-one
correspondence with the critical points of the superpotential.
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13.4. Supersymmetric Sigma Model on T 2 and Mirror Symmetry

In this section we show how the T-duality discussed in the context of
bosonic sigma models, can be extended to the supersymmetric case. This
leads to the first (and most basic) example of mirror symmetry.

13.4.1. The Spectrum and Supersymmetric Ground States. Let
us consider the supersymmetric sigma model on T 2. For simplicity, we
consider the rectangular metric on T 2 with radius R1 and R2 and we set
B = 0, but this assumption is not essential for what we will show here. The
model is described by a chiral superfield Φ representing flat coordinates of
T 2. In particular the lowest component φ has periodicity

(13.77) φ ≡ φ + 2πR1 ≡ φ + 2πR2i.

The action is given by

(13.78) S =
1
4π

∫
d2x

∫
d4θ ΦΦ.

In terms of the component fields φ, ψ± and ψ± the action is expressed as
(13.79)

S =
1
4π

∫ {
|∂0φ|2 − |∂1φ|2 + iψ−(∂0 + ∂1)ψ− + iψ+(∂0 − ∂1)ψ+

}
d2x.

Now we see that the system consists of the free bosonic sigma model on T 2

plus the free theory of a Dirac fermion — which are decoupled from each
other. The bosonic sigma model is identical to the one considered in Sec.
11.1. The fermion does not know about the periodicity of the coordinates
φ and is nothing but the free system analyzed in detail in Sec. 11.3 (up
to a field normalization ψ± →

√
2ψ± that has no effect). Accordingly, the

Hilbert space is the tensor product of the Hilbert spaces of the bosonic and
fermionic systems

(13.80) H = HB ⊗HF .

The Hamiltonian and momentum are the sums of those for the corresponding
systems

H = HB + HF ,(13.81)

P = PB + PF .(13.82)

Since c1(T 2) = 0, the U(1)A R-symmetry is preserved, as well as the U(1)V

R-symmetry. They act trivially on the bosonic component φ, and therefore
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the R-charges FV and FA are the same as those for the fermionic system:

FV =
1
2π

∫
S1

(
ψ−ψ− + ψ+ψ+

)
dx1,(13.83)

FA =
1
2π

∫
S1

(
−ψ−ψ− + ψ+ψ+

)
dx1.(13.84)

These can be expressed in terms of the oscillator modes as in Eqs. (11.136)–
(11.137). The states in H are constructed by acting with the oscillator

modes αi
n, α̃i

n (i = 1, 2) and ψn, ψn, ψ̃n and ψ̃n on the states

(13.85) |�l, �m〉 := |l1, l2,m1,m2〉B ⊗ |0〉F .

Here |l1, l2,m1,m2〉B is the state with momentum �l = (l1, l2) and winding
number �m = (m1,m2) which is annihilated by the positive frequency modes
(αi

n, α̃i
n with n ≥ 1), while |0〉F is the state given by Eq. (11.128) annihilated

by the positive frequency modes of ψ± and ψ±, and by half of the zero modes
ψ0 and ψ̃0. There are four lowest-energy states

ψ0ψ̃0|�0,�0〉

ψ0|�0,�0〉 ψ̃0|�0,�0〉(13.86)

|�0,�0〉,

with R-charges

(13.87) qV =
0

−1 1
0

qA =
1

0 0
−1

and energy

(13.88) E0 =
(
− 1

12

)
× 2 +

1
6

= 0.

Since these are the zero energy states, they are the supersymmetric ground
states. We note here that these supersymmetric states take the form shown
in Eq. (13.68) that is obtained by the semi-classical method. Indeed, �m = �0
shows that the states are in the component of the contractible loops. The
bosonic piece |0, 0, 0, 0〉B is identified as the wave-function

(13.89) |0, 0, 0, 0〉B ↔ Ψ(zn, zn) = exp

−
∑
m �=0

|zm|2
 .
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The fermionic piece |0〉F interpreted as Dirac’s sea in Eq. (11.143) can be
identified as the ∞

2 -form

(13.90) |0〉F ↔ d2z1 ∧ d2z2 ∧ d2z3 ∧ · · ·

under the identification ψn ↔ dzn, ψ̃n ↔ dzn. The four states from Eq.
(13.86) are then identified as the state |ω〉 in Eq. (13.68) with

(13.91) ω =
dz ∧ dz

dz dz

1.

Notice that the R-charges in Eq. (13.87) obtained by the exact quantization
agree with the result in Eqs. (13.72)–(13.73) obtained by the semi-classical
method plus CPT invariance.

13.4.2. T-duality. Let us perform T-duality on the second circle of
T 2. This inverts the radius R2 to R′

2 = 1/R2 and therefore the dual field φ′

has periodicity

(13.92) φ ≡ φ′ + 2πR1 ≡ φ′ + (2π/R2)i.

It is related to the original field φ by Reφ = Reφ′ and

∂+Imφ = ∂+Imφ′,(13.93)

∂−Imφ = −∂−Imφ′.(13.94)

In terms of the complex variables, the relation is

∂+φ = ∂+φ′,(13.95)

∂−φ = ∂−φ′.(13.96)

On the other hand, we do not touch the fermions. Since T-duality is an
equivalence of theories, the dual theory also has (2, 2) supersymmetry. The
supercharges are expressed as
(13.97)

Q+ = 1
2π

∫
ψ+∂+φ = 1

2π

∫
ψ+∂+φ′,

Q− = 1
2π

∫
ψ−∂−φ = 1

2π

∫
ψ−∂−φ′,

Q+ = 1
2π

∫
ψ+∂+φ = 1

2π

∫
ψ+∂+φ′,

Q− = 1
2π

∫
ψ−∂−φ = 1

2π

∫
ψ−∂−φ′.

We notice that they take the standard form of the supercharges if we denote
ψ+ = ψ′

+, ψ− = ψ′
−, ψ+ = ψ′

+ and ψ− = ψ′
− and also

Q+ = Q′
+, Q+ = Q

′
+,(13.98)

Q− = Q
′
−, Q− = Q′

−.(13.99)
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Also, the R-symmetry generators are

FV =
1
2π

∫
S1

(
−ψ′

−ψ′
− + ψ′

+ψ′
+

)
dx1 = F ′

A,(13.100)

FA =
1
2π

∫
S1

(
ψ′
−ψ′

− + ψ′
+ψ′

+

)
dx1 = F ′

V .(13.101)

These mean that under T-duality, the supercharges Q− and Q− as well as
U(1)V and U(1)A R-symmetries are exchanged with each other. Thus, we
have shown that T-duality is a mirror symmetry.

The above change of notation yields the change of notation ψn = ψ′
n,

ψn = ψ′
n, ψ̃n = ψ̃′

n and ψ̃n = ψ̃
′
n for the oscillator modes. In particular, the

state |�l, �m〉′ is annihilated by all the positive frequency modes and two zero
modes ψ0 = ψ′

0, ψ̃0 = ψ̃′
0. Thus, it is appropriate to write it in the dual

theory as

(13.102) |�l, �m〉 = ψ′
0|�l′, �m′〉′,

where the momentum and winding number for the second circle are ex-
changed

(13.103) �l′ = (l1,m2), �m′ = (m1, l2).

The four ground states shown in Eq. (13.86) are then written as

−ψ̃
′
0|�0,�0〉′

|�0,�0〉′ − ψ′
0ψ̃

′
0|�0,�0〉′(13.104)

ψ′
0|�0,�0〉′.

The R-charges of these states are

(13.105) q′V =
1

0 0
−1

q′A =
0

−1 1
0.

Indeed, the axial and vector R-charges are exchanged, qV = q′A and qA = q′V .
Path-integral Derivation. One can repeat the path-integral derivation of
T-duality shown in Sec. 11.2 for the superfields. For the superspace calculus
used here, see Sec. 12.1.3. We start with the following Lagrangian for a real
superfield B and the chiral superfield Φ,

(13.106) L′ =
∫

d4θ

(
−1

4
B2 +

1
2
(Φ + Φ)B

)
.
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We first integrate out the real superfield B. Then B is solved by

(13.107) B = Φ + Φ.

Inserting this into L′ we obtain

(13.108) L =
∫

d4θ
1
2
ΦΦ,

which is the Lagrangian for the supersymmetric sigma model on T 2 with
radius (R1, R2). Now, reversing the order of integration, we consider inte-
grating out Φ and Φ first. This yields the following constraint on B,

(13.109) D+D−B = D+D−B = 0,

which is solved by

(13.110) B = Θ + Θ,

where Θ is a twisted chiral superfield of periodicity

(13.111) Θ ≡ Θ + 2πR1 ≡ Θ + (2π/R2)i.

Inserting this into the original Lagrangian we obtain

(13.112) L̃ =
∫

d4θ

(
−1

2
ΘΘ
)

,

which is the Lagrangian for the supersymmetric sigma model on a torus of
radius (R1, 1/R2). This time, however, the complex coordinate is described
by the twisted chiral superfield Θ. This is another manifestation of mirror
symmetry. The two theories are equivalent without the exchange of the
supercharges Q− and Q− (see the remark at the end of Sec. 12.4). The
supercharges given by Eq. (13.97) have the right expression in terms of the
twisted chiral superfield Θ = φ′ + θ+ψ′

+ + θ
−
ψ′
− + · · · , where the fermions

ψ′
±, ψ′

± are related to ψ±, ψ± simply by the renaming ψ′
± = ±ψ± and

ψ′
± = ±ψ±. This renaming is dictated by the relation

(13.113) Φ + Φ = Θ + Θ,

which follows from Eqs. (13.107)–(13.110).





CHAPTER 14

Renormalization Group Flow

We are now in a position to study one of the most important aspects of
quantum field theory. This is the fact that the behavior of a theory depends
on the scale. What one means by this is how the expectation values of
fields vary as a function of the distance between fields, or equivalently under
rescaling of the metric on the manifold over which the quantum field theory
is defined. Quite often, their behavior at long distances is very different
from their behavior at short distances and often one introduces a new set of
fields at long distances which give a more useful description of the theory.
In this section, we will see such a change of behavior and description in the
non-linear sigma models and the Landau–Ginzburg models. In particular,
we will see that the target space metric changes as a function of the scale. In
supersymmetric field theories, however, there are certain quantities that do
not depend on the scale. The superpotential in a Landau–Ginzburg model
is one such object. This is the famous non-renormalization theorem of the
superpotential. We present the proof of this theorem and its generalizations.

14.1. Scales

Let us consider the correlation function of operators

(14.1) 〈O1(x1) · · · Os(xs)〉

of a quantum field theory formulated on a Euclidean plane. We are interested
in how this function behaves at various scales, or how the behavior changes
as we change the scale. Here what we mean by “scale” is the average distance
between the insertion points, |xi − xj |.

A change of scale can be implemented by a scale transformation

(14.2) xµ
i −→ λxµ

i ,

where λ is a nonzero constant. If we take λ > 1, we change the scale to
longer distances while λ < 1 corresponds to shorter distances. There is
an equivalent way to perform a scale transformation that is applicable to

313
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a more general setting. Let us consider a worldsheet Σ with a metric hµν .
Then the notion of distance is defined with respect to hµν . The correlation
function depends on the metric and we denote the dependence as a subscript
〈O1(x1) · · · Os(xs)〉h. Then the scale transformation is implemented by

(14.3) hµν −→ λ2hµν .

On the Euclidean plane, it is easy to see that the two transformations, Eqs.
(14.2)-(14.3), are equivalent:〈O1(λx1) · · · Os(λxs)〉h =〈O1(x1) · · · Os(xs)〉λ2h.

As a convention, we will refer to extremely short distances as ultraviolet
while extremely long distances will be called infrared . This terminology has
its origin in the electromagnetic waves which behave as Re eik(t−x) where
t is the time coordinate and x is a spatial coordinate. The phase eik(t−x)

rotates once in the distance

(14.4) λk = 2π/k

in the x or t direction. This length is called the wavelength of the wave
Re eik(t−x). The electromagnetic wave with its wavelength in a certain range
is a visible light. It is violet near the shorter and red near the longer wave-
lengths of the range. This is the origin of the terminology. k is called
frequency since it counts how frequently the phase rotates over a given dis-
tance or time. Thus, a long wavelength corresponds to low frequency (red)
and a short wavelength corresponds to high frequency (violet).

In quantum field theory, scattering amplitudes of particles are interesting
objects to study (although we do not treat them here). They are obtained
from the correlation functions, such as Eq. (14.1), essentially by performing
the Fourier transform of the coordinates x1, . . . , xs:

(14.5) S(p1, . . . , ps) =
∫

[ · · · ]〈O1(x1) · · · Os(xs)〉
s∏

i=1

eipixid2xi,

where [ · · · ] may contain differential operators in the xi. This represents the
scattering amplitude of s particles, and the frequencies p1, . . . , ps represent
the energy-momenta of the particles. As usual in a Fourier transform or
as Eq. (14.4) suggests, high (resp. low) energy behavior of the scattering
amplitude corresponds to short (resp. long) distance behavior of the cor-
relation functions. In the terminology introduced above, very high energy
corresponds to ultraviolet and very low energy corresponds to infrared.
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14.2. Renormalization of the Kähler Metric

Let us consider the supersymmetric non-linear sigma model on a Kähler
manifold M with metric g. In the previous sections, we have been working
on the worldsheet with a flat normalized metric, say δµν in the case of
Euclidean signature. Now consider a general worldsheet metric, hµν . The
classical action can be written as
(14.6)

S =
∫
Σ

{
gih

µν∂µφ
i∂νφ

 + igiψ
γµDµψ

i + Rikl̄ψ
i
+ψk

−ψ
−ψ l̄

+

}√
h d2x.

Consider rescaling the worldsheet metric

(14.7) hµν → λ2hµν .

The gamma matrices transform as

(14.8) γµ → λ−1γµ

since they obey the relations {γµ, γν} = −2hµν . Then the action is invariant
under this rescaling provided the fermionic fields are transformed as

(14.9) ψ± →
√

λ
−1

ψ±, ψ± →
√

λ
−1

ψ±,

while the bosons φi are kept intact. Thus the scale transformation from Eq.
(14.7), or “dilatation,” is a classical symmetry of the theory. The question
is: Is it a symmetry of the quantum theory? In other words, is it a symmetry
of the correlation functions of quantum field theory?

14.2.1. The Kähler Class. To examine this question let us see whether
the correlation functions on a torus T 2 are scale invariant. Consider the cor-
relation function of some combination of ψi

−’s and ψ
+’s;

(14.10) f(h, g) := 〈(ψ−)k(ψ+)k〉h.

Here h and g stand for the metrics of the worldsheet torus T 2 and the
target space M respectively. This correlation function may also depend
on the insertion points of ψi

−’s and ψ
+’s, as in Sec. 13.2.2, but we omit

dependence in the notation f(h, g) as it is irrelevant in our discussion. We
saw in Eqs. (13.39) and (13.41), in the context of the axial anomaly, that
this correlation function is generically non-vanishing when

(14.11) k =
∫

T 2

φ∗c1(M),
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for some φ : T 2 → M . Now assume that hµν is a flat metric and the inserted
operator commutes with the supercharge Q = Q+ + Q−,

(14.12) [Q, (ψ−)k(ψ+)k] = 0.

The correlation function has some very special properties that we will sys-
tematically explore when we discuss topological field theory in Ch. 16 (for
the moment we take them as facts). One special property is dependence
on the worldsheet metric: the correlation function 〈(ψ−)k(ψ+)k〉h is invari-
ant under the scaling h → λ2h. Since the scale transformation acts on the
fermionic fields as ψ± →

√
λ
−1

ψ± and ψ± →
√

λ
−1

ψ± as shown by Eq.
(14.9), this means that

(14.13) f(h, g) = f(λ2h, g) · λk.

Another property is that it receives contributions only from holomorphic
maps φ : T 2 → M, and the correlation function can be written as

(14.14) f(h, g) = nh e−Ag .

Here nh is a number depending only on h, and Ag is the area of the im-
age φ(T 2) measured by the metric g. Combining the two properties Eqs.
(14.13)–(14.14), we find the relation

f(h, g) = f(λ2h, g)λk = nλ2h e−(Ag−k log λ).

This means that

(14.15) f(h, g) = f(λ2h, g′),

for a metric g′ such that Ag′ = Ag − k log λ. Thus, under the scaling
hµν → λ2hµν , the metric must be changed as g → g′ in order for the cor-
relation function to remain the same. Namely, the scale transformation
effectively changes the metric on M so that the area changes as

(14.16) Ag → Ag − k log λ.

The area is expressed as

Ag =
∫

T 2

gih
µν∂µφ

i∂νφ

√

hd2x

=
∫

T 2

gi(∂zφ
i∂zφ

 + ∂zφ
i∂zφ

)idz ∧ dz

=
∫

T 2

2gi∂zφ
i∂zφ

idz ∧ dz +
∫

T 2

φ∗ω

(14.17)
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where ω is the Kähler form of M ,

(14.18) ω = igidz
i ∧ dz.

For a holomorphic map ∂zφ
i = 0, this area is given by

(14.19) Ag =
∫
T 2

φ∗ω.

We note that the integer k also has a similar integral expression shown
in Eq. (14.11). Therefore the effect shown in Eq. (14.16) of the scale
transformation hµν → λ2hµν is nothing but to change the Kähler class, [ω] :

(14.20) [ω] → [ω] − (log λ)c1(M).

From these considerations, we see that the scale invariance of the clas-
sical system is broken in the quantum theory if the first Chern class c1(M)
of M is non-vanishing. If the first Chern class is positive definite, the above
result shows that the Kähler class becomes large as h → λ2h with λ ! 1,
namely at short distances on the worldsheet. In other words, the Kähler
class becomes smaller at longer distances of the worldsheet. If the first
Chern class vanishes c1(M) = 0 (i.e., for Calabi–Yau manifolds), the Kähler
class is not modified according to the change in the scale. Thus, the classical
scale invariance is not broken only for Calabi–Yau sigma models.

Since the first Chern class c1(M) is represented by the Ricci form

(14.21) c1(M) =
i

2π
Ridz

i ∧ dz,

Eq. (14.20) may suggest that the metric effectively changes under the world-
sheet rescaling h → λ2h as

(14.22) gi → gi −
log λ

2π
Ri.

One can see how the metric changes under the change of scale in an approx-
imation scheme called sigma model perturbation theory. This is the topic
of the next discussion. We will indeed see that the metric changes as Eq.
(14.22) to first non-trivial order in this approximation.

14.2.2. Sigma Model Perturbation Theory. Let us consider the
bosonic non-linear sigma model on a Riemannian manifold M with metric
g. The model is described by bosonic scalar fields φI (I = 1, . . . , n = dimM)
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that represent a map of the worldsheet to M . The classical action is given
by

(14.23) S =
1
2

∫
gIJ(φ)∂µφ

I∂µφJd2x,

where we have chosen a (conformally) Euclidean metric on the worldsheet.
We expand the fields around a point φI

0 ∈ M ,

(14.24) φI = φI
0 + ξI .

If the coordinate is chosen appropriately, the metric is expanded as

(14.25) gIJ(φ) = δIJ − 1
3
RIKJL(φ0)ξKξL + O(ξ3).

The ξ-linear term is eliminated here by our choice of good coordinates (Rie-
mann normal coordinates), but the ξ-bilinear term is proportional to the
curvature at φ0 and cannot be eliminated by a further change of coordi-
nates. Thus, if M is not flat, the action

(14.26) S =
1
2

∫ (
∂µξI∂µξ

I − 1
3
RIKJL(φ0)ξKξL∂µξI∂µξ

J + O(ξ5)
)

d2x

is not purely quadratic in any choice of variables. Namely, the system is
interacting, where the non-quadratic terms are regarded as providing the
interactions between ξI for different I’s. To organize the interaction terms,
let us consider rescaling the target space metric as

(14.27) gIJ → t2gIJ .

If we change the variables ξI as ξ̃I = tξI , the metric is expressed by

(14.28) ĝ′IJ(φ) = δIJ − 1
3t2

RIKJL(φ0)ξ̃K ξ̃L + O(ξ3/t3).

The interaction terms are small for large t and higher-order terms are smaller
by powers of 1/t. Thus, we can consider a systematic perturbation theory
in powers of 1/t. This is the large volume expansion of the non-linear sigma
model.

In Ch. 9, we studied zero-dimensional QFTs as toy models, where we
encountered integrals such as

(14.29) Z(M,C) =
∫ n∏

i=1

dXi exp
(
−1

2
XiMijXj + CijklXiXjXkXl

)
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and also the correlation function

(14.30) 〈O〉 =
1

Z(M,C)

×
∫ n∏

i=1

dXi exp
(
−1

2
XiMijXj + CijklXiXjXkXl

)
O(Xi, Xj , . . .),

where O(Xi, Xj , . . .) is some expression of Xi, Xj , . . .. The perturbative
expansion of the partition function Z(M,C) and the correlation function 〈O〉
is obtained by first expanding eCijklXiXjXkXl as

∑∞
r=0

1
r!(CijklXiXjXkXl)r

and computing the integral for each term. This leads to a diagrammatic
evaluation of the integral based on the propagator (two-point functions at
Cijkl = 0)

(14.31) 〈XiXj〉(0) =
1

Z(M, 0)

∫ n∏
i=1

dXi e−
1
2
XkMklXl XiXj = (M−1)ij ,

which solves the equation

(14.32) Mij〈XjXk〉(0) = δik.

The diagrammatic computation is carried out by using this propagator and
the interaction vertex CijklXiXjXkXl. These are represented by the dia-
grams (1) and (2) in Fig. 1 respectively. The two point-function 〈XiXj〉

i j

i j

kl

(2)(1)

Figure 1. (1) Propagator and (2) Vertex

and the four-point function 〈XiXjXkXl〉 can be computed by the diagrams
of the form given in Fig. 2. The holes in each diagram are called the loops
of the diagram. A diagram is called an L-loop diagram if it has L loops. For
example, the first one of each series in Fig. 2 is the zero-loop diagram. The
second of (A) and the second and third of (B) are the one-loop diagrams.
(The third of (A) is one of the two-loop diagrams.) One can organize the sum
over the diagrams by the number of loops. We denote the sum over s-loop
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(B)

(A) + +

+

+

++

...

...

Figure 2. Feynman diagrams: (A) for two-point function
〈XiXj〉, (B) for four-point function 〈XiXjXkXl〉

diagrams with s = 0, 1, . . . , L in Fig. 2 by 〈XiXj〉(L) and 〈XiXjXkXl〉(L)

respectively and call them the two- and four-point functions at the L-loop
level. In the present example, the number of loops is the same as the number
of Cijkl’s up to a constant.

Exercise 14.2.1. Compute 〈XiXj〉(1) and 〈XiXjXkXl〉(1), the two- and
the four-point functions at the one-loop level.

As in the above example, we can also consider the diagrammatic evalu-
ation of path-integrals based on the propagator and the interaction vertex.
The analogue of the matrix M in the present case is the Laplace opera-
tor M = −∂µ∂µ. Thus the propagator obeys the analogue of Eq. (14.32),
namely

(14.33) −∂µ∂µ〈ξI(x)ξJ(y)〉(0) = δ(x− y)δIJ

which is solved by

(14.34) 〈ξI(x)ξJ(y)〉(0) =
∫

d2k

(2π)2
eik(x−y)

k2
δIJ .

(We notice that the integral is logarithmically divergent at k = 0. This is
the long-distance singularity which is special two dimensions. Here we leave
it as it is. We will shortly make it finite by introducing a cut-off and later
interpret what the manipulation means.) The leading term (in powers of
the curvature) in the interaction vertex is given by

(14.35)
1
6

∫
d2xRMKNLξKξL∂µξM∂µξ

N .
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Thus, this system including only this interaction vertex is almost identical
to the toy model considered above. (The only difference is that the indices
i, j, k, ... in the present case run over infinitely many values.) Therefore, we
can try to repeat what we have done there to obtain the correlation functions
as power series in the Riemannian curvature, RIJKL.

The two-point function at the one-loop level is obtained by summing the
first and the second diagrams in Fig. 2 (A). It is straightforward to find

(14.36) 〈ξI(x)ξJ(y)〉(1) =
∫

d2p

(2π)2
eip(x−y)

p2

{
δIJ +

1
3

∫
d2k

(2π)2
1
k2

RIJ

}
.

The momentum integral in the second term is logarithmically divergent at
large k, in addition to the divergence at small k.1 The origin of the diver-
gence at large k is clear if we look at the second diagram of Fig. 2 (A); it
comes from setting x equal to y in the propagator given by Eq. (14.34). It
is a short-distance divergence coming from the singularity of the propagator
〈ξI(x)ξJ(y)〉(0) at x = y.

For now, we avoid the divergences at short-distance as well as long-
distance by simply cutting off the high and low momenta. In other words,

2k

µ
1k

UVΛ

Figure 3. Cut-off

we perform the momentum integral in the region

(14.37) µ2 ≤ k2 ≤ Λ2
UV

1There are actually quadratically divergent terms as well. In the present discussion

we simply omit them, in order to avoid too many complications in our presentation.
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where µ and ΛUV are the lower and higher momentum cut-off (see Fig. 3).
This manipulation is called regularization, and we will later interpret what
it means. The momentum integral restricted to this region is given by

(14.38)
∫

µ≤|k|≤ΛUV

d2k

(2π)2
1
k2

=
1
2π

log
(

ΛUV

µ

)
.

We find similar divergences in the four-point functions of the ξI ’s as well.
The four-point function at the one-loop level is obtained by summing the
first three diagrams in Fig. 2 (B). It is given by

(14.39) 〈ξI1(x1)ξI2(x2)ξI3(x3)ξI4(x4)〉(1)

= −1
3

∫ 4∏
i=1

(
d2pi

(2π)2
eipixi

p2
i

)
(2π)2δ(p1 + p2 + p3 + p4)

×
[
(p3 · p4)

{(
R(4) +

1
6π

log
(

ΛUV

µ

)
R(4) · R(2)

)
I1I2I3I4

+ (I1 ↔ I2)

}
+ · · ·

]
+ third diagram,

where R(4) is the Riemannian curvature and R(4) · R(2) is defined by

(14.40) (R(4) · R(2))IJKL

:= RNJKLRN
I + RINKLRN

J + RIJNLRN
K + RIJKNRN

L,

and + · · · are permutations in (1234). Here again, there is a logarithmic
divergence that is regularized by restricting the momentum integral to the
region shown in Eq. (14.37). The last line of Eq. (14.39) is the term coming
from the third diagram of Fig. 2 (B) and also has a divergence of the same
order; it is simply obtained by replacing one of the four propagators by
〈ξI(x)ξJ(y)〉(1) in Eq. (14.36) and summing over permutations.

These regularized correlation functions are divergent if we remove the
cut-off as ΛUV/µ → ∞. These divergences can actually be tamed by a
manipulation called renormalization. Let us modify the fields ξI and the
target space metric gIJ at φ0 as

gIJ = δIJ → g0IJ = δIJ + aIJ ,

ξI → ξI
0 = ξI + bI

Jξ
J .
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Namely, we replace ξI and gIJ (and all quantities that depend on gIJ , e.g.,
RIJKL) in the classical action by ξI

0 and g0IJ and consider it as the action
for ξI . The action is then expressed as

S0 =
1
2

∫ (
(1 + a + 2b)IJ∂µξ

I∂µξJ

− 1
3
(R(4) + R(4) · b)IKJLξKξL∂µξ

I∂µξJ + · · ·
)

d2x,

where we set bIJ := bI
J . Let us consider the two- and four-point functions

at the one-loop level, 〈ξI(x)ξJ(y)〉(1) and 〈ξI1(x1)ξI2(x2)ξI3(x3)ξI4(x4)〉(1).
We regard the aIJ and bI

J to be already of one-loop order in the loop expan-
sion. Now, let us choose aIJ and bI

J to be proportional to log(ΛUV/µ) and
try to find the coefficients so that the divergences they produce cancel the
divergences in Eqs. (14.36) and (14.39) which are regularized by the cut-off
in Eq. (14.37). We can actually find such a and b. The solutions are

g0IJ = gIJ +
1
2π

log
(

ΛUV

µ

)
RIJ ,(14.41)

ξI
0 =

(
δI

J − 1
6π

log
(

ΛUV

µ

)
RI

J

)
ξJ .(14.42)

Then the two- and four-point functions are finite at the one-loop level even
as we remove the cut-off ΛUV/µ → ∞. Namely, if we change the target
space metric and coordinate variables in a way depending on the cut-off,
the correlation functions become finite when the cut-off is removed. This
change of variables and the metric is what we call renormalization/.

14.2.3. Renormalization Group. What we have done above – regu-
larization of the divergences and renormalization – has important physical
significance beyond being a technical manipulation to make the correlation
functions finite. It makes manifest an important aspect of quantum field
theory, i.e., how its description changes as we change the energy scale. We
give a short account of this important idea, called the renormalization group,
which was introduced by Ken Wilson. We consider a theory of scalar fields
with several coupling constants. The collection of fields and the coupling
constants are denoted by φ(x) and g respectively. We denote the action
by S(φ, g). In the non-linear sigma model under consideration, φ(x) corre-
sponds to the fields ξI(x) and the metric gIJ is considered as a collection of
infinitely many coupling constants.



324 14. RENORMALIZATION GROUP FLOW

Let us consider the Fourier mode expansion of φ(x);

(14.43) φ(x) =
∫

d2k

(2π)2
eikxφ̂(k).

Usually the integral is over all frequencies 0 ≤ |k| < ∞. Setting an ultravi-
olet cut-off ΛUV means that we restrict the integral to the disc

(14.44) |k| ≤ ΛUV,

and remove the higher frequency modes from φ(x). We denote such a field
by φ0(x) and call it a field at the cut-off scale ΛUV. Thus,

(14.45) φ0(x) =
∫

0≤|k|≤ΛUV

d2k

(2π)2
eikxφ̂(k).

We also denote the coupling constant by g0. The path-integral is over this
field φ0;

(14.46) Z =
∫

Dφ0 e−S(φ0,g0).

Then the momentum integral is cut off at ΛUV and the ultraviolet diver-
gences as in Eq. (14.36) are avoided. Since some of the Fourier modes are
missing, the field φ0(x) is not the most general one. In particular it is almost
a constant within a distance ∆x ∼ 1/ΛUV. Thus, setting a UV cut-off is
essentially the same as setting a short-distance cut-off. Introduction of a
cut-off breaks the Poincaré invariance of the theory. Eventually, we would
like to take the continuum limit, 1/ΛUV → 0, where Poincaré invariance
is recovered. The question is whether one can achieve this by making the
physics at a finite energy M regular.

Let us decompose the integration region of Eq. (14.45) into two parts:

(14.47) 0 ≤ |k| ≤ µ and µ ≤ |k| ≤ ΛUV.

We denote the corresponding mode expansions as

φL(x) =
∫

0≤|k|≤µ

d2k

(2π)2
eikxφ̂(k),(14.48)

φH(x) =
∫

µ≤|k|≤ΛUV

d2k

(2π)2
eikxφ̂(k),(14.49)

where “L” and “H” stand for Low and High energies. We would like to
study the behavior of the system at energies of order µ or less, e.g., scattering
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amplitudes of particles of momentum � µ. Then it is convenient if there is
an action in terms of φL(x) only that reproduces the low energy behavior.
This can be obtained by integrating over φH in the path-integral but keeping
φL(x) as a variable:

(14.50) e−Seff(φL,g0) =
∫

DφH e−S(φL+φH ,g0).

This is called the effective action at energy µ. The regularization we have
done in the non-linear sigma model — keeping only momenta in the range
µ ≤ |k| ≤ ΛUV — is precisely this integration over the “high energy field”
φH(x). In that example, we have also observed that some correlation func-
tions diverge when we take the limit ΛUV/µ → ∞. Such a divergence means
that the resulting effective action Seff(φL, g) is ill defined or irregular as
we take the limit ΛUV/µ → ∞. Such an irregularity can be regarded as
a mandate to change the description of the theory at the low energy scale
µ ! ΛUV. If one can find another set of variables and parameters such that
the effective action is regular, that is a good description of the theory at the
scale µ. In many cases, the change of variables and parameters takes the
form

g0 = g0(g, ΛUV
µ ),(14.51)

φ0(x) = Z(g, ΛUV
µ )φ(x) + φH(x).(14.52)

Here φ(x) and g are new fields and the coupling constants in terms of which
the effective action

(14.53) e−Seff (φ,g;µ) =
∫

DφH e−S(φ0,g0)

is regular in the continuum limit ΛUV/µ → ∞. The fields φ0(x) and the
couplings g0 at the cut-off scale ΛUV are called the bare fields and the bare
couplings.

One can look at this change of fields and couplings in two ways. One
viewpoint is to fix µ and move ΛUV. We fix the fields φ(x) and couplings
g at the scale µ but change the bare fields φ0(x) and the bare couplings g0

according to Eqs. (14.52)–(14.51). If we can move ΛUV to infinity without
changing the behavior of the system at a finite energy µ (described in terms
of φ(x) and g), the continuum limit is well defined and we obtain a contin-
uous field theory with Poincaré invariance. Another viewpoint is to move
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µ, fixing the cut-off scale ΛUV along with the bare fields and couplings.2

Then the renormalized fields φ(x) and couplings g change according to Eqs.
(14.52)–(14.51). In particular, if we change the scale from µ1 to µ2, the cou-
plings change from g1 = g(g0,

µ1

ΛUV
) to g2 = g(g0,

µ2

ΛUV
), where g(g0, µ/ΛUV)

is the inverse function of Eq. (14.51). Alternatively, one can also obtain the
effective action at the scale µ2 from the one at a higher energy scale µ1 by
performing the integration over the modes of φ(x) with frequencies in the
range µ2 ≤ |k| ≤ µ1. Then a similar action that occured when integrating
over modes in µ1 ≤ |k| ≤ ΛUV will occur again. In particular, the couplings
g2 can also be written in terms of the coupling g1 as g2 = g(g1,

µ2

µ1
). Thus,

as we change the energy scale, the coupling flows along the vector field

(14.54) β(g) = µ
d

dµ
g(g1,

µ
µ1

)
∣∣∣∣
g1=g,µ1=µ

in the space of coupling constants. The vector field β(g) is called the beta
function for the coupling constants g.
The Massive Fields. In the above discussion, we kept all the fields φ(x)
when we described the low energy effective action. However, there are in-
stances where it is more appropriate to integrate out all the modes of some
field so that it does not appear in the effective theory. This is the case where
there are massive fields with mass larger than the scale we are interested
in. Such massive fields do not appear in non-linear sigma models but can
appear in Landau–Ginzburg models.

The simplest example of massive fields is the free scalar field ϕ(x), which
has the action

(14.55) S =
∫
Σ

(
∂µϕ∂µϕ + m2ϕ2

)
d2x.

The parameter m is the mass of the field ϕ. The second term, the mass
term, explicitly breaks the classical scale invariance. In Minkowski space,
the equation of motion is given by

(
∂2

0 − ∂2
1 + m2

)
ϕ = 0. The solution has a

Fourier expansion where the frequencies are restricted to those which satisfy

(14.56) (k0)2 = (k1)2 + m2.

This is indeed the relation of the energy and momentum of a particle of mass
m. We note from this that the energy is bounded from below by m. Thus,

2Or more precisely we fix the family of φ0(x) and g0 parametrized by ΛUV that defines

a single continuum theory.
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any mode is highly fluctuating or rapidly varying in a distance much larger
than the length 1/m. (This length is called the Compton wavelength.) In
Euclidean space, its two-point function behaves for |x| # 1/m as

(14.57) 〈ϕ(x)ϕ(0)〉 =
∫

d2k

(2π)2
eikx

k2 + m2
� e−m|x|√

8πm|x|
.

Thus it rapidly decays at distances larger than the Compton wavelength
1/m.

Suppose a theory contains a field ϕ with a mass term of mass m. At
energy µ # m, the Compton wavelength is much larger than the scale 1/µ.
Therefore we should keep this field in the effective theory at that energy.
The mass parameter m can be renormalized as any other parameter of the
theory. Suppose we take µ very small, much smaller than the renormalized
mass. In the effective theory at energy µ we should not see fields fluctuating
rapidly compared to the distance 1/µ. In particular, the massive fields are
rapidly fluctuating within the distance 1/µ, which is much larger than the
Compton wavelength. Thus, it is appropriate to integrate out all modes of
ϕ, the modes of the frequencies in the whole range 0 ≤ |k| ≤ ΛUV.

14.2.4. Back to the Sigma Model. Now let us come back to the
bosonic non-linear sigma model. The relations Eqs. (14.52)–(14.51) between
high- and low-energy couplings/fields are given in this case by Eqs. (14.42)–
(14.41). Thus, the beta function (or beta functional as there are infinitely
many couplings) can be found by 0 = µ d

dµg0IJ = βIJ − 1
2πRIJ . Namely,

(14.58) βIJ =
1
2π

RIJ .

This is the beta function determined at the one-loop level.
The behavior of the theory thus depends crucially on the Ricci tensor

RIJ . We separate the discussion into three different cases; the cases where
RIJ is positive definite, RIJ = 0, and RIJ is negative definite.

• RIJ > 0 — Asymptotic Freedom.
When the Ricci tensor is positive definite. RIJ > 0, the bare metric

(14.59) g0IJ = gIJ +
1
2π

log
(

ΛUV

µ

)
RIJ
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grows large as we increase the UV cut-off ΛUV (fixing the scale µ and the
renormalized metric gIJ). This means that the sigma model is weakly cou-
pled at higher and higher energies, since the sigma model coupling is in-
versely proportional to the size of the target space. Thus, the perturbation
theory becomes better and better as we take ΛUV → ∞. This is a good
sign for the existence of the continuum limit. This property is called asymp-
totic freedom, and the sigma model on a Ricci positive Riemannian mani-
fold is said to be asymptotically free. This is a property shared with four-
dimensional Yang-Mills theory or quantum chromodynamics with a small
number of flavors. On the other hand, the above equation also shows that
gIJ becomes smaller as we lower the energy M (fixing the UV cut-off ΛUV

and the bare metric). This means that the sigma model is strongly coupled
at lower energies or at longer distances. Thus the sigma model perturbation
theory becomes worse at lower energies and will break down at some point.
The description in terms of the coordinate variables ξI(x) will no longer
be valid at low enough energies. Finding the low-energy description and
behavior of the sigma model on a manifold with RIJ > 0 is thus a difficult
problem. This is one point where an analogue of R → 1/R duality (if it
exists) is possibly useful; that may make it easier to study long distance
behavior.

• RIJ = 0 — Scale Invariance.
When the Ricci tensor is vanishing, RIJ = 0, the one-loop beta function

vanishes. Thus the theory is scale invariant at the one-loop level. Of course
the beta function may receive nonzero contributions from higher loops, and
the behavior of the theory depends on them. The sigma model on the torus
we considered earlier is an example where the scale invariance holds exactly.

• RIJ < 0 — Ultraviolet Singularity.
When the Ricci tensor is negative definite, RIJ < 0, the bare metric

decreases as we increase the cut-off ΛUV. Thus the sigma model perturbation
theory becomes worse at higher energies. In particular, there is a problem
in taking the continuum limit ΛUV → ∞. Thus the sigma model on a
Riemannian manifold with negative Ricci tensor is not a well-defined theory
by itself. However, it may happen that such a theory appears as a low energy
effective theory of some other (possibly well-defined) theory. In such a case,
the low energy behavior is easy to study; the metric increases as we lower the
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scale M and thus the sigma model is weakly coupled at lower energies. We
can use sigma model perturbation theory to study the low energy physics.
RG Flow for Supersymmetric Sigma Models. So far, we have been
considering the bosonic non-linear sigma models. What about supersym-
metric sigma models? One can carry out a similar computation of the two-
and four-point functions taking into account the fermion loops. It turns out
that having fermions does not modify the one-loop beta function of the met-
ric as shown in Eqs. (14.58) or (14.59). Thus, what we have said above for
the three cases applies equally well to the supersymmetric sigma models as
well. The sigma model perturbation theory is well defined only for RIJ ≥ 0.
The sigma model on a Ricci-flat Kähler manifold is scale invariant at the
one-loop level. The sigma model on a Ricci-positive Kähler manifold is
asymptotically free. It is known, however, that the beta functions at higher
loops are modified. For example, the two-loop beta function can be written
in terms of the covariant derivatives of Ricci tensor. Thus, the two-loop beta
function vanishes again for Ricci-flat manifolds. It also vanishes for sym-
metric spaces. Thus, it had originally been expected that the beta function
vanishes to all orders in perturbation theory for Calabi–Yau manifolds – for
which RIJ = 0 – and receives contribution only at one loop for symmetric
spaces. Further study showed, however, that the beta function is actually
non-vanishing at the four-loop level for the Calabi–Yau sigma model. For
Hermitian symmetric spaces such as CPN−1 and Grassmannians, there is an
argument that the beta function receives contributions only at one loop.

One important remark is now in order. We have actually seen, in the
supersymmetric sigma model, how the Kähler class changes according to the
change of the scale; see Eq. (14.20). This suggested a change of the metric
Eq. (14.22) under the scale transformation. This is actually nothing but
what we have found in Eq. (14.58) at the one-loop level in the sigma model
perturbation theory. However, as we have stated, this one-loop answer is
not always the exact result for the renormalization of the metric; there can
be higher-loop corrections. Is it consistent with the result from Eq. (14.20)?
In the argument to derive Eq. (14.20) we made no approximation, and Eq.
(14.20) is indeed an exact result. The solution of this apparent puzzle is that
the possible higher-loop corrections to the Kähler metric or the Kähler form
ω are of a form such that ∆ω = dα for some one-form α. Then the Kähler
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class [ω] receives no higher-loop correction. Without computing the higher-
loop amplitudes to determine the exact renormalization group flow, we know
at least some information exactly by a very elementary consideration. This
is the power of supersymmetry. The essential point in the argument for Eq.
(14.20) was that the correlation function scales simply as Eq. (14.13), as
long as the inserted operator is invariant under some supercharge. We also
notice the similarity of the argument to the one for the axial anomaly: both
reduce to counting the index of the fermion Dirac operator. This is actually
not a coincidence. The axial R-rotation and the scale transformation are in
fact related by supersymmetry. Likewise, the Kähler class and the class of
the B-field are superpartners of each other. (This last point will be made
more explicit and precise in the next chapter where we provide a global
definition of the supersymmetric non-linear sigma models for a certain class
of target spaces.)

Another lesson we learn from these considerations is that the Kähler
metric itself is not necessarily a good quantity to parametrize the theory; it
can be corrected by infinitely many loops, which are practically impossible
to compute (usually). Rather, the Kähler class is the one whose renor-
malization property is controlled as in Eq. (14.20), and can be a good
parameter of the theory. The coordinates of H2(M,R) are the natural pa-
rameters for the Kähler class and are called the Kähler parameters. Thus,
if dimH2(M,R) = k there are k Kähler parameters. There is actually one
other real (periodic) parameter corresponding to each Kähler parameter.
This is the parameter for the class [B] of the B-field and takes values in the
torus H2(M,R)/H2(M,Z).3 As we will see in the next section, the Kähler
parameter and the corresponding parameter for the class [B] naturally com-
bine into one complex parameter. In total there are k complex parameters.
To be more precise, for the case c1(M) �= 0, where the Kähler class is indeed
renormalized, it is more appropriate to introduce a scale parameter Λ so
that the Kähler class at the energy µ is given by

(14.60) [ω](µ) = [ω̃] + log(µ/Λ)c1(M).

Here [ω̃] is a class in H2(M,R) transverse to the line spanned by c1(M).
The scale parameter Λ replaces one of the Kähler parameters. This is a

3There are more sophisticated proposals for where the cohomology class of the B-field

lies; we content ourselves here with the simplest interpretation.



14.3. SUPERSPACE DECOUPLINGS AND NON-RENORMALIZATION 331

phenomenon called dimensional transmutation. In such a case, there is also
an axial anomaly. This means that the shift of the class of the B field in
the direction of c1(M) can be undone by a field redefinition (axial rotation).
See Eq. (13.48). Thus one of the B-class parameters is unphysical and can
be removed. Then if c1(M) �= 0, there are k − 1 complex parameters and
one scale parameter Λ.

14.3. Superspace Decouplings and Non-Renormalization of
Superpotential

In the context of (2, 2) supersymmetric quantum field theories in two
dimensions, we have seen that we can vary the action in five different ways:
by deforming the chiral or twisted chiral superpotential and their conjugates,
and also by deforming the D-terms. Here we wish to prove certain decoupling
and non-renormalization theorems involving these terms. In particular we
will show that varying the D-terms does not induce any corrections to the
superpotential terms. Secondly we will show that the superpotential terms
(chiral and twisted anti-chiral) are decoupled from each other, and neither
gets renormalized. However, the D-terms do get renormalized.

14.3.1. Decoupling of D-term, F-term and Twisted F-term.
The basic idea to prove decoupling is to consider an enlarged QFT where
certain parameters in the action are promoted to fields. Morever, one con-
siders a one-parameter family of such theories given by an action Sε, where
in the limit as ε → 0 one recovers the original theory. For the theory with
action Sε one proves a certain decoupling theorem which therefore leads to
the decoupling result also in the limit ε → 0. In particular we will see that
in the effective action, F-terms and twisted F-terms cannot mix. Moreover
the D-terms cannot enter into the effective action for the F-terms or twisted
F-terms. But the reverse can happen: the effective theory of D-terms does
in general include F-term and twisted F-term couplings.
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Let us consider a theory of chiral superfields Φi and twisted chiral su-
perfields Φ̃ı̃ with the Lagrangian,∫

d4θ K(Φi,Φi, Φ̃ı̃, Φ̃ı̃, γb)(14.61)

+
(∫

d2θ W (Φi, λa) + c.c.

)
(14.62)

+
(∫

d2θ̃ W̃ (Φ̃ı̃, λ̃ã) + c.c.

)
.(14.63)

Here λa and λ̃ã are parameters in the superpotential W and the twisted
superpotential W̃ respectively and γb are parameters in the D-term. We
want to see whether the parameters γb, λa can enter into the effective twisted
superpotential W̃eff at a lower energy and whether γb, λ̃ã can enter into Weff .
Let us now promote the parameters λa and λ̃ã to chiral superfields Λa and
twisted chiral superfields Λ̃ã. For the γb we consider two cases. We promote
γb to a field Γb which is chiral for the proof of the first decoupling and twisted
chiral in the second case.

We introduce the kinetic terms

(14.64)
1
ε

∫
d4θ

(∑
b

±|Γb|2 +
∑

a

|Λa|2 −
∑

ã

|Λ̃ã|2
)

where the ± sign in front of the Γb term depends on whether we are con-
sidering it to be a chiral or a twisted chiral field. We thus have an enlarged
theory with an action we denote as Sε. Since Λa is a chiral superfield it
cannot enter into W̃eff . Also, Λ̃ã cannot enter into Weff . Similarly, if we
choose Γb to be a chiral superfield it cannot enter into W̃eff , and if we choose
it to be a twisted chiral superfield it cannot enter into Weff . Otherwise,
supersymmetry would be violated. This statement is valid for any ε. Now
let us consider the limit ε → 0. In this limit the kinetic term of the fields
Λa, Λ̃ã,Γb becomes very large. Thus any variation of the corresponding
fields over the two-dimensional space-time manifold gives a very large ac-
tion. Thus in this limit the fields are frozen to constant values. In other
words the scalar components of these new superfields become constants, and
all other components “vanish.” We have thus recovered the effective action
for the original system in this limit. We thus see that there is no mixing
of the parameters between the superpotential and twisted superpotential.
Nor do parameters in the D-term enter the superpotential terms. However,
this argument does not preclude the possibility that in the effective D-term
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the couplings in the superpotential terms appear. And in fact the effective
D-terms do receive corrections involving the superpotential couplings.

14.3.2. The Non-renormalization Theorem. Here we will argue
that the terms in the superpotential do not change in the effective theory.
This was not precluded by the decoupling argument above, as in principle
the superpotential terms may have changed depending only on the super-
potential coupling constants.

The argument is rather simple: We can demote fields to parameters by
changing D-terms. In other words, if we change the D-terms for the chiral
and twisted chiral fields by the ε deformation,

(14.65) ∆εS =
1
ε

∫
d4θ

∑
i

|Φi|2 −
∑

ĩ

|Φ̃ĩ|
2

 ,

so that the D-terms will give rise to large kinetic terms, we see that in this
limit Φi and Φ̃ĩ become parameters and all the quantum fluctuations are
suppressed by the action. Thus in the limit as ε → 0 there cannot be any
renormalization of the superpotential. However in the previous section we
had shown that the D-term parameters do not affect the chiral and twisted
chiral superpotentials. Thus the statement is that for any ε the superpoten-
tial does not get renormalized, including the ε → 0 limit. This proves the
important result that all the chiral and twisted-chiral superpotential terms
are not renormalized.

14.3.3. Another Derivation of the F-term Non-renormalization
Theorem. The non-renormalization theorem for chiral and twisted chiral
superpotential terms is so important that we will present another proof for it
here, based on symmetry arguments. As a simplest example, let us consider
a single-variable Landau–Ginzburg theory with the superpotential

(14.66) W (Φ,m, λ) = mΦ2 + λΦ3.

We would like to study the low energy effective action of this system at some
scale µ, integrating out modes with frequencies in the range µ ≤ |k| ≤ ΛUV.
This leads to an effective superpotential Weff(Φ). In this model, since the
superpotential is not homogeneous, the vector R-symmetry is explicitly bro-
ken. Also, there is no other global symmetry except the axial R-symmetry
that acts on the lowest scalar component φ of Φ trivially. Thus, it appears
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that we cannot constrain the form of Weff(Φ) using the symmetry. Is it
possible that all kinds of new terms are generated in Weff(Φ)?

The answer is no. The effective superpotential is exactly the same as the
superpotential in Eq. (14.66) at the cut-off scale. One way to see this is to
explicitly compute the effective action using Feynman diagrams. There is a
supergraph formalism developed by Grisaru, Siegel and Roček which makes
it easier to see. Another is the argument by Seiberg which makes use of
holomorphy and other physical conditions as the basic constraints. Having
in mind applications in other contexts, we describe the latter argument here.

The first step again is to promote the parameters that enter into the
superpotential to chiral superfields. In the above example we promote the
parameters m and λ to chiral superfields M and Λ. Take the Kähler potential
for these new variables as

(14.67) KM + KΛ =
1
ε
MM +

1
ε
ΛΛ,

and consider the limit ε → 0. This will freeze the fluctuations of M and Λ
around some background value and give us a starting system where m and
λ are simply parameters.

Before the limit ε → 0, the superpotential is

(14.68) W (Φ,M,Λ) = MΦ2 + ΛΦ3.

Now this system has a larger symmetry. The superpotential is quasi-homo-
geneous; it has vector R-charge 2 if we assign vector R-charge (1, 0,−1) for
(Φ,M,Λ). Thus the vector R-rotation is a symmetry of the system. Also,
there is another anomaly-free global U(1) symmetry where the superfields
(Φ,M,Λ) have charge (1,−2,−3) so that the superpotential W is invariant.

There are three following basic constraints on the effective superpotential
Weff(Φ,M,Λ).
Symmetry: Weff must have charge 2 under U(1)V and must be invariant
under the global U(1) symmetry.
Holomorphy: Weff must be a holomorphic function of Φ,M,Λ.
Asymptotic Behavior: Weff must approach the classical value MΦ2 + ΛΦ3

for an arbitrary limit in which M,Λ → 0.
The first two conditions constrain the form of Weff as

(14.69) Weff(Φ,M,Λ) = MΦ2f(t); t := ΛΦ/M,



14.4. INFRARED FIXED POINTS AND CONFORMAL FIELD THEORIES 335

where f(t) is a holomorphic function of t. In the limit where M,Λ → 0 as
M = αM∗, Λ = αΛ∗ with α → 0, the parameter t is t∗ := Λ∗Φ/M∗ and
Weff approaches MΦ2f(t∗). This is equal to the classical expression only if
f(t∗) = 1+ t∗. Since t∗ is arbitrary, we conclude f(t) = 1+ t. Thus we have
shown

(14.70) Weff = MΦ2(1 + t) = MΦ2 + ΛΦ3.

Now let us take the limit where ε → 0. This cannot change the superpoten-
tial and thus we have shown the non-renormalization of the superpotential.

Exercise 14.3.1. Generalize the above argument to show the non-renor-
malization of F-terms for multi-variable LG models.

14.3.4. Integrating Out Fields. The non-renormalization theorem
above applies to the case where we write an effective theory involving all
the fields in the theory. However, when the masses (that appear in the su-
perpotential) of some of the fields are larger than the scale we are interested
in, it is appropriate to integrate out these heavy fields, and we obtain an
effective action in terms of the light fields. The non-renormalization theo-
rems above do not apply to the effective superpotential in terms of the fields
we keep. In fact, as we will now see, the effective superpotential will look
as though it had received “quantum corrections” in terms of the fields we
retain.

For instance, let us consider a theory of two chiral superfields Φ and Φ1

with the superpotential

(14.71) W = λΦ3 + κΦ1Φ2 + mΦ2
1.

Suppose we are interested in the effective action at scale µ which is much
smaller than m. Then it is appropriate to integrate out the field Φ1. This is
carried out by eliminating Φ1 by using the equation of motion Φ1 = − κ

2mΦ2,
which comes from setting ∂Φ1W = 0:

(14.72) Weff = W
∣∣∣
Φ1=− κ

2m
Φ2

= λΦ3 − κ2

4m
Φ4.

Thus, not only is the field Φ1 gone, but a new term − κ
4mΦ4 is generated.

14.4. Infrared Fixed Points and Conformal Field Theories

It is natural to look for fixed points of RG flows. QFTs corresponding
to such fixed points are called conformal field theories. This implies that
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under the rescaling of the metric the theory preserves its form. In particular
all the correlations have simple scaling properties based on their “scaling
dimensions”. For (1+1)-dimensional QFTs the existence of scale invariance
gives rise to an infinite-dimensional group of symmetries whose generators
satisfy the Virasoro algebra:

(14.73) [Ln, Lm] = (n− m)Ln+m +
c

12
(n3 − n)δn+m,0.

Here c is a central element and is realized as a c-number. The generator Ln

acts on the coordinates of the Euclidean worldsheet by

(14.74) z → z + εzn+1.

In other words the action of the generators on the coordinates is given by

(14.75) Ln ↔ zn+1d/dz.

One also has the anti-holomorphic version of these generators acting on the
anti-holomorphic coordinates. For example, for the free field theory, which
is conformal, the Virasoro algebra is realized as

(14.76) Ln =
1
2

:
∑
m

αmαn−m :,

where : : is the normal ordering defined in Sec. 11.1.
In the context of Landau–Ginzburg theories we have a non-renormali-

zation theorem for the superpotential which means that W does not renor-
malize. However the superspace integral measure d2zd2θ rescales by a factor
of λ as we rescale z → λz and dθ → λ−1/2dθ. Thus for an LG theory to
correspond to a conformal theory we must be able to redefine fields by some
scaling factor such that

(14.77) λW (Φi) = W (λiΦi)

where λi = λqi . In other words W is a quasi-homogeneous function. More-
over the field Φi has scaling dimension qi which is also its axial U(1) charge.
Thus a necessary condition for an LG theory to correspond to a conformal
theory is having a quasi-homogeneous superpotential. Note that if we do
not have a quasi-homogeneous superpotential, W effectively flows. What we
mean by this is that by a redefinition of the fields the form of W changes,
maintaining the form of higher dimension operators. For example, consider

(14.78) W (Φ) = Φn + Φk
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with n > k. Then under W → λW we can maintain the higher dimen-
sion operator, namely Φn of the same form, which means that we rescale
Φ → λ−1/nΦ. Then we see that

(14.79) W (Φ) → Φn + λ
n−k

n Φk.

This implies that the theory in the UV, corresponding to λ → 0, has
a superpotential which is effectively Φn and in the IR, corresponding to
λ → ∞, has a superpotential which is effectively Φk.

It is believed that the LG theories with quasi-homogeneous superpoten-
tial flow, with suitable D-terms, to unique conformal field theories. In this
way we are led to attribute to each quasi-homogeneous W a (2, 2) supercon-
formal field theory (which in addition to the Virasoro symmetry given above
has a supercurrent and a U(1) current symmetry as well). Moreover it is
not difficult to show, using unitarity constraints on representations of the
corresponding algebra, that the central charge c of the Virasoro algebra one
obtains is 3D, where D is the maximal axial charge in the chiral ring. This
statement is true whether or not the (2, 2) conformal theory arises from a
Landau–Ginzburg theory.

For the case of supersymmetric sigma models on Calabi–Yau manifolds,
as we have seen the Kähler class does not flow. It is believed that in these
cases the actual metric of the Calabi–Yau manifold flows to a unique met-
ric compatible with conformal invariance. In the large volume limit the
one-loop analysis we performed shows that this is the Ricci-flat metric. In
general, however, the metric corresponding to the conformal fixed point is
not the Ricci-flat metric. Nevertheless it is believed that for a fixed complex
structure and fixed (complexified) Kähler class, there is a unique metric on
the Calabi–Yau manifold corresponding to a superconformal sigma model.
The c for such conformal theories is given by 3D where D is the complex
dimension of the Calabi–Yau, as the highest R-charge of the chiral ring for
the Calabi–Yau is its complex dimension.

It turns out that (2, 2) superconformal theories with c < 3, or equiv-
alently D < 1, can be classified and all correspond to Landau–Ginzburg
theories with quasi-homogeneous superpotential. Moreover they are in 1-1
correspondence with ADE singularities of C2/Γ where Γ is a discrete sub-
group of SU(2). The A-series corresponds to cyclic subgroups, the D-series
corresponds to dihedral subgroups and the E-series correspond to the three
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exceptional subgroups of SU(2). The corresponding W ’s are given by

W = xn + y2 + z2, An−1, n > 1,(14.80)

W = xn + xy2 + z2, Dn+1, n > 2,(14.81)

and three exceptional cases:

W = x3 + y4 + z2, E6,(14.82)

W = x3 + xy3 + z2, E7,(14.83)

W = x3 + y5 + z2, E8.(14.84)

The relation to ADE singularities is that they correspond to the W = 0
hypersurface in C3.



CHAPTER 15

Linear Sigma Models

In this section we study a class of supersymmetric gauge theories in
1+1 dimensions, called linear sigma models. They provide us with a global
description of non-linear sigma models, which have been described patchwise
up till now. This enables us to distinguish the parameters of the sigma
model that enter into F-terms and twisted F-terms. Furthermore, we will
learn that a linear sigma model has different “phases” with various kinds
of low energy theories, not just the non-linear sigma model. This leads to
an interesting relation between the non-linear sigma models and Landau–
Ginzburg models. Most importantly, the linear sigma model is the essential
tool for the proof of mirror symmetry, as will be elaborated in later sections.

15.1. The Basic Idea

Let us consider a field theory of a number of real scalar fields φ1, . . . , φn

with the Lagrangian

(15.1) L = −1
2

n∑
i=1

(∂µφ
i)2 − U(φ).

U(φ) is a function of the φi’s and serves as the potential of the theory, which
we assume to be bounded from below. An example is

(15.2) U(φ) =
e2

4

(
n∑

i=1

(φi)2 − r

)2

.

A classical vacuum of this system is a constant (independent of the world-
sheet spatial coordinate) value of φ at a minimum of the potential, U(φ).
In general there can be many classical vacua. The set of classical vacua
(considered as a subset of Rn) is called the vacuum manifold and will be
denoted Mvac. In the example given by Eq. (15.2) with r ≤ 0, there is
a unique minimum at the origin: φi = 0 for all i. Thus, Mvac is a point.
For r > 0, however, the minimum is attained for any φ = (φi) which obeys∑n

i=1(φ
i)2 = r. In this case Mvac is the sphere Sn−1 of size

√
r. At each

339
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point of Mvac the first derivative of U(φ) vanishes: ∂iU(φ) = 0. Therefore,
the second derivative matrix, or the Hessian

(15.3) ∂i∂jU(φ),

is well defined as a second rank symmetric tensor of Rn at such a point. It
can be diagonalized by an orthogonal transformation and the eigenvalues are
non-negative since U(φ) attains its minimum at Mvac. In the perturbative
treatment of the theory where one expands the fields at such a point, the
eigenvalues determine the masses of the fields. The fields tangent to Mvac

are of course zero mass fields. In some cases, these are the only massless
fields and the fields transverse to Mvac have positive masses. In some other
cases, however, some massless fields do not correspond to a tangent direction
of Mvac). In the example Eq. (15.2) with r < 0, all φi have a positive mass,
e
√

|r|. At r = 0 all of them become massless but do not correspond to flat
directions. For r > 0, all modes tangent to Sn−1 are massless but the radial
mode has a positive mass e

√
2r.

Let us assume that all transverse modes to Mvac are massive. The theory
of massless modes is the non-linear sigma model on the vacuum manifold
Mvac, if the massive modes are neglected. The metric of Mvac is the one
induced from the Euclidean metric of Rn which appears in the kinetic term
of Eq. (15.1). For instance, in the example given by Eq. (15.2) with r > 0
we have a sigma model on Sn−1 of size

√
r. Of course one cannot ignore the

massive modes altogether. However, as we have seen in the previous section,
if we are interested in the behavior of the system at an energy much smaller
than the masses of all the transverse modes, it is appropriate to integrate
them out from the path-integral. Alternatively, one can take a limit of the
parameters in U(φ) (like e in the example Eq. (15.2)) where the masses of
the transverse modes go to infinity compared to the scale we are interested
in, in which case they are completely frozen. In either case, we will obtain
an effective theory in terms of the massless modes only.

Integrating out the massive modes will affect the theory of massless
modes. It may change the metric of Mvac or even the topology of Mvac.
There also will appear terms with four or more derivatives in the effective
action. Such terms are not in the non-linear sigma model Lagrangian, but
are irrelevant in the sense that they are negligible when the masses of the
transverse modes are taken to infinity. We should note that the non-linear
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sigma model itself is scale-dependent, as we have seen in the previous section.
In order to have a “standard” non-linear sigma model, the scale dependence
of the metric of Mvac should also be matched.

Since the kinetic term for the scalar fields in this example is that of
the Euclidean or the linear space Rn, this model is called the linear sigma
model.1

15.1.1. Gauge Symmetry. We have seen at least classically that the
non-linear sigma models on submanifolds of Rn can be obtained from the
standard scalar field theory with a potential. Can we obtain in a similar
fashion the non-linear sigma models on their quotient by some group action?
A standard example of a manifold realized as a quotient is CPN−1 which is
the U(1) quotient of the sphere S2N−1 in CN ∼= R2N , where the action of
U(1) is the uniform phase rotation of the coordinates of CN . What is the
linear sigma model for CPN−1? We start with the one for S2N−1 which is
described in terms of N complex scalar fields φ1, . . . , φN with the Lagrangian

(15.4) L = −
N∑

i=1

|∂µφi|2 − U(φ),

with

(15.5) U(φ) =
e2

2

(
N∑

i=1

|φi|2 − r

)2

.

The vacuum manifold for r > 0 is indeed S2N−1. Note that this Lagrangian
is invariant under the constant phase rotation

(15.6) (φ1(x), . . . , φN (x)) → ( eiγφ1(x), . . . , eiγφN (x)).

Namely, this is a global symmetry of the system. (There is a larger symmetry
which will be mentioned later.) We want to change the theory now so that
the vacuum manifold is the quotient of S2N−1 by this U(1) action. In other
words, we want the map φ(x) = {φi(x)} to be physically equivalent to
φ′(x) = ( eiγ(x)φi(x)) for an arbitrary eiγ(x) which can depend on the space-
time coordinates xµ. It may appear that the only thing one has to do is to

1Historically, the linear sigma model was introduced first. The non-linear sigma model

was later developed when studying questions involving the vacuum geometry of linear

sigma models. Sometimes in the mathematics of mirror symmetry, the words “linear

sigma model” have yet another meaning.
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declare the configurations related by

(15.7) (φ1(x), . . . , φN (x)) → ( eiγ(x)φ1(x), . . . , eiγ(x)φN (x)).

to be physically equivalent. However, we note that the Lagrangian shown
in Eq. (15.4) is not invariant under Eq. (15.7) unless the phase eiγ is a
constant; the derivative term is not invariant since ∂µφi transforms inho-
mogeneously as ∂µφi → eiγ(x)(∂µ + i∂µγ)φi. The standard recipe to make
it invariant is to introduce a vector field (or a one-form field) vµ which
transforms as

(15.8) vµ(x) → vµ(x) − ∂µγ(x),

so that Dµφi := (∂µ + ivµ)φi transforms homogeneously: Dµφi → eiγDµφi.
Then the modified Lagrangian

(15.9) L = −
N∑

i=1

|Dµφi|2 − U(φ)

is invariant under Eqs. (15.7)–(15.8) for an arbitrary phase-valued function
eiγ(x). We now declare that the configurations of (φi(x), vµ(x)) related by
the transformation Eqs. (15.7)–(15.8) are physically equivalent. This is the
proposal.

The transformation Eqs. (15.7)–(15.8) is a kind of symmetry of the new
theory since it keeps the Lagrangian from Eq. (15.9) invariant. However, it
is not an ordinary symmetry since the transformed configuration is regarded
as physically equivalent to the original one. There is a redundancy in the
description of the theory, and the transformation Eqs. (15.7)–(15.8) simply
relates those redundant configurations. Such a symmetry is called a gauge
symmetry . The procedure starting from the theory shown in Eq. (15.4) with
a global U(1) symmetry and obtaining a theory given by Eq. (15.9) with
a U(1) gauge symmetry is called gauging . It usually involves introducing
another field vµ (and this is the reason why the connection form is called
the gauge field). A theory with a gauge symmetry is called a gauge theory .
Mathematically what this means is that we have a U(1) vector bundle where
vµ is the connection and φi are sections of the bundle, and Dµφi is the
covariant derivative of the section.

Now let us see whether the theory of the massless modes is equivalent
to the sigma model on the U(1) quotient of S2N−1. Let us first look at the
gauge field vµ. We did not introduce a kinetic term for this field (although
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we could introduce one; we will indeed do so shortly). Thus, the field vµ

acts like an auxiliary field and can be eliminated by solving its equation of
motion, which reads as

(15.10)
N∑

i=1

(
Dµφiφi − φiDµφi

)
= 0.

This equation is solved by

(15.11) vµ =
i

2

∑N
i=1

(
φi∂µφi − ∂µφiφi

)∑N
i=1 |φi|2

.

Once this is plugged into the Lagrangian from Eq. (15.9), everything is writ-
ten in terms of φi(x) and the gauge transformation is implemented simply
by Eq. (15.7).

Exercise 15.1.1. Show that Eq. (15.7) induces the transformation in
Eq. (15.8) via Eq. (15.11).

Now it is clear that the theory of the massless modes is the sigma model
on the U(1) quotient of S2N−1, which is CPN−1. What is the metric of
this target space? To see this we first fix a configuration φ(x) = {φi(x)}
that defines a map to S2N−1 and represents a map to CPN−1. Let us pick
a tangent vactor ξµ on the worldsheet. This is mapped by φ to a tangent
vector of CPN−1, and we want to measure its length. From the Lagrangian
in Eq. (15.9), we see that its length squared is measured as

∑N
i=1 |ξµDµφi|2,

namely the length squared of the vector ξµDµφi in CN measured by the
standard Euclidean metric of CN . Here vµ in Dµφi = (∂µ + ivµ)φi is given
by Eq. (15.11) so that Dµφi obeys (15.10). Eq. (15.10) says that the vector
ξµDµφi is orthogonal to the orbit of the U(1) gauge group action. This
means that the length of a vector in CPN−1 is measured by first lifting it
to a tangent vector of S2N−1 orthogonal to the U(1) gauge orbit, and then
measuring its length using the metric of S2N−1 or of the Euclidean metric of
CN . This is a standard way to construct a metric on the quotient manifold.
It turns out that the metric we obtain in the present example is r times the
Fubini-Study metric. The Fubini-Study metric is expressed in terms of the
inhomogeneous coordinates zi = φi/φN (i = 1, . . . , N − 1) as

(15.12) gFS =
∑N−1

i=1 |dzi|2

1 +
∑N−1

i=1 |zi|2
−

∑N−1
i=1 |zidzi|2

(1 +
∑N−1

i=1 |zi|2)2
.
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15.1.2. Symmetry Breaking. Goldstone Bosons. Suppose the La-
grangian in Eq. (15.1) is invariant under an action of a group G on the coor-
dinates φi.2 This in particular means that the potential U(φ) is G-invariant,
U(gφ) = U(φ). In particular, a point that minimizes U(φ) is sent by G to
points minimizing U(φ), so the vacuum manifold Mvac is invariant under the
G action: G acts on Mvac.

Let us pick a classical vacuum, a point φ0 in Mvac. In general only a
proper subgroup H0 of G fixes φ0. This situation is described by saying the
symmetry group G is spontaneously broken to the subgroup H0 by the choice
of a vacuum φ0. The subgroup H0 is said to be the unbroken subgroup of
G at the vacuum φ0. The “broken directions,” G/H0, span an orbit of G

through φ0. Since G keeps the potential U(φ) invariant, this orbit lies in
the vacuum manifold Mvac. In particular, the modes tangent to this orbit
(naturally identified as the vectors in Lie(G)/Lie(H0)) are massless (i.e.,
the Hessian of U is null along those directions). These massless modes are
called Goldstone modes (sometimes also Goldstone bosons, as the fields φ

are bosonic).
In the example of Eq. (15.2), the global symmetry group is G = O(n).

For r > 0, any choice of vacuum breaks O(n) to a subgroup isomorphic to
O(n−1). The vacuum manifold Sn−1 consists of a single orbit O(n)/O(n−1)
and all the massless modes are the Goldstone bosons. For r ≤ 0, the whole
symmetry O(n) remains unbroken at the (unique) vacuum. Therefore there
is no Goldstone boson. In the example from Eq. (15.9), the Lagrangian
itself is invariant under U(N) but its U(1) subgroup is a gauge symmetry
and should not be counted as a part of the global symmetry. The global
symmetry group is thus the quotient group U(N)/U(1) = SU(N)/ZN . For
r > 0, any choice of a vacuum breaks SU(N)/ZN to U(N − 1)/ZN and the
vacuum manifold CPN−1 consists of a single orbit. Thus, all the massless
modes are the Goldstone bosons.

The above discussion was in the context of the classical theories, but
Goldstone’s theorem states that the story is similar even in quantum the-
ories. Let us consider a quantum field theory with a global symmetry G.
Suppose the ground state |0〉 spontaneously breaks the symmetry group G

2In the present discussion, the kinetic term of φi does not have to be the one corre-

sponding to the Euclidean metric. The Euclidean space �n can be replaced by an arbitrary

Riemannian manifold.
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to the subgroup H0. This means that 〈gO〉 = 〈O〉 for all O’s only when g

belongs to H0. Then Goldstone’s theorem says that there is a massless scalar
field associated to each Lie algebra generator of G that does not belong to
H0.
Higgs Mechanism. What if a gauge symmetry is broken by a choice of
classical vacuum? We consider this problem in a specific example; The
system of a complex scalar field φ and a gauge field vµ with the Lagrangian

(15.13) L = −|Dµφ|2 −
1

2e2
v2
µν − e2

2
(
|φ|2 − r

)2
,

where vµν = ∂µvν − ∂νvµ is the curvature of the gauge field vµ. We consider
the symmetry

(15.14) φ(x) → eiγ(x)φ(x), vµ(x) → vµ(x) − ∂µγ(x),

of the Lagrangian as the gauge symmetry. This is almost the same as the
system shown in Eq. (15.9) with N = 1. The only difference is that now
we have the kinetic term for the gauge field. (We also call the procedure
gauging when the gauge kinetic term is added like this.)

The classical vacua are at |φ|2 = r (we assume r > 0), and if we choose
one, say φ =

√
r, the gauge symmetry is completely broken. Let us look at

the theory near this vacuum. We use the polar coordinates for the complex
field φ = ρ eiϕ which is non-singular there. If the U(1) symmetry were not
gauged, the angular variable ϕ would have been the Goldstone mode. Now,
the derivative Dµφ is written as Dµφ = eiϕ (∂µρ + iρ(vµ + ∂µϕ)), and the
Lagrangian is expressed as

(15.15) L = −(∂µρ)2 − e2

2
(ρ2 − r)2 − 1

2e2
v2
µν − ρ2(vµ + ∂µϕ)2.

The gauge transformation shifts ϕ so that the combination v′µ = vµ +∂µϕ is
gauge invariant. ρ and v′µ are the only fields that appear in the Lagrangian
(note that v′µν = vµν). The field ϕ is absorbed by the gauge field vµ, or
more precisely, ϕ and vµ combine to make one vector field v′µ. In terms
of the variables (ρ, v′µ), the system has no gauge symmetry and there is no
redundancy in the description. We expand the Lagrangian at the vacuum
ρ =

√
r in terms of the shifted variable ρ =

√
r + ε;

(15.16) L = −(∂µε)2 − 2e2rε2 − 1
2e2

(v′µν)
2 − r(v′µ)2 + · · · ,
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where + · · · are the terms at least cubic in the fields ε, v′µ. We see from this
that the field ε has a mass. This is what we have seen already; the modes
transverse to the vacuum manifold is massive in this case. More surprisingly,
because of the fourth term, the vector field v′µ also has a mass. In a sense,
the gauge field acquires a mass by “eating” one Goldstone mode. This is
what happens when a gauge symmetry is spontaneously broken. This is
called the Higgs mechanism.

15.1.3. Symmetry Restoration in 1 + 1 Dimensions. Goldstone’s
theorem says that the breaking of a continuous global symmetry yields mass-
less scalar fields. One can actually use this to exclude the possibility of global
symmetry breaking in the quantum theories in 1 + 1 dimensions. The basic
physical idea can be illustrated in the context of the sigma model: classically
the configurations with least energy correspond to constant maps from the
worldsheet to a point on the target space. However, quantum mechanically,
with little cost in action the image of the worldsheet can spread out and
this means that we cannot “freeze” the vacuum of the quantum theory to
correspond to a fixed point on the target space. In this sense the sigma
models are interesting for (1+1)-dimensional QFT and in a sense probe the
full geometry of the target space (this fails to be the case in higher dimen-
sions where the vacuum corresponds to maps to the vicinity of a given point
in the target space).

The basic idea behind this lack of freezing in 1+1 dimensions is that
a massless scalar field is not allowed in quantum field theories in two di-
mensions. For suppose there is a massless scalar field, φ(x). The two-point
function would be given by

(15.17) 〈φ(x)φ(y)〉 =
∫

d2k

(2π)2
eik(x−y)

k2
.

This integral does not make sense since it has a logarithmic divergence
at k = 0, the infrared divergence. (Even if we cut off the integral near
|k| = 0, we would obtain 〈φ(x)φ(y)〉 = −(1/4π) log |x − y| + c where c

is a constant associated with the choice of the cut-off and is not positive
definite.)3 This shows that a massless scalar field cannot be a good operator

3We have used the propagator from Eq. (15.17) as the basic element of the sigma

model perturbation theory. Was that a lie? No. As we explained, our approach (called

the Wilsonian approach) was to obtain an effective action at a finite (nonzero) energy µ

from the theory at a higher energy. Thus, the k integral is cut off from below at µ. In
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in the quantum theory. On the other hand, Goldstone’s theorem shows that
once a continuous global symmetry is broken, a massless scalar field operator
appears. This proves that a continuous global symmetry cannot be broken
in 1+1 dimensions. However, this argument does not exclude the breaking of
discrete symmetry, which would not lead to Goldstone modes. Indeed there
are many examples where a discrete symmetry is spontaneously broken. We
will see some of them in this chapter.

Exercise 15.1.2. Show why the above argument does not apply to QFTs
in more than two dimensions.

Thus, even if the classical theory exhibits continuous global symmetry
breaking, that symmetry must be restored in the quantum theory. Also,
classically massless fields (like Goldstone modes) must disappear or acquire
a mass in the quantum theory. How that happens is an interesting question.
In some cases it is not hard to see, but in some other cases it involves very
subtle dynamics of the quantum theory. We now describe a simple example,
but later in the chapter we will see a more interesting example.

Let us revisit the sigma model with the target space being a circle S1

described by a periodic scalar field φ ≡ φ+2π. This system has a symmetry
of shifting φ, the translations in the target space S1. The would-be Gold-
stone mode is nothing but the field φ itself, but it is not a single-valued field
and is excluded from the list of local operators. To see that the symmetry
is indeed not broken, let us look at the one-point function of the operator
einφ that transforms non-trivially under the translation of φ. As we have
seen in Sec. 11.1.3, this operator increases the target space momentum by
n. However, the Hilbert space is decomposed as in Eq. (11.66) with respect
to the momentum l and winding number m. What we have just said means
that the operator einφ sends the ground state |0, 0〉 in H(0,0) to a state in an
orthogonal space H(n,0). Thus, the one-point function vanishes: 〈 einφ〉 = 0.
This shows that the symmetry is not broken in the quantum theory. In
effect, |0, 0〉 represents a superposition of all possible vacuum values of φ.

most interesting cases, the sigma model perturbation theory breaks down before µ comes

close to zero. This is another manifestation of the infrared singularity in 1+1 dimensions.

At very low energies, we have to find a different description.
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15.2. Supersymmetric Gauge Theories

We will now consider supersymmetric linear sigma models. First we must
introduce the supersymmetric version of gauge field, gauge transformation,
gauge invariant Lagrangian, etc. We consider here only the case where the
gauge group is abelian.

15.2.1. Vector Multiplet. We first recall how we introduced gauge
symmetries and gauge fields. Let us consider a field theory of a complex
scalar field φ(x) with the Lagrangian

(15.18) L = |∂µφ|2.

This Lagrangian is invariant under the phase rotation

(15.19) φ(x) �→ eiαφ(x),

where α is a constant. If we let α depend on x, the derivative ∂µφ transforms
to eiα(∂µ +i∂µα)φ and the Lagrangian shown in Eq. (15.18) is not invariant
under the phase rotation. However, if we introduce a vector field (one-
form field) vµ that transforms as vµ → vµ − ∂µα, the modified derivative
Dµφ := (∂µ + ivµ)φ transforms under the phase rotation as

(15.20) Dµφ(x) �→ eiα(x)Dµφ(x)

and the Lagrangian

(15.21) L = |Dµφ|2

is invariant.
Now let us consider a supersymmetric field theory of a chiral superfield

Φ with the Lagrangian

(15.22) L =
∫

d4θ ΦΦ,

which is invariant under the constant phase rotation Φ → eiαΦ. If we
replace α by a chiral superfield A = A(xµ, θ±, θ

±), the transformation

(15.23) Φ → eiAΦ

sends a chiral superfield to a chiral superfield. However, ΦΦ transforms to
Φ e−iA+iAΦ and the Lagrangian is not invariant. Now, as in the case above,
we introduce a real superfield V = V (xµ, θ±, θ

±) that transforms as

(15.24) V → V + i(A− A).
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Then the modified Lagrangian

(15.25) L =
∫

d4θ ΦeV Φ

is invariant under the transformation Eqs. (15.23)–(15.24).
A real scalar superfield V that transforms as in Eq. (15.24) under a gauge

transformation is called a vector superfield. Using the gauge transformations
one can eliminate the lower components of the theta-expansion of V and
express it in the form

V =θ−θ
−(v0 − v1) + θ+θ

+(v0 + v1) − θ−θ
+
σ − θ+θ

−
σ

+ iθ−θ+(θ−λ− + θ
+
λ+) + iθ

+
θ
−(θ−λ− + θ+λ+) + θ−θ+θ

+
θ
−
D.

(15.26)

Exercise 15.2.1. Show that by a suitable gauge transformation V can
be expressed as above.

Since V is a Lorentz singlet, v0 and v1 define a one-form field, σ defines a
complex scalar field, λ± and λ± define a Dirac fermion field, and D is a real
scalar field. The gauge in which V is represented as Eq. (15.26) is called the
Wess–Zumino gauge. The residual gauge symmetry (gauge transformations
that keep the form Eq. (15.26)) is the one with A = α(xµ) which transforms

(15.27) vµ(x) → vµ(x) − ∂µα(x),

with all the other component fields unchanged. The supersymmetry varia-
tion is given by δ = ε+Q− − ε−Q+ − ε+Q− + ε−Q+ where Q± and Q± are
the differential operators given in Eqs. (12.6)–(12.7). The Wess–Zumino
gauge is not in general preserved by this variation. In order to find the
supersymmetry transformation of the component fields σ, λ±, vµ and D, we
need to amend it with a gauge transformation that brings δV back into the
Wess–Zumino gauge. It turns out that the required gauge transformation is
the one with

A =iθ+ (ε+σ + ε−(v0 + v1)) − iθ− (ε−σ + ε+(v0 − v1))

+ θ+θ−
(
ε−λ+ − ε+λ−

)
+ · · · ,

(15.28)

where + · · · are the derivative terms to make A chiral. In this way we
find the following supersymmetry transformation for the component fields
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in Wess–Zumino gauge: For the vector multiplet fields it is

δ v± = iε±λ± + iε±λ±,

δσ = −iε+λ− − iε−λ+,

δD = −ε+∂−λ+ − ε−∂+λ− + ε+∂−λ+ + ε−∂+λ−,

δλ+ = iε+(D + iv01) + 2ε−∂+σ,

δλ− = iε−(D − iv01) + 2ε+∂−σ.

For the charged chiral multiplet fields it is

δφ = ε+ψ− − ε−ψ+,

δψ+ = iε−(D0 + D1)φ + ε+F − ε+σφ,

δψ− = −iε+(D0 − D1)φ + ε−F + ε−σφ,

δF = −iε+(D0 − D1)ψ+ − iε−(D0 + D1)ψ−

+ε+σψ− + ε−σψ+ + i(ε−λ+ − ε+λ−)φ,

where Dµφ and Dµψ± are the covariant derivatives

(15.29) Dµ := ∂µ + ivµ,

with respect to the connection defined by vµ.
The superfield

(15.30) Σ := D+D−V

is invariant under the gauge transformation V → V + i(A − A). It is a
twisted chiral superfield

(15.31) D+Σ = D−Σ = 0

which is expressed as

(15.32) Σ = σ(ỹ) + iθ+λ+(ỹ) − iθ
−
λ−(ỹ) + θ+θ

−[D(ỹ) − iv01)(ỹ)],

in terms of the component fields in the Wess–Zumino gauge as shown by
Eq. (15.26). In the above expressions ỹ± := x± ∓ iθ±θ

± and v01 is the
field-strength of vµ (or the curvature)

(15.33) v01 := ∂0v1 − ∂1v0.

The superfield Σ is called the super-field-strength of V .
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15.2.2. Supersymmetric Lagrangians. Let us present a supersym-
metric Lagrangian for the vector multiplet V and the charged chiral multi-
plet Φ.

The gauge invariant Lagrangian in Eq. (15.25) is supersymmetric. In
terms of the component fields it is written as

Lkin =
∫

d4θ Φ eV Φ

= −DµφDµφ + iψ−(D0 + D1)ψ− + iψ+(D0 − D1)ψ+

+ D|φ|2 + |F |2 − |σ|2|φ|2 − ψ−σψ+ − ψ+σψ− − iφλ−ψ+

+ iφλ+ψ− + iψ+λ−φ − iψ−λ+φ.

(15.34)

This contains the kinetic terms for the fields φ and ψ±. They are minimally
coupled to the gauge field vµ via the covariant derivative in Eq. (15.29).
They are also coupled to the scalar and fermionic components of the vector
mutiplet.

The kinetic terms for the vector multiplet fields can be described in
terms of the super-field-strength Σ as

Lgauge = − 1
2e2

∫
d4θ ΣΣ

=
1

2e2

(
−∂µσ∂µσ + iλ−(∂0 + ∂1)λ− + iλ+(∂0 − ∂1)λ+ + v2

01 + D2
)
.

(15.35)

Here e2 is the gauge coupling constant and has dimensions of mass.
One can also write twisted F-terms for twisted superpotentials involving

Σ. The twisted superpotential that will be important later is the linear one

(15.36) W̃FI ,θ = −tΣ

where t is a complex parameter

(15.37) t = r − iθ.

The twisted F-term is written as

(15.38) LFI ,θ =
1
2

(
−t

∫
d2θ̃ Σ + c.c.

)
= −rD + θv01.

The parameter r is called the Fayet–Iliopoulos parameter and θ is called the
theta angle. These are dimensionless parameters.
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Now let us consider a supersymmetric and gauge invariant Lagrangian
which is simply the sum of the above three terms

(15.39) L =
∫

d4θ

(
ΦeV Φ − 1

2e2
ΣΣ
)

+
1
2

(
−t

∫
d2θ̃ Σ + c.c.

)
.

This Lagrangian is invariant under the vector and axial R-rotations under
assigning the U(1)V × U(1)A charges (0, 2) to Σ. Thus the classical system
has both U(1)V and U(1)A R-symmetries. The fields D and F have no
kinetic term and can be eliminated using the equation of motion. After
elimination of these auxiliary fields we obtain the Lagrangian for the other
component fields

L = − DµφDµφ + iψ−(D0 + D1)ψ− + iψ+(D0 − D1)ψ+

− e2

2
(
|φ|2 − r

)2 − |σ|2|φ|2 − ψ−σψ+ − ψ+σψ−

− iφλ−ψ+ + iφλ+ψ− + iψ+λ−φ − iψ−λ+φ

+
1

2e2

(
−∂µσ∂µσ + iλ−(∂0 + ∂1)λ− + iλ+(∂0 − ∂1)λ+ + v2

01

)
+ θv01.

(15.40)

In particular the potential energy for the scalar fields φ and σ is given by

(15.41) U = |σ|2|φ|2 +
e2

2

(
|φ|2 − r

)2
.

It is straightforward to generalize the above construction to the cases
where there are many U(1) gauge groups and many charged matter fields.
Suppose the gauge group is U(1)k =

∏k
a=1 U(1)a, and there are N matter

fields Φi, i = 1, . . . , N, with charges Qia under the group U(1)a (meaning
Φi → eiQiaAaΦi). Then the generalization of the above Langrangian is

L =
∫

d4θ

 N∑
i=1

Φi eQiaVaΦi −
k∑

a,b=1

1
2e2

a,b

ΣaΣb


+

1
2

(∫
d2θ̃

k∑
a=1

(−taΣa) + c.c.

)
,

(15.42)

where in the exponent of the Φi kinetic term the sum over a = 1, . . . , k
is assumed. This is invariant under U(1)V × U(1)A R-rotations under the
charge assignment (0, 2) to each Σa. If one can find a polynomial W (Φi) of
Φi which is invariant under the gauge transformations, one can also find an



15.3. RENORMALIZATION AND AXIAL ANOMALY 353

F-term

(15.43) LW =
∫

d2θ W (Φi) + c.c.

The Lagrangian L+LW is still U(1)A-invariant but U(1)V -invariance holds
only if W (Φi) is quasi-homogeneous. After eliminating the auxiliary fields
Da and Fi, we obtain the Lagrangian with the potential energy for the scalar
fields being

U =
N∑

i=1

|Qiaσa|2 |φi|2 +
k∑

a,b=1

(ea,b)2

2
(
Qia|φi|2 − ra

) (
Qjb|φj |2 − rb

)
+

k∑
i=1

∣∣∣∣∂W

∂φi

∣∣∣∣2 ,(15.44)

where (ea,b)2 is the inverse matrix of 1/e2
a,b and the summations over a and

i, j are implicit.

15.3. Renormalization and Axial Anomaly

Let us consider the simplest model — U(1) gauge theory with a single
chiral superfield of charge 1. We consider here the effective theory at a high
but finite energy scale µ. This is obtained by integrating out the modes of
the fields with the frequencies in the range µ ≤ |k| ≤ ΛUV, where ΛUV is
the ultraviolet cut-off. Let us look at the terms in the Lagrangian involving
the D field

(15.45)
1

2e2
D2 + D(|φ|2 − r0).

Here r0 is the FI parameter at the cut-off scale. Integrating out the modes
of φ, the term D|φ|2 is replaced by D〈|φ|2〉, where 〈|φ|2〉 is the one-point
correlation function of |φ|2. The φ-propagator can be read from the φ-
quadratic term in the action4 1

2π

∫
d2xφ†DµDµφ and is given by

〈φ(x)φ†(y)〉 =
∫

d2k

(2π)2
2π
k2

.

Thus, the one-point function in question is

(15.46) 〈|φ|2〉 =
∫

µ≤|k|≤ΛUV

d2k

(2π)2
2π
k2

= log
(

ΛUV

µ

)
.

4We choose the action here to be related to the Lagrangian by S = 1
2π

�
d2xL.
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The momentum integral is restricted to µ ≤ |k| ≤ ΛUV because we are
only integrating out the modes of frequencies within that range. Thus, the
D-dependent terms in the effective action at the scale µ are given by

(15.47)
1

2e2
D2 + D

(
log
(

ΛUV

µ

)
− r0

)
.

Since the logarithm diverges in the continuum limit ΛUV → ∞, in order to
make the effective action finite we must give the following ΛUV dependence
to the bare FI parameter r0,

(15.48) r0 = r + log
(

ΛUV

µ

)
.

r here is the renormalized FI parameter at the scale µ. Its µ dependence for
a fixed theory (e.g., fixed ΛUV and a fixed r0) must be given by

(15.49) r(µ) = log
(µ

Λ

)
.

Λ is a finite parameter of mass dimension that determines the renormaliza-
tion group flow of the FI parameter. Thus, by the quantum correction a
mass scale Λ is dynamically generated. Namely, the dimensionless param-
eter r of the classical theory is replaced by the scale parameter Λ in the
quantum theory. This is the phenomenon called dimensional transmutation
and Λ is called a renormalization group invariant dynamical scale.

A related quantum effect is the anomaly of the axial R-symmetry. Recall
that the classical Lagrangian is invariant under the axial R-rotation with
the axial R-charge of Σ being 2 (but the charge of Φ being arbitrary). This
symmetry is broken by an anomaly since there is a charged fermion. The
fermion kinetic term on the Euclidean torus is

(15.50) −2iψ−Dzψ− + 2iψ+Dzψ+.

In a gauge field background5 with

(15.51) k :=
i

2π

∫
i v12dx

1dx2 �= 0,

the number of ψ− zero modes (resp. ψ+ zero modes) is larger by k than the
number of ψ− zero modes (resp. ψ− zero modes). The reader will note that

5Here we are working in the Euclidean space. The path from the Minkowski space is

given by the Wick rotation, x0 → −ix2, which also yields v01 → iv21 = −iv12.
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k = c1(E), where E is the U(1) bundle on which v is the connection. Thus,
the path-integral measure changes as

(15.52) DψDψ −→ e−2kiαDψDψ.

Since the theta angle term in the Euclidean action is i(θ/2π)
∫

v12dx
1dx2 =

−ikθ, and therefore the path-integral weight is eikθ, the rotation shown in
Eq. (15.52) amounts to the shift in theta angle

(15.53) θ −→ θ − 2α.

Thus, the U(1)A R-symmetry of the classical system is broken to Z2

(ψ → −ψ) in the quantum theory. One important consequence of this
is that the physics does not depend on the theta angle θ since a shift of θ

can be absorbed by the axial rotation, or a field redefinition.
Thus, the dimensionless parameters r and θ of the classical theory are no

longer parameters of the quantum theory. They are replaced by the single
scale parameter Λ.

One can repeat this argument in the case where there are N chiral
superfields Φi of charge Qi (i = 1, . . . , N). The term D|φ|2 in Eq. (15.45)
is now replaced by D

∑N
i=1 Qi|φi|2, and thus the renormalization group flow

of the FI parameter is given by

(15.54) r(µ) =
N∑

i=1

Qi log
(µ

Λ

)
.

The axial rotation shifts the theta angle as

(15.55) θ −→ θ − 2
N∑

i=1

Qiα.

Thus, if b1 :=
∑N

i=1 Qi �= 0, the dimensional transmutation occurs and
the U(1)A symmetry is anomalously broken to Z2b1 . The FI and theta
parameters are replaced by the single scalar parameter Λ. If b1 = 0, the
FI parameter does not run as a function of the scale and the full U(1)A

symmetry is unbroken. The FI and theta parameters r and θ remain as the
parameters of the quantum theory.

Let us finally consider the case with the gauge group U(1)k =
∏k

a=1 U(1)a

and N matter fields Φi of charge Qia. Let us put

(15.56) b1,a :=
N∑

i=1

Qia.
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The FI parameters run as

(15.57) ra(µ) = b1,a log
(µ

Λ

)
+ r̃a

and the axial R-rotation shifts the theta angles as

(15.58) θa → θa − 2b1,aα.

Thus, if b1,a vanishes for all a, all ra do not run and U(1)A R-symmetry is
anomaly free. Thus, the FI-theta parameters ta = ra−iθa are the parameters
of the theory. If b1,a �= 0 for some a, the parameters of the quantum theory
are one scale parameter and 2k − 2 dimensionless parameters. Namely Λ,
r̃a and θa modulo the relation

(15.59) (Λ, r̃a, θa) ≡ (Λ eδ1 , r̃a + b1,aδ1, θa + b1,aδ2).

The above argument applies independently of whether or not the super-
potential term

∫
d2θ W (Φi) is present. The interaction induced from this

does not yield divergences that renormalize the FI parameters, which is
the content of the decoupling theorem presented before. Furthermore, the
superpotential W (Φi) itself is not renormalized as long as we keep all the
fields.

15.4. Non-Linear Sigma Models from Gauge Theories

Here we show that the gauged linear sigma models realize non-linear
sigma models on a certain class of target Kähler manifolds. The discussion
separates into two parts. In the first part, we do not turn on the superpo-
tential for the charged matter fields. This will give us the sigma models on a
class of manifolds (called toric manifolds) with commuting U(1) isometries.
In the second part, we do turn on certain types of superpotentials. This will
give us the sigma model on submanifolds of toric manifolds. We start our
discussion with the basic example of the CPN−1 sigma model.

15.4.1. CPN−1. Let us consider the U(1) gauge theory with N chiral
superfields Φ1, . . . ,ΦN with the Lagrangian

(15.60) L =
∫

d4θ

(
N∑

i=1

Φi eV Φi −
1

2e2
ΣΣ

)
+

1
2

(
−t

∫
d2θ̃ Σ + c.c.

)
.
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After eliminating the auxiliary fields D and Fi, we find the following com-
ponent expression of the Lagrangian:

L =
N∑

j=1

[
−DµφjDµφj + iψj−(D0 + D1)ψj− + iψj+(D0 − D1)ψj+

− |σ|2|φj |2 − ψj−σψj+ − ψj+σψj− − iφjλ−ψj+

+ iφjλ+ψj− + iψj+λ−φj − iψj−λ+φj

]
+

1
2e2

(
−∂µσ∂µσ + iλ−(∂0 + ∂1)λ− + iλ+(∂0 − ∂1)λ+ + v2

01

)
+ θv01 −

e2

2

(
N∑

i=1

|φi|2 − r

)2

.

(15.61)

Let us look at classical supersymmetric vacua given by configurations where
the potential energy

(15.62) U =
N∑

i=1

|σ|2|φi|2 +
e2

2

(
N∑

i=1

|φi|2 − r

)2

vanishes. If r is positive, U = 0 is attained by a configuration which obeys
σ = 0 and

(15.63)
N∑

i=1

|φi|2 = r.

If r = 0, U = 0 requires all φi = 0 but σ is free. If r is negative, U > 0 for
every configuration, and since there could then be no zero-energy ground
state, the supersymmetry appears to be spontaneously broken.

Let us examine the case of r > 0 in more detail. The set of all su-
persymmetric vacua modulo the U(1) gauge group action forms the vacuum
manifold. It is nothing but the complex projective space of dimension N−1;

(15.64) CPN−1 =

{
(φ1, . . . , φN )

∣∣∣∣∣
N∑

i=1

|φi|2 = r

}
/U(1) .

The modes of φi’s tangent to this vacuum manifold are massless. The field
σ and the modes of φi’s transverse to

∑N
i=1 |φi|2 = r have mass e

√
2r as

can be seen by minimizing the potential in Eq. (15.62). The gauge field
vµ acquires mass e

√
2r by eating the Goldstone mode — namely, the Higgs

mechanism is at work. For fermions, Eq. (15.61) tells us that the modes of
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ψi± and ψi± obeying

(15.65)
N∑

i=1

φiψi± = 0,
N∑

i=1

ψi±φi = 0,

are massless (non-derivative fermion bilinear terms vanish). Other modes
including the fermions in the vector multiplet have mass e

√
2r. The Eq.

(15.65) means that the vectors ψ±=(ψj±, ψj±) are tangent to
∑N

j=1 |φj |2 =r

and are orthogonal to the gauge orbit δ(φj , φj) = (iφj ,−iφj). Namely, they
are tangent vectors to the vacuum manifold CPN−1 at φi. These together
with the tangent modes of the φi’s constitute massless supermultiplets. The
massive bosonic and fermionic modes constitute a supermultiplet of mass
e
√

2r. The latter multiplet emerges by the supersymmetric version of the
Higgs mechanism — superHiggs mechanism — where a vector multiplet
acquires mass by eating a part of the chiral multiplet.

In the limit

(15.66) e → ∞,

the massive modes decouple and the classical theory reduces to that of the
massless modes only. We now show that the reduced theory can be identi-
fied as the non-linear sigma model on the vacuum manifold CPN−1. At the
classical level, the resulting theory is the same as the one without the vec-
tor multiplet kinetic term, − 1

2e2

∫
d4θ |Σ|2 → 0. Then the vector multiplet

fields are non-dynamical and the equations of motion simply yield algebraic
constraints. The equations of motion for D and λ± yield the constraints
Eqs. (15.63)–(15.65) on the matter fields. The equations for vµ and σ give
constraints on themselves:

vµ =
i

2

∑N
i=1

(
φi∂µφi − ∂µφiφi

)
∑N

j=1 |φj |2
,(15.67)

σ = −
∑N

i=1 ψi+ψi−∑N
j=1 |φj |2

.(15.68)

The kinetic terms for φi and ψi± are equal to the kinetic terms of the su-
persymmetric non-linear sigma model on CPN−1. The metric of CPN−1 can
be read off from the scalar kinetic term and is given by

(15.69) ds2 =
1
2π

N∑
i=1

|Dφi|2,
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where D is the covariant derivative determined by Eq. (15.67). Since Eq.
(15.67) solves the equation

∑N
j=1(φjDµφj − Dµφjφj) = 0 which states that

Dµφj is orthogonal to the gauge orbit δgφj = iφj , the metric
∑N

i=1 |Dφi|2

measures the length of a tangent vector of CPN−1 by lifting it to a tangent
vector of {

∑N
i=1 |φi|2 = r} in CN orthogonal to the gauge orbit. This is

equal to r times the normalized Fubini–Study metric gFS and thus

(15.70) ds2 =
r

2π
gFS.

The gauge field in Eq. (15.67) is the pull-back of a gauge field A on CPN−1.
The gauge field A is the connection of a line bundle whose first Chern class
generates the integral cohomology group H2(CPN−1,Z) (this line bundle is
commonly denoted as O(1)). The first Chern class c1(O(1)) is represented
by the differential form − 1

2πdA which is equal to 1
2π times the Kähler form

ωFS of the Fubini–Study metric. Thus, the theta term (θ/2π)
∫

dv is equal
to (θ/2π)

∫
d(φ∗A) = −(θ/2π)

∫
φ∗ω which is the B-field coupling with

(15.71) B =
θ

2π
ωFS.

For the complex line C ∼= CP1 in CPN−1 defined by (say) φ1 = · · ·= φN−2 = 0
it has a period

(15.72)
∫

C
B = θ.

Finally, the background value from Eq. (15.68) for σ yields the four-fermi
term of the non-linear sigma model. Thus, the classical theory reduces in the
limit e → ∞ to the supersymmetric non-linear sigma model whose target
space is the vacuum manifold CPN−1 with the metric (15.70) and the B-field
as shown by Eq. (15.71).

Let us examine whether the quantum theory reduces to the non-linear
sigma model as well. First of all, since the FI parameter is renormalized so
that the bare or classical FI coupling r0 is always positive (and large), there
is no worry about the supersymmetry breaking associated with r < 0. We
can focus our discussion on the r > 0 case as long as we look at the theory at
high energies compared to the dynamical scale Λ. The effective theory of the
massless modes is obtained by integrating out the massive modes. Since the
latter have mass M = e

√
2r this is justified when we look at the theory at

the energy scale µ ! e
√

r. (To obtain the effective theory we also integrate
out the part of the massless modes with frequencies in µ < |k| < ΛUV.) The
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finite parts of the loop integrals of massive modes induce terms suppressed
by powers of µ/M . There is one divergent loop which renormalizes the FI
parameter in the way analyzed above. As we change the scale µ, the FI
parameter runs according to the renormalization group flow. Applying Eq.
(15.54), we see that the FI parameter r′ at a lower energy scale µ′ is obtained
from the FI parameter r at the scale µ by

(15.73) r = r′ + N log
(

µ

µ′

)
.

On the other hand, the RG flow of the metric in the non-linear sigma model
is determined by Eq. (14.59). The Ricci tensor of Eq. (15.70) is independent
of the scale factor r/2π and is equal to that of the Fubini–Study metric. The
Fubini–Study metric is known to be an Einstein metric with cosmological
constant N : RFS

i = NgFS
i . Thus we find

(15.74) Ri = NgFS
i ,

and Eq. (14.59) shows that the metric g′i at the lower scale µ′ is determined
by

(15.75) gi = g′i +
1
2π

N log
(

µ

µ′

)
gFS
i .

Since gi = (r/2π)gFS
i as in Eq. (15.70), this means that the metric g′i is

again proportional to the Fubini–Study metric

(15.76) g′i =
1
2π

(
r − N log

(
µ

µ′

))
gFS
i .

This is precisely the metric obtained from the linear sigma model at the
scale µ′ where the FI parameter is given by r′ in Eq. (15.73). Thus, the
RG flow of the linear sigma model matches precisely to the RG flow of the
non-linear sigma model, at least to the one-loop level. Thus, we see that
the linear sigma model indeed reduces at energies much smaller than e

√
r

to the non-linear sigma model on CPN−1. Furthermore, we have observed
that the scale parameters of the two theories are in a simple relationship.

We note that the theory is parametrized by the dynamical scale Λ only
and it can always be identified as the non-linear sigma model on CP1. This
is true even though the classical theory has three “phases”, r > 0, r =
0 and r < 0, where the interpretations are different. In particular, the
supersymmetry breaking suggested by the classical analysis for r < 0 does
not occur. This is the important effect of the renormalization. Rather, as
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analyzed in Sec. 13.3, we expect that the theory has two supersymmetric
vacua because dimH∗(CP1) = 2. This will be examined in a later discussion
in this section and also in later chapters.

We also note here one of the most important facts that can be derived
by the use of the linear sigma model. If we denote by ω the Kähler class
for the metric shown in Eq. (15.70), it is proportional to the Fubini–Study
form: ω = (r/2π)ωFS. It follows from this and Eq. (15.71) that the complex
combination ω − iB = r−iθ

2π ωFS is proportional to the complex parameter
t = r − iθ. This in particular means that the complexified Kähler class is
given by

(15.77) [ω] − i[B] =
t

2π
[ωFS],

or equivalently

(15.78)
∫
� �1

(
[ω] − i[B]

)
=

t

2π
.

As we have just seen, this remains true even after the effect of the renormal-
ization is taken into accout. Since the parameter t = r − iθ is a parameter
that enters into the twisted F-term, this means that the complexified Kähler
class is a twisted chiral parameter. This parameter is a global parameter
of the non-linear sigma model and the above conclusion cannot be easily
obtained by the patch-wise definition which was used prior to this section.

15.4.2. Toric Manifolds. It is straightforward to generalize the above
argument to more complicated examples. Let us consider the U(1)k =∏k

a=1 U(1)a gauge theory with N chiral matter fields Φ1, . . .ΦN of charges
Q1a, . . . , QNa under U(1)a with the Lagrangian given in Eq. (15.42). We do
not consider here a superpotential term given by Eq. (15.43) and we also
set 1/e2

a,b = δa,b(1/e2
a).

Classical Theory. The potential for the scalar fields is given by

(15.79) U =
N∑

i=1

|Qiaσa|2 |φi|2 +
k∑

a=1

e2
a

2

(
N∑

i=1

Qia|φi|2 − ra

)2

.

As in the previous case, let us look at the supersymmetric vacua where U

vanishes. The analysis depends on the values of the FI parameters ra. The
vacuum equation U = 0 requires that φi satisfy

(15.80)
N∑

i=1

Qia|φi|2 = ra, a = 1, . . . , k.
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For now we focus on a region of ra’s where U = 0 imposes all σa = 0 via
the nonzero values of some φi’s required by Eq. (15.80). Then the vacuum
manifold is the space of solutions to Eq. (15.80) modulo the action of the
U(1)k gauge group:

(15.81) Xr =

{
(φ1, . . . , φN )

∣∣∣∣∣
N∑

i=1

Qia|φi|2 = ra (∀a)

}
/U(1)k.

As in the previous case, the classical theory reduces in the limit e → ∞
to the non-linear sigma model on Xr. The metric g of the sigma model is
the one induced from the flat metric 1

2π

∑N
i=1 |dφi|2 on CN : given a tangent

vector of Xr, lift it to {
∑N

i=1 Qia|φi|2 = ra} in CN as a tangent vector
orthogonal to the U(1)k gauge orbit, and then measure its length using the
flat metric of CN . The Kähler form ω�N on CN , which can be considered as
a symplectic form on CN , descends by the same procedure to a symplectic
form ω on Xr.6 The manifold Xr also inherits a complex structure from CN .
As a complex manifold Xr is the same as the quotient XP of (CN − P) by
the action of (C×)k which is the complexification of the gauge group U(1)k.
Here P ⊂ CN is the locus where the (C×)k orbit does not contain a solution
to Eq. (15.80). The locus P depends on the choice of the values of the ra’s.7

The complex structure is compatible with the metric and the symplectic
form ω defines a Kähler form. Namely, Xr

∼= XP is a Kähler manifold and
the sigma model indeed has (2, 2) supersymmetry as it should.

The standard U(1)N (resp. (C×)N ) action on the coordinates of CN

descends to the U(1)N−k holomorphic isometry (resp. (C×)N−k holomorphic
automorphism) on Xr

∼= XP = (CN − P)/(C×)k. The (C×)N−k action is
free and transitive on an open dense submanifold of XP = (CN −P)/(C×)k.
Such a complex manifold is called a toric manifold and actually any “good”
toric manifold can be realized in this way. As we noted above, the locus
P ⊂ CN depends on the choice of r = {ra}. Therefore, for another choice
r′ = {r′a}, it is possible that Xr′ is isomorphic to a different complex manifold
(CN − P ′)/(C×)k with a different P ′. More generally, for a “wrong” choice
of r = (ra), the manifold Xr could be of lower dimension or even empty (like

6This procedure is called the symplectic reduction of (� N , ω�N ) with respect to the

action of U(1)k and the moment map µa =
�N

i=1 Qia|φi|2 − ra.
7This quotient is called the Geometric Invariant Theory quotient (G.I.T. quotient) of

�
N with respect to the �

k action. The equivalence of Xr and XP = (� N − P)/(� × )k as

a complex manifold is a standard fact: equivalence of symplectic and G.I.T. quotients.
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the r ≤ 0 cases of the U(1) theory with N charge 1 matter fields). Given
the toric manifold XP , the region of r = (ra) such that Xr

∼= XP is called
the Kähler cone of XP . It is given as follows. We quote here a standard
fact in toric geometry that holds under a certain mild assumption (See Sec.
7.4)8: a choice of basis of the gauge group U(1)k corresponds to a choice of
basis e1, . . . , ek of the homology group H2(XP ,Z) in such a way that

(15.82) Qia = c1(Hi) · ea.

Here Hi is the line bundle over XP having φi as a global section. Then

The FI parameter r = (ra) is in the Kähler cone of XP if
and only if

(15.83)
k∑

a=1

mara > 0,

for any m = (ma) such that
∑k

a=1 maea represents a holo-
morphic curve in XP .

The set of homology classes generated by the classes of holomorphic curves
span a cone in H2(XP ,Z) called the Mori cone, and there is a systematic
way to find the generators of the cone.

Let us take r = (ra) to be in the Kähler cone of XP . One can show that
the Kähler class [ω] is linear in the FI parameters ra:

(15.84) [ω] =
k∑

a=1

ra c1(La),

where c1(La) is the first Chern class of the complex line bundle La over
XP . The line bundle La is defined as the quotient of (CN − P) × C by
the action of (C×)k which acts on the last factor by (λ1, . . . , λk) : c �→
λac. In the limit ea → ∞ the worldsheet gauge fields va

µ are fixed to be
va
µ = i

2M
ab
∑N

i=1 Qib(φi∂µφi−∂µφiφi) where Mab is the inverse of the matrix
Mab =

∑N
i=1 QiaQib. By looking at the gauge transformation property of vb

µ

under the phase rotation of the φi’s, we find that vb
µ is the pull back of the

gauge field on Xr that defines a connection of the line bundle La. Thus, the
theta terms

∑k
a=1(θa/2π)

∫
dva turn into the B-field coupling, where the

8The assumption is S = Σ(1) in the notation of Sec. 7.4. We will see an example

where this assumption is violated.
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cohomology class of the B-field is given by

(15.85) [B] =
k∑

a=1

θa c1(La).

To summarize, in the limit ea → ∞ with the values of ra obeying Eq.
(15.83) for the choice of basis of U(1)k specified above, the classical theory
reduces to the supersymmetric non-linear sigma model on the toric manifold,
XP where the cohomology classes of the Kähler form and the B field are
given in Eqs. (15.84)–(15.85).
Effect of Renormalization. In the quantum theory, the FI parameters
run along the RG flow as Eq. (15.57) or

(15.86) ra(µ) = ra(µ′) + b1,a log
(

µ

µ′

)
,

where b1,a =
∑N

i=1 Qia. In particular, the bare FI parameters r0,a = ra(ΛUV)
are in the region where r0,a ∼ b1,aλ with λ # 1. We will show shortly
that this bare FI parameter or r = (ra(µ)) at a sufficiently high energy µ

is in the Kähler cone of a toric manifold XP , provided the sigma model
on XP is asymptotically free. We are interested in the effective theory of
the massless modes which are tangent to the vacuum manifold Xr. In the
effective theory at a scale µ much smaller than any of ea

√
|ra|, one can

integrate out the massive modes. The loop integral of these massive modes
and the massless modes with high frequencies induce new terms. The finite
loops of the massive modes are suppressed in powers of µ/ea

√
|ra| and do

not contribute. The divergent loop simply renormalizes the FI parameters
as Eq. (15.86).

On the other hand, the Kähler class of the non-linear sigma model on
X = XP is renormalized as Eq. (14.20) or

(15.87) [ω](µ) = [ω](µ′) + log
(

µ

µ′

)
c1(X),

where c1(X) is the first Chern class of the holomorphic tangent bundle TX .
Let us compute c1(X). We first note that the holomorphic tangent bundle
appears in the exact sequence

0 −→ O⊕k −→ H1 ⊕ H2 ⊕ · · · ⊕ HN −→ TX −→ 0,

where Hi is the line bundle having φi as a global section (which appears in
Eq. (15.82)). The first map sends (la)k

a=1 to (laQiaφi)N
i=1, and the second
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map sends (fi)N
i=1 to

∑N
i=1 fi∂/∂φi. Thus, the first Chern class is given

by c1(X) = c1(H1 ⊕ · · · ⊕ HN ) − c1(O⊕k) =
∑N

i=1 c1(Hi). Since c1(Hi) =∑k
a=1 Qiac1(La), this leads to the formula

(15.88) c1(X) =
N∑

i=1

c1(Hi) =
k∑

a=1

b1,a c1(La).

Noting the expression in Eq. (15.84) of the Kähler class in terms of the FI
parameters, we find that the RG flow from Eq. (15.87) matches precisely
with the RG flow shown in Eq. (15.86) of the FI parameter.

We learn that the complexified Kähler class is given by

(15.89) [ω] − i[B] =
k∑

a=1

ta
2π

c1(La),

where ta = ra − iθa is the complex parameter that enters into the twisted
F-term of the Lagrangian given by Eq. (15.42). This remains true even after
the renormalization effect is taken into account. Thus, as in the CP1 case,
the complexifield Kähler class is a twisted chiral parameter of the theory.

Finally, as promised, we show that the FI parameters at high energies
determined by Eq. (15.86) indeed form the Kähler cone of a toric manifold
X = XP provided the sigma model on X is asymptotically free. As we noted
before, the non-linear sigma model is well defined only when the Ricci tensor
is non-negative, or equivalently the first Chern class given by Eq. (15.88)
is represented by a positive semi-definite form. A manifold is called a Fano
manifold when it has a positive definite first Chern class and therefore the
sigma model is asymptotically free. (A manifold with positive semi-definite
first Chern class is called a nef manifold .) It follows from Eq. (15.88) that

(15.90) b1,a = c1(X) · ea,

where the ea’s define a basis of H2(XP ,Z) (see Eq. (15.82)). If X is a Fano
manifold, c1(X) is positive definite on any holomorphic curve and therefore

(15.91)
k∑

a=1

mab1,a > 0,

for any m =
∑k

a=1 maea representing a holomorphic curve (i.e., for any m

in the Mori cone). Thus, the renormalization group flow from Eq. (15.86)
shows that if X is a Fano manifold,

∑k
a=1 mara(µ) is positive for any such m
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at sufficiently high energies. Namely, the FI parameter r = (ra) at the cut-
off scale is in the Kähler cone of X and the vacuum manifold is indeed X.
Therefore the quantum linear sigma model always realizes the non-linear
sigma model on X. This is true even if the classical theory has different
regions of r = (ra) where Xr is not isomorphic to X. The quantum theory
consists of a single “phase”. If X is nef but not Fano,

∑k
a=1 mab1,a vanishes

for some curve classes m =
∑k

a=1 maea. Then the FI parameter r = (ra) at
the cut-off scale is not always in the Kähler cone of X = XP for the given
P. In order to obtain the non-linear sigma model on XP , the FI parameters
in such directions should be chosen to be positive. For other choices r′,
Xr′ is isomorphic to XP ′ with another P ′. The quantum theory consists of
multiple “phases”.
Condition for Asymptotic Freedom. The condition of a toric manifold
to be Fano can be stated using a set of combinatorial data called a fan. The
description of a toric variety using a fan is given in Sec. 7.2. We follow the
terminology of that section as much as possible.

In Sec. 7.2, it is explained what a fan is and how to construct a toric
variety XΣ from a fan Σ. XΣ is a quotient of Cn − Z(Σ) by a group G

defined in Sec. 7.3. In Sec. 7.3, it is explained how to construct a fan Σ
from the data (Qia, ra). Then the subset P ⊂ CN introduced above is equal
to Z(Σ), so that X ∼= XΣ = (CN − P)/(C×)k.

The criterion for a toric manifold to be Fano is described as follows. Let
us denote by ∆Σ the convex hull of the vertices Σ(1) and call it the polytope
associated with the fan Σ.9 If the fan consists of the cones over the faces of
the associated polytope ∆Σ, then, XΣ is Fano if and only if the polytope
∆Σ is reflexive. (For the definition of reflexivity, see Def. 7.10.1.)
Examples.

U(1) theories. Consider a theory with chiral matter fields Φ1, · · · ,ΦN

with charges Q1, · · · , QN .
If all Qi are positive, the FI parameter is large and positive at high

energies. In the limit e
√

r → ∞ the theory reduces to the non-linear sigma
model on the vacuum manifold for positive r which is the complex weighted
projective space

(15.92) X = CWPN−1
[Q1,...,QN ].

9In Ch. 7, ∆Σ is denoted by ∆◦.
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The case where Qi are all negative is identical to this; we only have to flip
the sign of r.

When there are both positive and negative Qi’s the vacuum manifold is
non-compact. Let us assume Q1, . . . , Ql are positive and Ql+1, . . . , QN are
negative. The behavior of the theory depends on whether

∑N
i=1 Qi is zero

or not. We discuss the two cases separately.
•
∑N

i=1 Qi > 0
In this case, the FI parameter r is large and positive at the cut-off scale. The
vacuum manifold is the U(1) quotient of

∑l
i=1 Qi|φi|2 = r+

∑N
j=l+1 |Qj ||φj|2,

which is a non-compact manifold. This can be identified as the total space
of a vector bundle over the weighted projective space;

(15.93) X =

 N⊕
j=l+1

LQj −→ CWPl−1
[Q1,...,Ql]

 .

•
∑N

i=1 Qi = 0
In this case, the FI parameter r does not run and both r > 0 and r < 0 are
possible. For r > 0, it is the sigma model on the total space of the vector
bundle

(15.94) X =

 N⊕
j=l+1

LQj −→ CWPl−1
[Q1,...,Ql]

 ,

whereas for r < 0 it is the sigma model on the total space of another vector
bundle on another weighted projective space

(15.95) X =

 l⊕
j=1

L−Qi −→ CWPN−l−1
[|Ql+1|,...,|QN |]

 .

There is a singularity classically at r = 0 where a new branch of free σ

develops. The locus of the singularity is actually shifted by a quantum
effect, as will be discussed later.

Two Examples with
∑N

i=1 Qi = 0.
(i) O(−N) over CPN−1 vs CN/ZN .
Let us consider a U(1) gauge theory with N chiral matter fields of

charge 1, Φ1, . . . ,ΦN , and one chiral field P of charge −N . For r # 0
the theory describes the sigma model on the total space of the line bun-
dle L−N over CPN−1. This is the canonical bundle of CPN−1 and is often
referred to as O(−N), since its first Chern class is −N [H] where [H] ∈
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H2(CPN−1,Z) is the hyperplane class (Poincaré dual to a hyperplane). For
r ! 0, the vacuum manifold is the U(1) quotient of (φ1, . . . , φN , p) obeying
N |p|2 = |r| +

∑N
i=1 |φi|2, which we can think of as a constraint on p. Since

p �= 0 the gauge symmetry U(1) is always broken. When φ �= 0 it is com-
pletely broken, and when φ = 0 it is broken to the subgroup ZN ⊂ U(1)
which fixes p but acts on the φi’s as the phase rotation by N -th roots of unity.
This consideration leads us to see that the vacuum manifold is CN/ZN .

Thus, for r # 0 the theory describes a sigma model on the total space
of O(−N) over CPN−1, while for r ! 0 it is the sigma model on the orbifold
CN/ZN . The parameter r for the r # 0 case corresponds to the size of
the base CPN−1 while the parameter r for the r ! 0 case seems to have
no geometric meaning. It is not clear at this moment how the theory for
r ! 0 depends on this parameter, but the gauge theory description of the
sigma model predicts the existence of such a parameter which classically
appears to be forbidden. (The dependence of the theory on this parameter
will become clear when we look at the mirror description of the theory.)
This is an important observation. Unlike in the case the of sigma model on
a smooth manifold, the sigma model on a singular manifold can have extra
parameters like this. We refer to such a theory, in the limit where r ! 0 as
a theory in an “orbifold phase”.

(ii) O(−1) ⊕O(−1) over CP1.
The next example is associated with the U(1) gauge theory with four

matter fields of charge 1, 1,−1,−1. The vacuum equation reads as

(15.96) |φ1|2 + |φ2|2 − |φ3|2 − |φ4|2 = r.

The vacuum manifold at r # 0 is the total space of O(−1) ⊕ O(−1) over
CP1 where the base is that of (φ1, φ2), while the vacuum manifold at r ! 0
is also the total space of O(−1)⊕O(−1) over CP1 where the base is that of
(φ3, φ4). In both cases, |r| parametrizes the size of the base CP1. At r = 0
(where the interpretation of the theory is not clear) the size of CP1 becomes
zero and the vacuum manifold is singular. Denoting the gauge invariant
coordinates by x = φ1φ3, y = φ1φ4, z = φ2φ3 and w = φ2φ4, the singular
vacuum manifold is described by

(15.97) xw = yz.

This is the so-called conifold singularity.
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Toric del Pezzo Surfaces. We consider here toric Fano manifolds of
dimension 2. Two-dimensional Fano manifolds are called del Pezzo surfaces
and there are ten of them; CP2, CP1×CP1, and blow-ups of CP2 up to eight
points. The first five of them are realized as toric manifolds. The fan and
the vertices are depicted in Fig. 1.

(4) (5)

(1) (2) (3)

Figure 1. Fans for the five toric del Pezzo surfaces: The
black dots are the vertices. The broken segments passing
through the vertices are the boundary of the polytope

(1) CP2.
This has been discussed already. This is realized by U(1) gauge theory

with three chiral multiplets of charge 1. The Kähler cone is r ≥ 0. A single
FI-theta parameter t corresponds to the complexified Kähler parameter of
CP2.

(2) CP1 × CP1.
This is realized by U(1)2 gauge theory with four chiral multiplets, two of

charge (1, 0) and two of charge (0, 1). The Kähler cone is defined by r1 ≥ 0
and r2 ≥ 0. The theory at the cut-off scale is indeed in the Kähler cone
since

∑4
i=1 Qi1 =

∑4
i=1 Qi2 = 2. The two FI-theta parameters t1 and t2

correspond to the complexified Kähler parameters of the two CP1 factors.
(3) One-point blow-up of CP2.
This is realized by U(1)2 gauge theory with four chiral multiplets with

charge (1, 1), (1, 0), (1, 1) and (1,−1). The Kähler cone is given by r1−r2 ≥ 0
and r2 ≥ 0. The FI parameter at the cut-off scale is indeed in the Kähler
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cone since
∑4

i=1 Qi1 = 3 and
∑4

i=1 Qi2 = 1. The map

(15.98) [φ1, φ2, φ3, φ4] �→ [φ1φ4, φ2, φ3φ4]

defines a map to CP2. It is an isomorphism except over the point
[0, 1, 0] ∈ CP2, whose pre-image is a curve E isomorphic to CP1. The second
cohomology group is generated by this “exceptional divisor” E, and by the
inverse image H of the complex line in CP2. These are realized by φ4 = 0
and φ2 = 0, respectively. The FI parameters r1 and r2 are the sizes of H

and E. There is another curve H −E realized by φ1 = 0 (or φ3 = 0) which
has size r1 − r2. The Mori cone is spanned by H − E and E (that is why
the Kähler cone is given by r1 − r2 ≥ 0 and r2 ≥ 0). This surface can also
be considered as a CP1 bundle over CP1 by the map

(15.99) [φ1, φ2, φ3, φ4] �→ [φ1, φ3].

The class of the fiber is the class of, say, the curve φ1 = 0, and therefore is
H −E.

(4) Two-point blow-up of CP2.
This is realized by a U(1)3 gauge theory with five chiral multiplets with

charge (1, 1, 0), (1, 0, 1), (1, 1, 1), (0,−1, 0) and (0, 0,−1). The Kähler cone
is given by r1 − r2 − r3 ≥ 0, r2 ≥ 0, and r3 ≥ 0. The FI parameter at the
cut-off scale is indeed in the Kähler cone since

∑4
i=1 Qi1 = 3,

∑4
i=1 Qi2 = 1,

and
∑4

i=1 Qi3 = 1. The map

(15.100) [φ1, φ2, φ3, φ4, φ5] �→ [φ1φ4, φ2φ5, φ3φ4φ5]

shows that it is the blow-up of CP2 at two points [0, 1, 0] and [1, 0, 0]. The
second cohomology group is generated by the respective exceptional curves
E1 and E2 plus the line H from CP2. The FI parameters r2, r3 and r1 are
the sizes of these curves.

(5) Three-point blow up of CP2.
This is realized by U(1)4 gauge theory with six chiral multiplets whose

charges are (1, 1, 0, 1), (1, 0, 1, 1), (1, 1, 1, 0), (0,−1, 0, 0), (0, 0,−1, 0) and
(0, 0, 0,−1). The Kähler cone is given by r1 − ra − rb ≥ 0, ra ≥ 0 for
a, b = 2, 3, 4 and a �= b. Since

∑4
i=1 Qi1 = 3 and

∑4
i=1 Qia = 1 for a = 2, 3, 4,

the FI parameter at the cut-off scale is indeed in the Kähler cone. The map

(15.101) [φ1, φ2, φ3, φ4, φ5, φ6] �→ [φ1φ4φ6, φ2φ5φ6, φ3φ4φ5]
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shows that it is the blow-up of CP2 at three points [0, 1, 0], [1, 0, 0] and
[0, 0, 1]. The second cohomology group is generated by the respective excep-
tional curves E1, E2 and E3 plus the line H from CP2. The FI parameters
r2, r3, r4 and r1 are the sizes of these curves.

Exercise 15.4.1. Extend all the above examples to a non-compact Calabi–
Yau threefold by introducing an extra field suitably charged under the U(1)’s.
Also give the geometric interpretation of the extra field as a fiber coordinate.

Nef but not Fano: An Example.
Here we consider toric manifolds which are nef but not Fano. These are

the series of complex surfaces Fn (n = 0, 1, 2, . . .) called Hirzebruch surfaces.
Fn is realized as a toric manifold with four vertices given by v1 = (1, 0),
v2 = (0, 1), v3 = (−1,−n) and v4 = (0,−1). As one can see easily by
looking at the fans in Fig. 1, F0 is CP1 ×CP1 and F1 is the one-point blow-
up of CP2. We depict in Fig. 2 the fan for the next one F2. As one can

Figure 2. The fan for F2

easily see, for n ≥ 3 the set of vertices is not convex and the dual polytope
is not an integral polytope.

From the vertices, we read of that the linear sigma model is the
U(1) × U(1) gauge theory with four matter fields of charges Q1 = (0, 1),
Q2 = (1, 0), Q3 = (0, 1), Q4 = (1,−2). Since

∑4
i=1 Qi1 = 2 the parameter

r1 is very large at the cut-off scale, but one can choose the value of r2 since∑4
i=1 Qi2 = 0. The vacuum equations are

|φ2|2 + |φ4|2 = r1,(15.102)

|φ1|2 + |φ3|2 − 2|φ4|2 = r2.(15.103)
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The Mori cone for F2 is spanned for this basis of U(1)2 by e1 and e2. Thus,
the Kähler cone for F2 is

(15.104) r1 ≥ 0 and r2 ≥ 0.

Also, the first Chern class c1(F2) obeys

(15.105) c1(F2) · e1 =
4∑

i=1

Qi1 = 2, c1(F2) · e2 =
4∑

i=1

Qi2 = 0.

Thus, F2 does not have positive first Chern class, i.e., it is not Fano. Since
c1(F2) is still non-negative it is nef. At the cut-off scale r1 is always positive
but one must choose r2 to be positive in order to realize the sigma model
on F2.

What if we had chosen r2 < 0? As long as 2r1 + r2 > 0 there are
solutions to the vacuum equations. The vacuum manifold is the blow-down
of F2 along the curve φ4 = 0 and has an A1 singularity at φ1 = φ3 = 0.10

Thus, the theory with r2 < 0 is identified as the sigma model of the blow
down of F2 along the curve φ4 = 0. However, this variety has only one
Kähler parameter if the A1 singularity is not blown up, and there is no
obvious geometric interpretation of the parameter r2. This is actually the
same as the situation encountered when we discussed U(1) gauge theory with
charge 1, . . . , 1,−N matter fields. As in that case, since the target space has
a singularity (A1 singularity which is of the type C2/Z2) the theory is in an
“orbifold phase” and depends on a “hidden” parameter r2 (or t2 to be more
precise). Precisely how it depends on t2 is most explicitly seen in the mirror
description.
AN−1 ALE Space. This is in a sense a generalization of the example of
O(−2) over CP1. Let us consider a fan as in Fig. 3 with the vertices v1 =
(1, 0), v2 = (1, 1), . . . , vN = (1, N − 1), and vN+1 = (1, N). The correspond-
ing linear sigma model is the U(1)N−1 theory with N + 1 matter fields with
the charges Qi1 = (1,−2, 1, 0, . . . , 0), Qi2 = (0, 1,−2, 1, . . . , 0), . . . , Qi(N−1) =

10There is no solution to the vacuum equation with φ4 = 0. This means that the

vertex v4 = (1,−2) must be eliminated from Σ(1). Then the relation Eq. (15.82) does

not hold in this case.
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Figure 3. The fan for the A3 ALE space

(0, . . . , 1,−2, 1). The gauge invariant variables are

x = 1 · φ2 · φ2
3 · · ·φN−1

N · φN
N+1,(15.106)

y = φN
1 · φN−1

2 · · ·φN · 1,(15.107)

z = φ1 · φ2 · · ·φN · φN+1,(15.108)

which are related by

(15.109) xy = zN .

The subvariety of C3 defined by this equation is a singular surface with a
AN−1 singularity at x = y = z = 0. This singularity can also be represented
by the orbifold C2/ZN . If all the FI parameters are positive, ra # 0, the
vacuum manifold is the AN−1 ALE space which is the minimal resolution of
the singular surface shown in Eq. (15.109). There are curves C1, . . . , CN−1

with the intersection relations dictated by the AN−1 Dynkin diagram. The
curve Ca is defined by φa+1 = 0 and its size is given by ra. (The equations
φ1 = 0 and φN+1 = 0 define non-compact curves that project to y = 0 and
x = 0 respectively.) If some ra are negative, the curve Ca is blown down and
the surface obtains an A1 singularity. If all ra are negative, all Ca are blown
down and the vacuum manifold is the singular surface given by Eq. (15.109)
itself. If some successive ra, ra+1, . . . , ra+l−1 are negative, the corresponding
curves shrink to zero size and the surface has an Al singularity.
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15.4.3. Hypersurfaces and Complete Intersections. So far, we
have been considering gauge theories without F-terms, which reduce at low
enough energies to the non-linear sigma models on toric manifolds. We can
actually obtain non-linear sigma models on a certain class of submanifolds of
toric manifolds by turning on a certain type of superpotential. We focus on
the basic example of hypersurfaces of CPN−1, which captures the essential
point. We also briefly discuss the complete intersections of hypersurfaces
in CPN−1. We leave the cases of hypersurfaces or complete intersections in
more general toric manifolds as exercises for the reader.
Hypersurfaces in CPN−1. Let us consider a degree d polynomial of
φ1, . . . , φN ;

(15.110) G(φ1, . . . , φN ) =
∑

i1,...,id

ai1...idφi1 · · ·φid .

We assume that G(φi) is generic in the sense that

(15.111) G =
∂G

∂φ1
= · · · =

∂G

∂φN
= 0 implies φ1 = · · · = φN = 0.

Then the complex hypersurface M of CPN−1 defined by

(15.112) G(φ1, . . . , φN ) = 0

is a smooth complex manifold of complex dimension N − 2. The Kähler
form of CPN−1 restricts to a Kähler form on M . It is known that the second
cohomology group is one-dimensional and is generated by the restriction of
the class [H] := c1(O(1)) which is represented by a positive-definite Kähler
form (up to normalization). The first Chern class of M is equal to

(15.113) c1(M) = (N − d)[H]|M .

So, M is Ricci positive for d < N , Calabi–Yau for d = N , and Ricci negative
for d > N . The non-linear sigma model on M is asymptotically free, scale
invariant, and infrared free, respectively.

Now, let us consider a U(1) gauge theory with N + 1 chiral multiplets
Φ1, · · · ,ΦN , P of charge 1, · · · , 1,−d. Then the superpotential

(15.114) W = P G(Φ1, . . . ,ΦN )
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is gauge invariant. We consider the following Lagrangian

L =
∫

d4θ

(
N∑

i=1

Φi eV Φi + P e−dV P − 1
2e2

ΣΣ

)

+
1
2

(∫
d2θ̃ (−tΣ) + c.c.

)
+

1
2

(∫
d2θ PG(Φ1, · · · ,ΦN ) + c.c.

)
.

(15.115)

The potential for the scalar field is given by

U =|σ|2
N∑

i=1

|φi|2 + |σ|2d2|p|2 +
e2

2

(
N∑

i=1

|φi|2 − d|p|2 − r

)2

+
1
4

∣∣∣G(φ1, . . . , φN )
∣∣∣2 +

1
4

N∑
i=1

|p|2|∂iG|2.

(15.116)

Let us analyze the spectrum of the classical theory. The structure of the
classical supersymmetric vacuum manifold U = 0 is different for r > 0
and r < 0, and we will treat these two cases (along with the case r = 0)
separately.

r > 0, U = 0 requires some φi �= 0 and therefore σ = 0. If p �= 0, U = 0
further requires G = ∂1G = · · · = ∂NG = 0 which implies by the condition
Eq. (15.111) that all φi = 0. However, this contradicts φi �= 0 for some i.
Thus p must be zero. We thus find that U = 0 is attained by σ = p = 0 and

(15.117)
N∑

i=1

|φi|2 = r, G(φ1, . . . , φN ) = 0.

The vacuum manifold is the set of (φi) obeying these equations, divided
by the U(1) gauge group action. This is nothing but the hypersurface M .
The modes of φi tangent to the manifold M are massless. Other modes are
massive. Some have mass of order e

√
r as in the case without superpotential,

but some others have mass determined by G or its coefficients ai1...id in Eq.
(15.110). If we send e and ai1...id to infinity by an overall scaling, all the
massive modes decouple and the classical theory reduces to the non-linear
sigma model on the hypersurface M , with the complexified Kähler class
given by [ω] − i[B] = (t/2π)[ωFS]|M .

r < 0, U = 0 requires p �= 0 and thus σ = 0. Under the condition Eq.
(15.111), U = 0 then requires all φi = 0. p is thus constrained to the circle

(15.118) |p| =
√

|r|/d.
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The gauge group acts on this circle transitively, and therefore the vacuum
manifold is a single point. A choice of vacuum value of p, say 〈p〉 =

√
|r|/d,

breaks the U(1) gauge symmetry. Therefore, the vector multiplet fields
together with the P -multiplet fields have mass e

√
|r|/d by the superHiggs

mechanism. The fields Φi are all massless as long as the degree d of the
polynomial G(Φi) is larger than two, d > 2. If we take the limit e → ∞, the
classical theory reduces to the theory of Φi’s only. It is the Landau–Ginzburg
theory with the superpotential

(15.119) W = 〈p〉G(Φ1, . . . ,ΦN ),

where 〈p〉 is the vacuum value of p (say 〈p〉 =
√

|r|/d). We should no-
tice, however, that the gauge group U(1) is not completely broken by the
choice of the value of p. Since p has charge −d, the discrete subgroup
Zd ⊂ U(1) remains unbroken. This discrete subgroup acts non-trivially as
the gauge symmetry of the low energy theory of the charge 1 massless modes
Φi. Thus, the Landau–Ginzburg theory is not the ordinary one, but a Zd

gauge theory. Physical fields must be invariant under the Zd action, and
the configuration must be single-valued only up to the Zd action. Such a
gauge theory is usually called an orbifold theory and our low energy theory
is called a Landau–Ginzburg orbifold .

r = 0, U = 0 requires
∑N

i=1 |φi|2 = d|p|2. If p �= 0, some φi �= 0.
However, U = 0 with p �= 0 requires G = ∂1G = · · · = ∂NG = 0 which
means by the condition Eq. (15.111) φ1 = · · · = φN = 0, a contradiction.
Thus p must be zero and φi = 0. Then σ is free. The vacuum manifold is
the complex σ-plane. Σ multiplet fields are always massless. At σ �= 0 other
modes are massive, but they become massless at σ = 0.

In the quantum theory, we must take into account the renormalization
of the FI parameter r. It depends on whether b1 = N − d is positive, zero,
or negative. We separate the discussion into these three cases.

• d < N .
In this case, the theory is parametrized by the dynamically generated scale
Λ which determines the RG flow of the FI parameter

(15.120) r(µ) = (N − d) log(µ/Λ).

At the cut-off scale ΛUV or at a scale much larger than Λ, the FI parameter
is positive and very large: r # 1. Thus, the first case of the above argument
applies. In particular, by taking the limit where e/Λ → ∞ and ai1...id/Λ →



15.4. NON-LINEAR SIGMA MODELS FROM GAUGE THEORIES 377

∞, the theory reduces to the non-linear sigma model on the hypersurface
M . Since

(15.121) c1(M) = (N − d)[H]|M

is positive, the sigma model is asymptotically free. The logarithmic running
of the Kähler parameter of the non-linear sigma model is proportional to Eq.
(15.121) and matches precisely with the logarithmic running in Eq. (15.120)
of the FI parameter.

• d = N .
In this case, the FI parameter does not run and the theory is parametrized
by t = r − iθ. In particular, we can choose the value of r as we wish. We
separate the discussion into three cases.

For r # 0, the theory reduces in the limit e
√

r → ∞ and ai1...id → ∞ to
the non-linear sigma model on the hypersurface M . Since M is a Calabi–
Yau manifold, c1(M) = 0, the Kähler class of the sigma model does not run,
which agrees with the fact that r does not run, either. The complexified
Kähler class is identified as t at large r.

For r ! 0, the theory reduces in the limit e
√

|r| → ∞ to the LG orbifold.
For r = 0, the σ branch develops. It is a non-compact flat direction

and the theory must exhibit some kind of singularity when approached from
r # 0 or r ! 0. The behavior of the theory near r = 0 is modified by
several quantum effects and the theta angle θ plays an important role. This
will be discussed later in this chapter.

• d > N .
In this case, the FI parameter at the cut-off scale is large and negative.
Thus, the theory at high energies does not describe the non-linear sigma
model on the hypersurface M but looks to be closer to the LG orbifold. The
LG orbifold itself is a superconformal field theory and must preserve the
axial R-symmetry. On the other hand, the gauge theory preserves only the
discrete subgroup Z2(d−N) and contains a running coupling (the FI parame-
ter). Thus, it would be appropriate to identify the model as the LG orbifold
perturbed by a relevant operator that breaks the U(1) axial R-symmetry to
Z2(d−N).
Complete Intersections in CPN−1. Let us consider degree dr polynomials
Gr of φ1, . . . , φN (r = 1, . . . , �). We assume that these functions are generic
in the sense that Gr = 0 for all r and

∑�
r=1 pr∂iGr for some pr and for all i
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require φ1 = · · · = φN = 0. Then the submanifold

(15.122) M = { Gr(φ1, . . . , φN ) = 0 ∀r } ⊂ CPN−1

is a smooth complex manifold of dimension N − � − 1. This submanifold
M is called the complete intersection of {G1 = 0}, . . . , {G� = 0} in CPN−1.
The second cohomology group includes a positive class [H]|M (which in fact
generates H2(M,Z) if dimM ≥ 3) and the first Chern class is given by

(15.123) c1(M) = (N − d1 − · · · − d�)[H]|M .

Let us consider a U(1) gauge theory with chiral multiplets Φ1, . . . ,ΦN ,

P1, . . . , P� of charge 1, . . . , 1,−d1, . . . ,−d�. We consider the action that in-
cludes the F-term with the superpotential

(15.124) W =
�∑

r=1

Pr Gr(Φ1, . . . ,ΦN ).

Then one can show that at r > 0 the vacuum manifold is the complete
intersection M .

15.5. Low Energy Dynamics

In the previous discussion, we have identified the gauge theories as non-
linear sigma models (and Landau–Ginzburg models in some cases) by look-
ing at energies which are smaller than the coupling e

√
r but are considered

as high energies from the point of view of the non-linear sigma models. We
now attempt to describe the physics of the linear sigma models at much
lower energies in order to learn about the low energy dynamics of the non-
linear sigma models. In the case where the theory undergoes a dimensional
transmutation we will look at energies µ smaller than the dynamical scale
Λ. In the scale invariant theories, we will probe the region where r is close
to zero.

15.5.1. The Behaviour at Large Σ. It turns out that it is useful in
many ways to look at the behavior of the theory where the lowest component
σ of the super-field-strength Σ is taken to be large and slowly varying. Let
us look at the σ-dependent terms in the kinetic term of the charged matter
field Φ. From Eq. (15.34) we read off that it is

(15.125) −|σ|2|φ|2 − ψ−σψ+ − ψ+σψ−.
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We see that σ plays the role of the mass for the field Φ. Taking σ large
means making Φ heavy. We are thus looking at the region in the field space
where there are heavy charged matter fields.
(1 + 1)-Dimensional Gauge Theory with Heavy Charged Particles.
To be specific, let us consider a U(1) gauge theory with several charged
chiral superfields Φi. At large σ the charged matter fields are heavy and the
massless degrees of freedom are only the Σ multiplet itself. The theory is
that of a U(1) gauge theory in 1 + 1 dimensions with heavy charged fields.

Let us compute the vacuum energy of the system. Since the Φi’s are
heavy, they are frozen at the zero expectation value and one can set Φi = 0
classically. Then the potential energy is given by

(15.126) Ur =
e2

2
r2.

The contributions to the vacuum energy from σ and λ± cancel against each
other because of the supersymmetry. There is actually a contribution to the
energy density from the gauge field vµ. The terms in the action that depend
on the gauge field are

(15.127) S =
1
2π

∫
d2x

(
1

2e2
v2
01 + θv01

)
.

Let us quantize the system by compactifying the spatial direction on S1 so
that x1 is a periodic coordinate of period 2π, x1 ≡ x1 + 2π. By using gauge
transformations vµ → vµ − ∂µγ, one can set

(15.128) v0 = 0, v1 = a(t),

where a(t) depends only on t = x0. The gauge transformation γ = mx1

preserves this form. This is an allowed gauge transformation provided m is
an integer since eiγ = eimx1

is single-valued if m ∈ Z. Thus there is a gauge
equivalence relation

(15.129) a(t) ≡ a(t) + m, m ∈ Z.

In terms of this variable, the action is given by

(15.130) S =
∫

dt

(
1

2e2
ȧ2 + θȧ

)
.
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The transition amplitude (see Eq. (10.11)) from a state Ψi at time ti to a
state Ψf at time tf is given by the path-integral

〈Ψf , e−i(tf−ti)HΨi〉 =
∫

dafdaiΨ∗
f (af )

∫
a(tf )=af
a(ti)=ai

Da eiS Ψi(ai)

=
∫

dafdaiΨ∗
f (af ) eiθaf

∫
a(tf )=af
a(ti)=ai

Da ei
� tf

ti

1
2e2

ȧ2dt e−iθaiΨi(ai)

(15.131)

This shows that the Hamiltonian acts on the phase-rotated wave-functions
Ψ̃(a) = e−iθaΨ(a) as e2

2

(
−i d

da

)2
. Namely, it acts on the ordinary wave-

functions as

(15.132) HΨ(a) =
e2

2

(
−i

d

da
− θ

)2

Ψ(a).

We recall that a is a periodic variable as shown by Eq. (15.129). Thus,
single-valued wave-functions Ψ(a) are expressed as linear combinations of
the Fourier modes e2πnia with n ∈ Z. These Fourier modes are actually the
energy eigenfunctions. Thus, the spectrum is

(15.133) En =
e2

2
(2πn− θ)2.

The ground state energy is therefore given by

(15.134) Evac =
e2

2
θ̂2

where θ̂2 is defined by

(15.135) θ̂2 := minn∈�{(θ − 2πn)2}.

This total energy Evac can be considered also as the vacuum energy den-
sity since 1

2π

∫
dx1 = 1 in the present set-up. What is the value of the

field strength at the ground state? To see this, we note that the conjugate
momentum for a is given by pa = ∂L

∂ȧ = ȧ
e2 + θ. 11 From this we see that

(15.136) v01 = −e2θ + e2pa.

11In fact a naive canonical quantization also leads to the result from Eq. (15.132);

H = paȧ − L = e2

2
(pa − θ)2.
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Namely, the field strength v01 = ȧ is equal to −e2θ up to integer multiples
of 2πe2. In particular, the magnitude of the vacuum value of v01 is

(15.137) |v01|vac = e2|θ̂|.

The vacuum value of v01 is thus discontinuous as a function of θ. There is an
intuitive understanding of this discontinuity, due to Coleman, which applies
when the theory is formulated on R2. We assume that the mass M of the
charged particle is much larger than the gauge coupling, M # e, so that
the charged particles can be treated semi-classically. If we put a charged
particle of charge Q at x1 = 0, it generates a field strength v01 which obeys

(15.138) ∂1v01 = 2πQe2δ(x1).

Namely, it generates a gap of v01 by 2πQe2. Now suppose θ is positive but
smaller than π. Then there is a unique ground state with the field strength
v01 = −e2θ and the energy density U = e2

2 θ2. One cannot have a single
charged particle since that would make v01(+∞) different from v01(−∞) but
v01 is required to take the (unique) vacuum value at both spatial infinities.
However, one can have particles of total charge zero. For instance, let us
consider the situation where we have one with charge 1 at x1 = −L/2 and
one with charge −1 at x1 = L/2. Outside the interval −L/2 ≤ x1 ≤ L/2
the field strength takes the vacuum value −e2θ, while it takes the value
−e2θ+2πe2 inside that interval. The energy of that configuration compared
to the one for the vacuum state with v01 ≡ −e2θ is

(15.139) ∆E =
(

e2

2
(2π − θ)2 − e2

2
θ2

)
L.

As long as θ < π, this energy is positive and is proportional to the separation
L. To decrease the energy, the separation L is reduced to zero. Namely, there
is an attractive force between the particles of opposite charge. Charged
particles cannot exist in isolation; they are confined . Now let us increase
θ so that θ > π. Then ∆E is negative. It is now energetically favorable
for the separation L to be larger and there is a replusive force. Eventually,
the two particles are infinitely separated and disappear to the negative and
positive infinities in x1. What is left is the field strength with the value
v01 = −e2θ+2πe2. The absolute value is nothing but e2|θ̂| for θ in the range
π < θ < 3π. Even if we start without the particles of opposite charges, they
can be created and go off to infinity. Creating a pair costs an energy 2M ,
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but the negative energy ∆E for large L is enough to cancel it. Effectively,
the field strength is reduced by 2πe2. This is the intuitive explanation of
the discontinuity. A similar thing happens when θ goes beyond 3π, 5π, . . .

or when θ decreases in the negative direction and goes below −π, −3π, . . ..12

The total energy density is thus the sum of Eqs. (15.126)–(15.134)

(15.140) U =
e2

2

(
r2 + θ̂2

)
=

e2

2
|t̂|2.

We notice that this expression is almost the same as the potential energy of
the Landau–Ginzburg model obtained by setting Φi to zero and considering
Σ as the ordinary twisted chiral superfield having the twisted superpotential

(15.141) W (Σ) = −tΣ.

That Σ is not really an ordinary twisted chiral superfield but the superfield-
strength (the imaginary part of the auxiliary field is the curvature v01) has
only a minor effect: the shift in θ by 2π times an integer.

This story, however, can be further modified by quantum effects. In the
above discussion we considered Φi to be totally frozen. But of course we
must take into account the quantum fluctuation of the Φi’s. What it does
is to modify the FI-theta parameter as a function of σ. Let us now analyze
this.
Effective Action for Σ. Let us first consider the basic example of the U(1)
gauge theory with a single chiral superfield Φ of charge 1, without F-term
(which is not allowed in this case). Let us take σ to be slowly varying and
large compared to the energy scale µ where we look at the effective theory.
The Φ multiplet has a mass of order σ # µ and therefore it is appropriate to
describe the effective theory in terms of the low frequency modes of Σ only.
Thus, the effective action at energy µ is obtained by integrating out all the
modes of Φ and the modes of Σ with frequencies in the range µ ≤ |k| ≤ ΛUV.
By supersymmetry, the terms with at most two derivatives and not more

12Here we are assuming that there is a matter field of charge 1, or the greatest common

divisor of the charges Qi is 1. If the g.c.d. of Qi’s is q > 1, the critical value of θ is qπ

(times an odd integer) and the definition of θ̂2 is replaced by

θ̂2 := minn∈�{(θ + 2πqn)2}.

Thus, in such a case the physics is periodic in θ with period 2πq.
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than four fermions are constrained to be of the form

(15.142) Seff(Σ) =
∫

d4θ(−Keff(Σ,Σ)) +
1
2

(∫
d2θ̃ W̃eff(Σ) + c.c.

)
.

We try to compute these terms in two steps: integrate out Φ first, then
the high frequency modes of Σ. Since the action S(Σ,Φ) is quadratic in Φ,

the first step can be carried out exactly by the one-loop computation

(15.143) eiS
(1)
eff (Σ) =

∫
DΦ eiS(Σ,Φ).

As we will see, the effective superpotential W̃
(1)
eff (Σ) will not be further cor-

rected by the second step (a non-renormalization theorem). Thus, the focus
will be on obtaining W̃eff by the first step.

Since Σ = σ + θ+θ
−(D − iv01) + · · · , the dependence of the effective

action on D and v01 is as follows. From the D-term we obtain

(15.144)
∫

d4θ(−Keff(Σ,Σ)) = ∂σ∂σKeff(σ, σ)|D − iv01|2 + · · · .

From the twisted F-terms we have

1
2

(∫
d2θ̃W̃eff(Σ) + c.c.

)
=

1
2

(
∂σW̃eff(σ)(D − iv01) + c.c.

)
=DRe

[
∂σW̃eff(σ)

]
+ v01Im

[
∂σW̃eff(σ)

]
+ · · · .

(15.145)

Thus, in order to determine W̃eff it is enough to look at the D and v01 linear
terms in the effective action. The Kähler potential can be determined by the
D-quadratic term. To simplify the computation one can set λ± = λ± = 0
without losing any information. In this case the Φ-dependent part of the
(Euclidean) classical action is

LE
kin =|Dµφ|2 + |σ|2|φ|2 −D|φ|2

− 2iψ−Dzψ− + 2iψ+Dzψ+ + ψ−σψ+ + ψ+σψ−.
(15.146)

We are going to evaluate

(15.147) e−
1
2π

�
∆L

(1)
E d2x: =

∫
D2φDψDψ e−

1
2π

�
LE

kind2x.

The dependence of ∆L
(1)
E on the phase of σ = |σ| eiγ is easy to obtain. At

the classical level, this phase can be absorbed by the phase rotation of the
fermions

(15.148) ψ± → e∓iγ/2ψ±, ψ± → e±iγ/2ψ±.
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However, this is the axial rotation which is anomalous. The effect is thus
the shift in the theta angle noted before. In other words the effective action
for σ is related to that for |σ| by

(15.149) ∆L
(1)
E (σ) = ∆L

(1)
E (|σ|) − iγ v12 = ∆L

(1)
E (|σ|) − i arg(σ)v12.

Now, ∆L
(1)
E (|σ|) is given by

(15.150) e−
1
2π

�
∆L

(1)
E (|σ|)d2x =

det

(
|σ| 2iDz

2iDz −|σ|

)
det
(
−DµDµ + |σ|2 − D

) .

The square of the Dirac operator is(
|σ| 2iDz

2iDz −|σ|

)2

=

(
−4DzDz + |σ|2 0

0 −4DzDz + |σ|2

)

=

(
−DµDµ + |σ|2 − v12 0

0 −DµDµ + |σ|2 + v12

)
,(15.151)

where we have used the relation DzDz = 1
2(DzDz + DzDz) + 1

2 [Dz, Dz] =
1
4DµDµ + 1

2 ivzz. Thus, we obtain

1
2π

∫
∆L

(1)
E (|σ|)d2x = log det(−DµDµ + |σ|2 − D)

− 1
2

log det(−DµDµ + |σ|2 − v12)

− 1
2

log det(−DµDµ + |σ|2 + v12).

(15.152)

There is no v12 linear term in this relation but there is a D-linear term. It
is given by

(15.153)
1
2π

∫
∆L

(1)
E (|σ|)d2x

∣∣∣∣∣
D−linear

= Tr
(

−D

−∂µ∂µ + |σ|2

)
.

Namely, we have
(15.154)

∆L
(1)
E (|σ|)

∣∣∣∣∣
D−linear

= −D

∫
|k|≤ΛUV

d2k

(2π)2
2π

k2 + |σ|2 = −1
2
D log

(
Λ2

UV + |σ|2
|σ|2

)
.
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Similarly we can read the D-quadratic term from Eq. (15.152) as

∆L
(1)
E (|σ|)

∣∣∣∣∣
D−quadratic

= −1
2
D2

∫
|k|≤ΛUV

d2k

(2π)2
2π

(k2 + |σ|2)2

= − 1
4|σ|2D

2 1

1 + |σ|2
Λ2

UV

.

(15.155)

To summarize, we have

(15.156) ∆L
(1)
E (σ) = − log

(
ΛUV

|σ|

)
D−i arg(σ)v12−

1
4|σ|2 (D2−v2

12)+ · · · ,

where + · · · are the terms which are neither linear nor quadratic in (D, v12),
and we have neglected the powers of |σ|/ΛUV which vanish in the continuum
limit. Noting the relation of the Euclidean and Minkowski Lagrangians
LE = −L|x0=−ix2 , we see that

∂σ∆W̃ (1) = log
(

ΛUV

|σ|

)
− i arg(σ) = log

(
ΛUV

σ

)
,(15.157)

∂σ∂σ∆K(1) =
1

4|σ|2 .(15.158)

Thus we find

∂σW̃
(1)
eff = log

(
ΛUV

σ

)
− t0 = log

(µ

σ

)
− t(µ),(15.159)

∂σ∂σK
(1)
eff =

1
2e2

+
1

4|σ|2 .(15.160)

In Eq. (15.159), the dependence on the ultraviolet cut-off ΛUV has cancelled
against the one from the bare coupling t0. Similarly, it is independent of
the choice of the scale µ; the log(µ) dependence is cancelled by the log(µ)
dependence of t(µ) induced by the RG flow. In terms of Λ := µ e−t(µ) = Λeiθ,
the complexified RG invariant scale parameter, Eq. (15.159) can be written
as

(15.161) ∂σW̃
(1)
eff (σ) = log(Λ/σ).

This effective superpotential captures the axial anomaly of the system. The
axial rotation Σ → e2iβΣ shifts the theta angle as θ → θ − 2β (or W̃

(1)
eff (Σ)

has the correct axial charge 2 if we let the axial R-rotation shift the Theta
angle as θ → θ + 2β).

We have yet to integrate out the high frequency modes of the Σ multiplet
fields. This will definitely affect the Kähler potential. However, it cannot
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affect the twisted superpotential. The correction should involve the gauge
coupling constant e but that parameter cannot enter into W̃eff . To elabo-
rate on this point, we first note that the standard requirements (symmetry,
holomorphy, asymptotic condition) constrain the form of the superpotential.
Here we use the axial R-symmetry with σ → e2iβσ, Λ → e2iβΛ and the con-
dition that W̃eff(Σ) approaches Eq. (15.161) at σ/Λ → ∞. The constrained
form is such that

(15.162) ∂σW̃eff(σ) = log(Λ/σ) +
∞∑

n=1

an(Λ/σ)n.

The correction terms take the form of non-perturbative corrections. How-
ever, in the present computation, we are simply integrating out the high
frequency modes of Σ in a theory without a charged field, and there is no
room for non-perturbative effects. Thus, we conclude that all an = 0. This
establishes that Eq. (15.161) remains the same at lower energies.

We thus see that the effective superpotential is given by

(15.163) W̃eff(Σ) = −Σ
(

log
(

Σ
Λ

)
− 1
)

.

We consider its first derivative as the effective FI-theta parameter that varies
as a function of σ:

(15.164) teff(σ) := −∂σW̃eff(σ) = log(σ/Λ).

Using Eq. (15.140) we find that the energy density is given by

(15.165) U =
e2
eff

2

∣∣ t̂eff(σ)
∣∣2 ,

where (1/2e2
eff) = ∂σ∂σKeff , and the hat on t̂eff stands for the shift by 2πn

that is explained above. This shift resolves the apparent problem of the
superpotential shown in Eq. (15.163) not being single-valued.

It is straightforward to generalize the above result to more general cases.
If there are N chiral superfields of charge 1, the effective action is simply
obtained by multiplying ∆L(σ) by N . Thus, the effective superpotential is
(15.166)

W̃eff(Σ) = −Σ
[
N

(
log
(

Σ
µ

)
− 1
)

+ t(µ)
]

= −NΣ
(

log
(

Σ
Λ

)
− 1
)

,

where Λ := µ e−t(µ)/N is the complexified RG invariant dynamical scale. For
the most general case where the gauge group is U(1)k =

∏k
a=1 U(1)a with
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the chiral matter fields Φi of charge Qia, the effective superpotential is
(15.167)

W̃eff(Σ1, . . . ,Σk) = −
k∑

a=1

Σa

[
N∑

i=1

Qia

(
log

(∑k
b=1 QibΣb

µ

)
− 1

)
+ ta(µ)

]
.

This is derived exactly by using one-loop computations in the case where
there is no superpotential term for the Φi’s. However, even if there is such
an F-term, by the decoupling theorem of F-terms and twisted F-terms, the
result Eq. (15.167) will not be affected.

15.5.2. The CPN−1 Model. Now let us study the low energy behavior
of the CPN−1 model. As we have seen, this is realized by the U(1) gauge
theory with N chiral superfields of charge 1. The axial R-symmetry U(1)A

is anomalously broken to Z2N and the theory dynamically generates the
scale parameter Λ. We look at the effective theory at energy µ ! Λ. The
region in the field space where σ is slowly varying compared to 1/µ and
much larger than µ is described by the theory of the Σ multiplet determined
above. Namely, the effective twisted superpotential is given by Eq. (15.166)
with the effective FI-theta parameter

(15.168) teff(σ) := −∂σW̃eff(σ) = N log(σ/Λ).

The supersymmetric ground states are found by looking for the value of σ

that satisfy U = (e2
eff/2)|t̂eff(σ)|2 = 0. Namely, we look for solutions to

teff(σ) ∈ 2πiZ or equivalently

(15.169) eteff(σ) = 1.

This is solved by

(15.170) σ = Λ · e2πin/N , n = 0, . . . , N − 1.

Since the scale µ is taken to be much smaller than Λ, these vacua are in the
region where the analysis is valid. Thus, we find N supersymmetric vacua in
this region. The Z2N axial R-symmetry cyclically permutes these N vacua.
Namely, a choice of a vacuum spontaneously breaks the axial R-symmetry
to Z2:

(15.171) Z2N � Z2.

From this analysis alone, however, we cannot exclude the possibility of
other vacua in the region with small σ. To describe the physics in such a
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region, we need to use a completely different set of variables. If we use the
full variables Φi’s and Σ, we need to find a minimum where the potential U

in Eq. (15.62) vanishes. However, if µ ! Λ, r(µ) is large and negative and
U = 0 cannot be attained by any configuration. This is one indication that
there is no other vacuum state. Also, the above number, N , saturates the
number of supersymmetric vacua

(15.172) dimH∗(CPN−1) = N

found from the direct analysis of the non-linear sigma model (done in Sec.
13.3). This also indicates that there is no other vacuum. However, to find
the decisive answer we need more information, which will be provided when
we will prove the mirror symmetry of the CPN−1 model and the LG model of
affine Toda superpotential. The determination of the supersymmetric vacua
of the latter model is straightforward and it tells us that the above N vacua
are indeed the whole set.
The Dynamics at Large N . We have seen that σ has nonzero expectation
values at these N vacua. This shows that the matter fields Φi, which include
massless modes (the Goldstone modes for SU(N)/ZN � U(N − 1)/ZN )
classically, acquire a mass

(15.173) mΦ � Λ,

at the quantum level. Since there are no Goldstone bosons, the global
symmetry SU(N)/ZN cannot be broken.

Let us try to analyze the gauge dynamics of these massive charged fields.
For this we need to know also the gauge kinetic terms, not only the super-
potential terms. From Eq. (15.160) we see that the effective gauge coupling
constant at the one-loop level is given by

(15.174)
1

e
(1)2
eff

=
1
e2

+
N

2|σ|2 .

As we noted above, this is further corrected by Σ-integrals and we do not
know the actual form of the effective gauge coupling constant. However,
there is a limit in which one can actually use Eq. (15.174) to analyze the
dynamics. It is the large N limit. Since there are N matter fields of the
same charge, the matter integral simply yields N times ∆L(1)(Σ). Thus,
any correction to Eq. (15.174) is suppressed by powers of 1/N . Also, the
gauge coupling near the vacua is of order Λ/

√
N and can be made as small
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as one wishes, no matter how large is the bare gauge coupling e (this is
particularly useful for our purpose — the e → ∞ limit). In particular, in
this limit, the mass of the charged matter fields is very large compared to
the gauge coupling constant,

(15.175) mΦ/eeff ∼
√

N # 1.

Thus, we can treat the charged matter fields semi-classically.
Suppose the Φi or Φi particles are located at x1 = x1, . . . , x1

s. Then the
equation of motion for the gauge field is given by

(15.176)
∂

∂x1

(
v01

e2
eff

+ θeff

)
= 2π

s∑
i=1

εiδ(x1 − x1
i ),

where θeff is the effective theta angle

(15.177) θeff = Im(teff(σ)) = N arg(σ/Λ),

and εi = ±1 is the charge of the particle at x1 = x1
i . Thus, v01/e

2
eff + θeff

has a gap of ±2π at the location of the particles. At any of the N vacua we
have v01 = e2

eff |θ̂eff |2 = 0, which means θeff = 2πn for some n ∈ Z. Thus, in
order to have a finite energy configuration, we need

(15.178)
v01 → 0
θeff → 2πn±

}
at x1 → ±∞,

where n± are some integers. For an arbitrary distribution of particles, we
can find a solution to Eq. (15.176) obeying this condition. In particular,
a Φi particle (or a Φi particle) can exist by itself. In the presence of a Φi

particle, the vacuum at the left infinity x1 → −∞ is not the same as the
vacuum at the right infinity x1 → +∞. This is because

(15.179) θeff

∣∣∣
x1=+∞

− θeff

∣∣∣
x1=−∞

=
∫ +∞

−∞

∂

∂x1

(
v01

e2
eff

+ θeff

)
dx1 =

∫
2πδ(x1 − x1

0) = 2π,

where we have used v01 → 0 at x1 → ±∞. If the left infinity is at σ = Λ, then
the right infinity is at σ = Λ e2πi/N . A configuration connecting different
vacua is called a soliton. We have shown that Φi is a soliton. We will see
later that this soliton preserves a part of the supersymmetry and that its
mass can be computed exactly.

If one Φi particle and one Φi particle are located at x1 = −L/2 and
x1 = L/2 respectively, Eq. (15.176) can be solved by a configuration



390 15. LINEAR SIGMA MODELS

2πn

2π (n+1)

x1

L 2/L /2_

effθ

Figure 4. The configuration of θeff = N arg(σ/Λ) for a pair
of particles, charge 1 at x1 = −L/2 and charge −1 at x1 =
L/2

as shown in Fig. 4. The configuration is at the vacuum in the region
−L/2 < x1 < L/2 and the total energy does not grow linearly as a func-
tion of the separation L. Thus, there is no long range force between them.
Namely, charged particles are not confined in this theory . This is essentially
the effect of the coupling

(15.180) N arg(σ/Λ)v01.

This coupling screens the long range interaction between the charged parti-
cles.

Thus, the Φi particle exists as a particle state in the quantum Hilbert
space. From the classical story, we expect that these states constitute the
fundamental representation of the group SU(N). Note that SU(N) is not
quite the same as the classical global symmetry group SU(N)/ZN . The
symmetry group of the quantum theory is not SU(N)/ZN but its universal
covering group. Such a phenomenon is common in quantum field theories
(known as charge fractionalization). In the present case this happens be-
cause there appeared a state transforming nontrivially under the “overlap”
ZN of SU(N) and the gauge group, U(1). Whether such a thing happens
or not depends on the gauge dynamics. If the Φi particles were confined (as
in the case without arg(σ)-vµ coupling), there would not be a state charged
under the U(1) gauge group, and therefore all the states would be neutral
under ZN = SU(N)∩U(1). In that case, the global symmetry group would
remain as SU(N)/ZN .
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Other Toric Sigma Models. It is straightforward to generalize this anal-
ysis to the linear sigma model of the U(1)k gauge group and N matter fields
of charge Qia that corresponds to the non-linear sigma model on a general
toric manifold X. To find the supersymmetric vacua, the equations to solve
are (in the case where g.c.d. of (Qia)i is 1 for all a)

(15.181) exp (ita,eff(σ•)) = 1, a = 1, . . . , k,

where ta,eff(σ•) = −∂σaW̃eff(σ•) for Eq. (15.167). This equation reads as

(15.182)
N∏

i=1

(
1
µ

k∑
b=1

Qibσb

)Qia

= e−ta(µ), a = 1, . . . , k.

One may be able to find the solution case-by-case, but in general it is a non-
trivial task even to find the number of solutions. More importantly, it is not
clear from this analysis itself whether or not there are other supersymmetric
vacua. Again, one can use the mirror symmetry which will be proved later
to show that there are no other solutions. Also, one can actually compute
the number of supersymmetric ground states using the mirror description.
These turn out to be exactly the Euler number χ(X), which is known to be
the same as the dimension of the cohomology group H∗(X).

15.5.3. The “Phases”. Let us consider a U(1) gauge theory with sev-
eral chiral superfields Φ1, . . . ,ΦM with charges Q1, . . . , QM that sum to zero:

(15.183)
M∑
i=1

Qi = 0.

In this case, the axial R-symmetry U(1)A is an exact symmetry of the quan-
tum theory, and the FI parameter does not run along the RG flow. We have
in mind two classes of theories: one is the linear sigma model for compact
Calabi–Yau hypersurfaces in CPN−1 or weighted projective spaces; the other
is the theory without F-terms, which yields the non-linear sigma model on
non-compact Calabi–Yau manifolds.

Since the FI parameter does not run, one can choose r to have whatever
value one wants. As we have seen in the previous discussion, the theory at
r # 0 and the theory at r ! 0 have completely different interpretations,
and also at r = 0 the theory becomes singular due to a development of a
new branch of vacuum manifold where σ is unconstrained. Thus, it appears
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that the parameter space is completely separated by a singular point r = 0
into two regions with different physics.

This picture is considerably modified when the theta angle θ is taken
into account. The actual parameter of the theory (in addition to the real
and chiral parameters that enter into D-terms and F-terms) is t = r − iθ

and the parameter space is a complex torus or a cylinder. It may appear
that the parameter space is still separated into two regions by the circle at
r = 0. However, this turns out not to be the case when we think about the
origin of the singularity at r = 0. The singularity is expected when there
is a new branch of vacua where new massless degrees of freedom appear.
In the classical analysis at r = 0, this is identified as the Σ multiplet since
there is a non-compact flat direction where σ is free. However, at large σ, as
we have determined, the actual energy density also receives a contribution
from the electric field or theta angle as in Eq. (15.140). Taking into account
the more refined quantum correction, the energy density at large σ is

(15.184) U =
e2
eff

2

(
r2
eff + θ̂2

eff

)
=

e2
eff

2
|t̂eff |2,

where

(15.185) teff = −∂σW̃eff(σ) = t +
M∑
i=1

Qi log Qi.

Here we have used the formula from Eq. (15.167) for W̃eff , where the Σ/µ

dependence disappears because of Eq. (15.183). Thus, the energy at large
σ vanishes at r = −

∑M
i=1 Qi log Qi and at a single value of θ which is 0 or

π (mod 2π) depending on the Qi’s. Thus, except at a single point in the
cylinder, there is no flat direction of σ. This means that the singularity is
expected only at the single point. This yields a significant change in our
picture; the two regions, r # 0 and r ! 0, are no longer separated by a
singularity, but are smoothly connected along a path avoiding the singular
point. These two regions can be considered as a sort of analytic continuation
of each other.

This change of picture has two important applications. One is the cor-
respondence between Calabi–Yau sigma models and Landau–Ginzburg orb-
ifold models. The other is the relation between sigma models on topologi-
cally distinct manifolds. We now describe them here.
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Calabi–Yau/Landau–Ginzburg Correspondence. Let us consider the
U(1) gauge theory with chiral superfields Φ1, . . . ,ΦN , P of charges
1, . . . , 1,−N , with the Lagrangian shown in Eq. (15.115) where
G(Φ1, . . . ,ΦN ) is a generic degree N polynomial. As we have seen, the the-
ory at r # 0 is identified as the non-linear sigma model on the Calabi–Yau
hypersurface G=0 of CPN−1, whereas the theory at r ! 0 is identified as the
LG orbifold with group ZN and the superpotential W= 〈p〉G(Φ1, . . . ,ΦN ).
Thus, the Calabi–Yau sigma model and the LG orbifold are smoothly con-
nected to each other. In other words, the LG orbifold is in the moduli space
of the Calabi–Yau sigma model, or the Calabi–Yau sigma model is in the
moduli space of the LG orbifold. The two are interpretations of different
regions of a single family of theories.

A similar correspondence holds even when we take G = 0. In such a case
the theory at r # 0 describes the sigma model on the total space of O(−N)
over CPN−1, which is a non-compact Calabi–Yau manifold. On the other
hand, as we have seen earlier, the theory at r ! 0 is the sigma model on the
orbifold CN/ZN . In the “orbifold phase” the parameter r has no geometric
meaning. Thus, the sigma model on the total space of O(−N) over CPN−1

and the one on the orbifold CN/ZN are in the same moduli space of theories.
Topology Change. Consider the U(1) gauge theory with chiral superfields
Φ1, . . . ,ΦN of charge Q1, . . . , Ql > 0 > Ql+1, . . . , QN (obeying

∑N
i=1 Qi = 0)

without F-term. As we have analyzed in the examples of Sec. 15.4.2, the
theory at r # 0 is identified as the sigma model on a non-compact CY
manifold which is the total space of a certain vector bundle of a weighted
projective space, whereas the theory at r ! 0 is identified as the sigma model
on the total space of another vector bundle on another weighted projective
space that is generically different from the one at r # 0. Thus, the two
sigma models whose target spaces are (generically) different are smoothly
connected to each other.

15.5.4. Landau–Ginzburg Orbifold as an IR fixed Point. As an-
other example, let us consider the non-linear sigma model on a hypersurface
of CPN−1 of degree d less than N, so that the sigma model is asymptot-
ically free. As we have seen, this theory is realized in the linear sigma
model as a U(1) gauge group with chiral superfields Φ1, . . . ,ΦN , P of charge
1, . . . , 1,−d. The Lagrangian of the theory is given by Eq. (15.115) where
G(Φ1, . . . ,ΦN ) is a generic degree d polynomial. The axial R-symmetry



394 15. LINEAR SIGMA MODELS

U(1)A is anomalously broken to Z2(N−d) and the theory dynamically gener-
ates the scale parameter Λ.

We have analyzed the effective theory at energy µ ! Λ at large and
slowly varying Σ. It is the theory of a U(1) gauge multiplet with the effective
FI-theta parameter given by

(15.186) teff(σ) = (N − d) log(σ/Λ) − d log(−d).

The supersymmetric vacua of this theory are determined by finding solutions
to eiteff (σ) = 1 or

(15.187) σN−d = (−d)dΛN−d,

and we find (N − d) of them in the admissible region. These are mas-
sive, and a choice of vacuum spontaneously breaks the axial R-symmetry as
Z2(N−d) � Z2.

Now let us ask whether these (N − d) are the whole set of vacua. There
is an obvious reason to doubt it; direct analysis of the non-linear sigma
model shows that the number of vacua is equal to the dimension of the
cohomology group H∗(M), which is larger than (N − d). (It is not smaller
than N − 1 since the powers of [H]|M are non-trivial.) How can we find
the rest? They must be in the region where the large σ analysis does not
apply. Let us examine the potential from Eq. (15.116) in terms of the
full set of variables once again, now at low energies. At µ ! Λ the FI
parameter is negative, and the analysis of supersymmetric vacua U = 0 is
completely different from that at high energies. It is more like in the d = N

case with r < 0 and we find a single supersymmetric vacuum at σ = 0,
φi = 0 and |p| =

√
|r|/d where the axial R-symmetry group Z2(N−d) is

not spontaneously broken. Thus, we find at least one extra supersymmetric
vacuum besides those found at σ ∼ Λ. The theory around this vacuum is
described by the LG orbifold of the fields Φ1, . . . ,ΦN with the group Zd

and the superpotential W ∼ G(Φ1, . . . ,ΦN ). For d > 2 this LG orbifold
is expected to flow to a non-trivial superconformal field theory where the
axial Z2(N−d) discrete R-symmetry enhances to the full U(1) symmetry (or
actually further to affine symmetry). One can actually analyze the spectrum
of the supersymmetric vacua of this LG orbifold, which in fact shows that
the number of vacua is dimH∗(M)−(N−d), and the total number saturates
the one derived from the direct analysis. Thus, we expect that this extra
(degenerate) vacuum really exists in the quantum theory and is the only one
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that was missed by the large σ analysis. Of course, to be decisive we need
more information. Again, we will see that mirror symmetry (which we will
give an argument for) shows that this is in fact correct.

15.5.5. A Flow from Landau–Ginzburg Orbifold. As a final ex-
ample, let us consider the case d > N of the U(1) gauge theory considered
directly above. As we have seen, the FI parameter at the cut-off scale is
negative and the theory at high energy describes the LG orbifold perturbed
by an operator that breaks the U(1) axial R-symmetry to Z2(d−N).

The large σ analysis shows that there are (d−N) vacua determined by
Eq. (15.187), each of which breaks Z2(d−N) to Z2. We may also find super-
symmetric vacua near σ = 0. In fact, the FI parameter becomes positive
at low energies and we find the degree d hypersurface M in CPN−1 as the
vacuum manifold at σ = 0. The non-linear sigma model on M is IR free
and we expect this to be one of the IR fixed points of the theory.





CHAPTER 16

Chiral Rings and Topological Field Theory

In this chapter, we study the chiral rings of (2, 2) supersymmetric field
theories. The chiral ring is a basic property of the (2, 2) theories, somewhat
like the Witten index. Just like the Witten index, it is independent of infin-
itely many supersymmetric deformations of the theory. However, unlike the
Witten index it does depend on a finite number of deformations captured by
holomorphic (or anti-holomorphic) parameters capturing the F-terms. The
Witten index turns out to be related to the number of basis elements in
the ring. The ring structure itself requires more data that depend on the
choice of the F-terms. A closely related idea is to consider a slight change of
the conventional (2, 2) theories to obtain what are called “topological field
theories.” Topological theories coincide with ordinary (2, 2) theories on flat
worldsheets, but differ from them on curved Riemann surfaces (known as
“topological twisting”) in a way that leads to preserving half of the super-
symmetries. The chiral ring is captured by the correlation functions of the
observables of the topological field theory on a sphere. We study several
classes of twisted theories in detail and carry out the computation of the
chiral ring in some examples.

16.1. Chiral Rings

Let Q be either

(16.1) QA = Q+ + Q− or QB = Q+ + Q−.

As we have seen before, if we assume that the central charges vanish,
Z = Z̃ = 0, then Q is nilpotent:

(16.2) Q2 = 0.

We have used this fact to consider the Q-cohomology of states, which is
isomorphic to the space of supersymmetric ground states. Instead, here we
consider the Q-cohomology of operators. This will lead us to the notion of
chiral rings.

397
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An operator O is called a chiral operator if

(16.3) [QB,O] = 0,

and a twisted chiral operator if

(16.4) [QA,O] = 0.

As we have seen before in Eq. (12.81), the lowest component φ of a chiral
superfield Φ obeys

(16.5) [Q±, φ] = 0,

and is therefore a chiral operator. Similarly, the lowest component υ of a
twisted chiral superfield U obeys Eq. (12.83)

(16.6) [Q+, υ] = [Q−, υ] = 0,

and is a twisted chiral operator. It follows from the supersymmetry algebra
that if O is a chiral (twisted chiral) operator, then its worldsheet derivative
is QB-exact (QA exact). For instance, if O is a chiral operator, then

i

2

(
∂

∂x0
+

∂

∂x1

)
O =[(H + P ),O] = [{Q+, Q+},O]

={[Q+,O], Q+} + {Q+, [Q+,O]}

={[Q+,O], Q+} − {Q+, [Q−,O]}

={[Q+,O], Q+} − [{Q+, Q−},O] + {Q−, [Q+,O]}

={QB, [Q+,O]}.

(16.7)

Similarly,

(16.8)
i

2

(
∂

∂x0
− ∂

∂x1

)
O = {QB, [Q−,O]}.

Thus, the worldsheet translation does not change the QB (QA) cohomology
class of a (twisted) chiral operator.

If O1 and O2 are two (twisted) chiral operators, then the product O1O2 is
also a (twisted) chiral operator. Thus the Q-cohomology classes of operators
form a ring, called the chiral ring for Q = QB and the twisted chiral ring
for Q = QA.

Let {φi}M
i=0 be a basis of the Q-cohomology group of operators. Since it

is a ring, the product of two elements is expanded as

(16.9) φiφj = φkC
k
ij + [Q,Λ].



16.2. TWISTING 399

The coefficients Ck
ij are the structure constants of the ring with respect to

the basis {φi}M
i=0.

It is symmetric or antisymmetric in i ↔ j depending on whether φi and
φj are both fermionic or not:

(16.10) Ck
ji = (−1)|i||j|Ck

ij .

Since the operator product is associative, φi(φjφk) = (φiφj)φk, the structure
constants obey

(16.11) Cm
il C

l
jk = Cm

lk C l
ij .

Also, the identity operator O = 1 represents a Q-cohomology class whose
product with other elements is trivial. We choose φ0 = 1 so that

(16.12) Ck
0j = Ck

j0 = δk
j .

16.2. Twisting

So far in this chapter we have assumed that the two-dimensional world-
sheet is a flat manifold — the flat Minkowski or Euclidean plane R2, a flat
cylinder R × S1, or a flat torus T 2. However, there are many reasons for
formulating the theories on a curved Riemann surface. One motivation is to
find the correspondence between operators and states. This is usually done
using a worldsheet having the geometry of a hemisphere.

Another motivation comes from string theory. A string amplitude is
given by the sum over all topologies and conformal classes of Riemann sur-
faces, and a starting point is to formulate the amplitude for a fixed genus
surface of arbitrary geometry. There is no obstruction to formulating a su-
persymmetric theory on a curved Riemann surface Σ. We must, however,
take care to choose a spin structure so that one can put spinors on the sur-
face. Once this is done, the action is well defined. However the action is not
necessarily supersymmetric. Consider the supersymmetry variation of the
action, which would be given by

(16.13) δS =
∫

Σ

(
∇µε+Gµ

− −∇µε−Gµ
+ −∇µε+G

µ
− + ∇µε−G

µ
+

)√
hd2x.

Here ε± and ε± are the variational parameters that are spinors on Σ. In
the case where Σ is flat and ε+ et al. can be chosen to be constant, the
above equation means that the action is invariant under the supersymmetry
transformations. On a general Riemann surface, the variation δS vanishes
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for covariantly constant parameters ∇µε± = ∇µε± = 0. However, if Σ
is a curved Riemann surface, there is no covariantly constant spinor on
Σ. Thus, supersymmetry is lost on a curved surface. However, it would
be interesting to find a theory with a fermionic symmetry where one can
make full use of the localization principle and deformation invariance. This
motivates the twisting of the theory. It modifies the theory so that there is
a conserved fermionic symmetry even on a curved Riemann surface. This
twisting agrees with the original theory on regions of the surface where the
metric is flat. In particular the Hilbert space of the physical theory can also
be used for the topological theory, because the two theories are the same on
a flat cylinder (however, the interesting states, from the perspective of the
topological theory turn out to be the ground states of the physical theory,
as we will discuss later).

16.2.1. The Definition. We start with the Euclidean version of the
theory obtained from the Minkowski theory by Wick rotation x0 = −ix2.
(We choose the orientation of the worldsheet so that z = x1 + ix2 is the
complex coordinate.) The theory still has supersymmetry with the algebra
in Eqs. (12.70)–(12.76) as before, and the same Hermiticity condition. In
particular, the R-symmetry generators (if both are conserved) act on the
supercharges as

[FV , Q±] = −Q±, [FV , Q±] = Q±,

[FA, Q±] = ∓Q±, [FA, Q±] = ±Q±.

The SO(1, 1) Lorentz group is now the Euclidean rotation group
SO(2)E = U(1)E with the (anti-Hermitian) generator

(16.14) ME = iM

that acts on the supercharges as

(16.15) [ME , Q±] = ∓Q±, [ME , Q±] = ∓Q±.

We consider a theory that possesses either one of U(1)V or U(1)A R-symmet-
ries under which the R-charges are all integral. Twisting is done with respect
to such an R-symmetry, which we call U(1)R and denote the generator by
R. Its effect is to replace the group U(1)E by the diagonal subgroup U(1)′E
of U(1)E × U(1)R with the generator

(16.16) M ′
E = ME + R,
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i.e., if we consider U(1)′E as the new rotation group. We call this the A-twist
or B-twist depending on which R-symmetry we use;

A-twist : R = FV , U(1)R = U(1)V ,

B-twist : R = FA, U(1)R = U(1)A.

The twisted theory on a curved worldsheet is obtained by gauging the new
rotation group U(1)′E (instead of the one U(1)E) by the spin connection.
What this means is that the fields will now be sections of different bundles
over the Riemann surface, i.e., the “spins” of the fields are modified. For
instance, consider a chiral superfield of trivial R-charges qV = qA = 0

(16.17) Φ = φ + θ+ψ+ + θ−ψ− + · · · .

For the lowest component φ, the ME charge, vector R-charge and axial
R-charge are all zero. Therefore φ has M ′

E charge zero and remains as the
scalar field after twisting. For ψ− it has ME charge 1 and R-charge qV = −1,
qA = 1. That the ME charge of ψ− is 1 means that ψ− is a spinor field, or
a section of the spinor bundle

√
K (K is the canonical bundle on Σ) before

twisting. After A-twist, it has M ′
E charge 1+qV = 0 and it becomes a scalar

field. After B-twist, it has M ′
E charge 1 + qA = 2 and it becomes a vector

or a one-form field which is a section of K. This result and the result for
other component fields are summarized in the following table.

Before twisting A-twist B-twist
U(1)V U(1)A U(1)E L U(1)′E L U(1)′E L

φ 0 0 0 C 0 C 0 C

ψ− −1 1 1
√

K 0 C 2 K

ψ+ 1 1 −1
√

K 0 C 0 C

ψ− 1 −1 1
√

K 2 K 0 C

ψ+ −1 −1 −1
√

K −2 K −2 K

In this table, L is the complex line bundle on Σ in which the field takes
values. (C is the trivial bundle, K is the complex conjugate (or the dual) of
the canonical bundle K.)



402 16. CHIRAL RINGS AND TOPOLOGICAL FIELD THEORY

16.2.2. Some Consequences. There are several important consequen-
ces of twisting that can be derived immediately.

First of all, twisting has no effect on a Riemann surface with a flat metric.
Everything is the same before and after the twisting, since K = K = C.

However, as we vary the metric away from the flat metric, the topological
theory differs from the original theory. In particular, even for the flat metric,
the energy-momentum tensor, which by definition is the variation of the
action with respect to change of metric, will be different for the twisted and
the untwisted theories. More specifically, the energy-momentum tensor Tµν

which is defined classically by δS = − 1
4π

∫ √
hd2x δhµνTµν , and quantum

mechanically by

(16.18) δh〈O〉 =
〈
O 1

4π

∫ √
hd2x δhµν Tµν

〉
,

is modified in the twisted theory in the following way:

(16.19) T twisted
µν = Tµν + 1

4(ελ
µ∂λJ

R
ν + ελ

ν∂λJ
R
µ ).

Here JR
µ is the U(1)R current that is defined with respect to the variation

of the R-symmetry gauge field AR by

(16.20) δAR〈O〉 =
〈
O 1

2πi

∫
∗JR ∧ δAR

〉
.

Twisting affects the spin of the supercharges. It is easy to see from
the commutation relations of ME , FV , FA and the supercharges that the
changes are as in the table.

Before twisting A-twist B-twist
U(1)V U(1)A U(1)E L U(1)′E L U(1)′E L

Q− −1 1 1
√

K 0 C 2 K

Q+ 1 1 −1
√

K 0 C 0 C

Q− 1 −1 1
√

K 2 K 0 C

Q+ −1 −1 −1
√

K −2 K −2 K

Here L is the line bundle in which the supercurrent G takes values, G ∈
Ω1(Σ,L). Thus in the A-twisted theory Q+ and Q− have spin zero, whereas
in the B-twisted theory Q+ and Q− are the spin-zero charges. Since these su-
percharges are now scalars, they make sense without reference to the choice
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of worldsheet coordinates. We notice that the combination QA = Q+ + Q−

(or QB = Q+ + Q−), which we used to define the twisted chiral ring (or
chiral ring), is a scalar in the twisted theory.

16.2.3. Physical Observables of the Topological Theories. The
Hilbert spaces of a topologically-twisted theory and the ordinary theory do
not differ. The same is true of the operators in the two theories. However,
what does change in considering topological theories is the set of operators
and states in the Hilbert space which we consider “physical”. In particu-
lar, in the topologically twisted theory we define physical operators to be
operators that commute with Q = QA or QB. Moreover, the physical states
are labelled by Q-cohomology elements, which are in turn in one-to-one
correspondence with the ground states of the supersymmetric theory.

Exercise 16.2.1. Just as in the case of our discussion of zero-dimen-
sional LG QFT, show that this notion of physical is compatible with the
path-integral definition of the topological theory.

Since the physical operators of the topological theory are defined to be
the Q-cohomology group elements, the physical operators of A-twisted (B-
twisted) theory are the twisted chiral ring elements (chiral ring elements).

We also note that the other supercharges become one-form operators.
A consequence is that the relations Eqs. (16.7)–(16.8) and a generalization
can be written in a covariant form. If O(0) = O is a Q-closed operator, then
one can find a one-form operator O(1) and a two-form operator O(2) such
that

0 = [Q,O(0)],(16.21)

dO(0) = {Q,O(1)},(16.22)

dO(1) = [Q,O(2)],(16.23)

dO(2) = 0.(16.24)

The required operators are

(16.25) B-twist :

{
O(1) = idz[Q−,O] − idz[Q+,O],
O(2) = dz dz {Q+, [Q−,O]},

}
(Q−dz and Q+dz are covariant combinations), and for A-twist they are
obtained from these expressions with the replacement Q− → Q−. Note that
the supercharges have the right spin for O(1) and O(2) to be a one-form and
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a two-form. The Eqs. (16.21)–(16.24) are called descent relations. The first
Eq. (16.21) simply says that O(0) is Q-closed and the last Eq. (16.24) is
a triviality that there is no three-form in two dimensions. The second Eq.
(16.22) is the Euclidean version of Eq. (16.7) and Eq. (16.8) (for B-twist
with Q = QB) and the third Eq. (16.23) can be derived in a similar way.
The construction shown in Eq. (16.25) is the topological version of the
construction shown in Eq. (12.82) of the full chiral multiplet from a chiral
field.

From Eqs. (16.22)–(16.23), we see that

(16.26)
∫

γ
O(1) and

∫
Σ
O(2)

are Q-invariant operators, where γ is a closed one-cycle and Σ is the world-
sheet (assumed to have no boundary). We will see below that the second
type of operator, namely

∫
Σ O(2), effects a deformation of the theory.

In many classes of (2, 2) theories, including those considered in this chap-
ter, the energy-momentum tensor of the twisted theory is actually Q-exact,

(16.27) T twisted
µν = {Q, Gµν},

where Gµν is a certain fermionic symmetric tensor. This relation requires
some explanation: The energy-momentum tensor can be viewed as a density
field for the energy and momentum vector. Thus the integrated version of
the above equation is already familiar, namely H and P can be written as Q

anti-commutators with certain fields. The above formula is a refinement of
this relation, extended to the twisted theories. This is a very important re-
lation. In particular, if we consider the variation of the correlation functions
as we change the worldsheet metric h, we have

(16.28) δh〈O1 · · · Os〉 =
〈

1
4π

∫ √
hd2x δhµν{Q, Gµν}O1 · · · Os

〉
.

This vanishes if all of O1, . . . ,Os are physical operators (Q-closed). Thus,
the correlation functions of the physical operators are independent of the
choice of the worldsheet metric. In this sense the twisted theory is called a
topological field theory.

16.3. Topological Correlation Functions and Chiral Rings

Here we study some general properties of topological correlation func-
tions. To be specific, we consider the B-twisted theory where Q = QB.
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As we will mention, the statements apply to the A-twisted theory with an
obvious exchange of terminology.)

16.3.1. Dependence on the Parameters. As we have seen above,
topological correlation functions are independent of the choice of the world-
sheet metric. We now see how they depend on the parameters of the theory.
We have seen that there are three classes of parameters — parameters that
enter in D-terms, complex parameters that enter in F-terms (and their com-
plex conjugates which enter in conjugate F-terms), and complex parameters
that enter in twisted F-terms (and their complex conjugates which enter in
the conjugate twisted F-terms). We consider them separately.

• A topological correlation function is independent of deformations of the
D-terms. The variation of a D-term inserts in the path-integral an operator
of the form

(16.29)
∫

d4θ ∆K =
∫

dθ
+
dθ

−
dθ−dθ+ ∆K.

This is proportional to
(16.30){

Q+,

[
Q−,

∫
dθ+dθ− ∆K

∣∣∣
θ
±

=0

]}
=
{
Q,

[
Q−,

∫
dθ+dθ− ∆K

∣∣∣
θ
±

=0

]}
,

where we have used the nilpotency of Q−. Thus, the inserted operator is Q-
exact and the correlation function vanishes. Thus the variation of a D-term
does not affect the topological correlation functions.

• It is independent of the twisted chiral and anti-twisted chiral param-
eters. To see this, we note that the twisted chiral deformation corresponds
to the insertion of the operator of the form

(16.31)
∫ √

hd2x

∫
d2θ̃ ∆W̃ (Φ̃) ∝

∫ √
hd2x

{
Q+,

[
Q−,∆W̃ (φ̃)

]}
,

where ∆W̃ (φ̃) is a twisted chiral operator annihilated by both Q+ and Q−.
By the fact that ∆W̃ (φ̃) is annihilated by Q+ we have{

Q+,
[
Q−,∆W̃ (φ̃)

]}
=
{
Q+,

[
Q− + Q+,∆W̃ (φ̃)

]}
= −

{
Q,
[
Q+,∆W̃ (φ̃)

]}
+ total derivative(16.32)

where in the last step we have used the anti-commutation relation of the su-
percharges. Thus, the inserted operator is Q-exact and therefore annihilates
any topological correlation function. So, topological correlation functions
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are independent of the twisted chiral parameters. In a similar way, one can
show that they are independent of the anti-twisted chiral parameters.

• It is independent of anti-chiral parameters. The variation of an anti-
chiral parameter corresponds to the insertion of the type of operator

(16.33)
∫ √

hd2x

∫
d2θ ∆W (Φ) ∝

∫ √
hd2x

{
Q+,

[
Q−,∆W (φ)

]}
.

Using the nilpotency of Q− we have{
Q+,

[
Q−,∆W (φ)

]}
. =

{
Q+ + Q−,

[
Q−,∆W (φ)

]}
=
{
Q,
[
Q−,∆W (φ)

]}
.(16.34)

Thus, the inserted operator is Q-exact and annihilates correlation functions.
• It can depend on the chiral parameters. The variation of the chiral

parameters corresponds to the insertion of the operator∫ √
hd2x

∫
d2θ ∆W (Φ) ∝

∫ √
hd2x {Q+, [Q−,∆W (φ)]}

∝
∫

∆W (φ)(2).(16.35)

This is a non-trivial Q-invariant operator that is the second descendant of
the chiral operator ∆W (φ) (see Eq. (16.25)).

To summarize, we have seen that, in the B-twisted theory, the topological
correlation functions are independent of D-term variations, twisted chiral
and anti-twisted chiral parameters and anti-chiral parameters. This means
that they depend only on the chiral parameters, and the dependence is
holomorphic. (Similarly, in the A-twisted theory, topological correlation
functions depend holomorphically on twisted chiral parameters only.) Since
typically we consider only a finite number of variations of the F-terms, we
thus see that in these cases the topological correlation functions depend
on only a finite-dimensional subspace of the infinite-dimensional parameter
space of the underlying QFT.

16.3.2. Chiral Ring from Three-Point Functions. Let us consider
a genus 0 three-point function, namely, a correlation function for the spher-
ical worldsheet Σ = S2 where three physical operators – φi, φj , φk – are
inserted at three distinct points. It does not matter which metric one puts
on S2, nor where the operators are inserted. We denote this as

(16.36) Cijk = 〈φiφjφk〉0.
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A special role is played by the three-point function with one operator being
the identity operator 1. We denote this by

(16.37) ηij = Cij0.

Since the insertion of the identity operator has no effect, this is really a
two-point function, ηij = 〈φiφj〉0. For the classes of theories we are dealing
with, the matrix ηij is invertible. We consider this matrix ηij as determining
a metric on the parameter space and we call it the topological metric. We
denote the inverse matrix by ηij , so that

(16.38) ηijηjk = δi
k.

Now, let us consider again the general three-point function shown in Eq.
(16.36). Since it does not depend on the position of the insertion points, we
can consider making the insertion points for φj and φk approach each other.
One can replace the product of φj and φk by

(16.39) φjφk = φlC
l
jk + [Q,Λ],

where C l
jk are the chiral ring structure constants as in Sec. 16.1. Then we

see that

(16.40) 〈φiφjφk〉0 = 〈φi(φlC
l
jk + [Q,Λ])〉0 = 〈φiφl〉0C l

jk,

where we use the vanishing of Q-trivial operators. We thus see that

(16.41) Cijk = ηilC
l
jk.

Using the invertibility of the matrix ηil, we find

(16.42) Ci
jk = ηilCljk.

Thus, we have shown that the chiral ring is determined by computing three-
point (B-twisted) topological correlation functions at genus 0. From the
property of the topological correlation functions studied above, the chiral
ring structure constants depend holomorphically on the chiral parameters
only. (Similarly, the twisted chiral ring is determined by three-point corre-
lators of the A-twisted theory. The structure constants depend holomorphi-
cally on the twisted chiral parameters only.)
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16.4. Examples

We work out twisting in some detail for several classes of theories. The
classes of theories we consider here are non-linear sigma models and Landau–
Ginzburg models. For the non-linear sigma model on a Kähler manifold X,
U(1)V is always unbroken but U(1)A R-symmetry is anomalously broken
if the first Chern class c1(X) is non-vanishing. Thus, for a manifold with
c1(X) �= 0, only the A-twist is possible, while for a Calabi–Yau manifold,
the B-twist is also possible since c1(X) = 0. For the linear sigma model,
the condition for unbroken U(1)A (B-twistability) is whether the sums of
charges are all zero or not. For Landau–Ginzburg models, U(1)V is broken
by the superpotential unless the superpotential is quasi-homogeneous, while
the condition for unbroken U(1)A is the same as in the non-linear sigma
models. In what follows, when we say LG model we mean that the target
space is Calabi–Yau. Then the LG model is always B-twistable.

We consider A-twist of non-linear sigma models on general target spaces,
B-twist of LG models, and B-twist of Calabi–Yau sigma models. The struc-
ture of the theory for the A-twist of linear sigma models is similar to that
of the non-linear sigma model and we leave it to the reader to work it out
in detail. We explicitly compute the chiral ring in several examples.

16.4.1. A-Twist of Non-linear Sigma Models. We first consider
the A-twist of the non-linear sigma model on a Kähler manifold X of di-
mension n. Before twisting, it is described by the n chiral multiplet fields
Φi. The lowest components φi represent the complex coordinates of the map
of the worldsheet to the target space

(16.43) φ : Σ → M.

The fermions ψi
± are considered as the components of the spinors ψ± with

values in φ∗TM (1,0). The Lagrangian is given in Eq. (13.15) with W = 0,
and the supersymmetry variations of the component fields are given in Eq.
(13.16).

Now let us perform the A-twist. This is done simply by changing the
spin of the fermions ψ± and ψ±. The changes are as in the table shown
before; ψ− and ψ+ are now scalars while ψ+ and ψ− are anti-holomorphic
and holomorphic one-forms respectively (where all these forms are valued in
the pull-back of suitable tangent bundles of M). In order to make the new
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spin manifest, we rename these fields as

χi := ψi
−, χı := ψı

+,(16.44)

ρı
z := ψı

−, ρi
z := ψi

+.

The action is then written as

S =
∫

d2z
(
gi h

µν∂µφ
i∂νφ


√

h− igiρ

zDz̄χ

i

+ igiρ
i
z̄Dzχ

 − 1
2
Rik̄jl̄ρ

i
z̄χ

jρk̄
zχ

l̄
)
.

(16.45)

We now look at the action of the scalar supercharge Q+ and Q−. For this
we simply have to set ε+ = ε− = 0 in the supersymmetry transforma-
tion given by Eq. (13.16). This gives us the variation of the fields under
δ = ε−Q+ + ε+Q−:

(16.46)
δφi = ε+χi,

δρi
z = 2iε−∂zφ

i + ε+Γi
jkρ

j
zχ

k,

δχi = 0,

δφı = ε−χı,

δχı = 0,

δρı
z = −2iε+∂zφ

ı + ε−Γı
k̄
ρk̄

zχ
.

The variation under the Q operator QA = Q+ + Q− is obtained by setting
ε+ = ε− in these formulae.
Physical Operators. Let us analyze the Q = QA-cohomology classes of
operators. Let us focus on operators associated to points on the manifold
(i.e., operators of type O(0) and not

∫
γ O(1) or

∫
Σ O(2)). To have a covariant

zero-form operator, we can only use the scalar fields φ and χ. We cannot
use their derivatives, nor ρ which is a one-form on the worldsheet, because
the only way to construct a zero-form out of them is to use the worldsheet
metric and thus the operator we get would be Q-exact.

Exercise 16.4.1. Show this by using the fact that the variation of the
worldsheet metric is a Q-trivial operation and so it should not change the
topological correlation functions.

We thus consider operators made up only of φ and χ. We can associate
such operators to the differential forms on X according to the rule

χi ↔ dzi, χī ↔ dz ī,(16.47)

or more generally

ωi1i2···ip12···q
(φ)χi1χi2 · · ·χipχ1χ2 · · ·χq

←→ ωi1i2···ip12···q
(z)dzi1dzi2 · · · dzipdz1dz2 · · · dzq .(16.48)
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It is easy to see that the operators Q− and Q+ are identified as the Dolbeault
operators

(16.49) Q− ↔ ∂, Q+ ↔ ∂,

and QA corresponds to the de Rham operator (exterior derivative) d = ∂+∂.
Then the QA-cohomology classes are identified as the d-cohomology classes
of differential forms. Namely, they are the de Rham cohomology classes.
Thus, the physical operators of this class are in one-to-one correspondence
with the de Rham cohomology classes,

(16.50)
{

physical operator
}
∼= H∗

DR(X).

A particularly useful representative of the Q-cohomology class is in terms of
the dual homology cycles. Let D be a homology cycle of real codimension
r. Then its Poincaré dual [D] is a cohomology class in Hr(X) which is
represented as the delta function r-form supported on D. Let us denote the
corresponding operator by OD. This operator, inserted at x ∈ Σ, OD(x),
vanishes for a configuration in which the map φ sends x outside the cycle D.
Correlation Functions. Let us analyze the correlation function of physical
operators Oi,

(16.51) 〈O1 · · · Os〉 =
∫

DφDχDρ e−SO1 · · · Os.

The path-integral is over all possible configurations. In particular, it con-
tains the integral over all possible maps φ from Σ to X. We classify the
space of maps by the homology class of the image:

(16.52) β = φ∗[Σ] ∈ H2(X,Z).

Accordingly, the path-integral is decomposed into the sum over these ho-
mology classes,

(16.53) 〈O1O2 · · · Os〉 =
∑

β∈H2(M,�)

〈O1O2 · · · Os〉β,

where

(16.54) 〈O1O2 · · · Os〉β :=
∫

φ∗[Σ]=β

DφDχDρ e−SO1O2 · · · Os.

Selection Rule. The classical U(1)V and U(1)A R-symmetries of the the-
ory remain after twisting as the symmetry of the classical Lagrangian. As
a consequence, the correlation function given by Eq. (16.54) obeys certain
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selection rules. Let us assume that each operator Oi corresponds to a dif-
ferential form of definite Hodge degrees:

(16.55) Oi ←→ ωi ∈ Hpi,qi(X).

This operator has vector R-charge qV = −pi + qi and axial R-charge qA =
pi + qi.

First, the vector R-symmetry is not anomalous, as in the theory be-
fore twisting. Thus, the correlation function given by Eq. (16.54) is non-
vanishing only if

∑s
i=1 pi =

∑s
i=1 qi. Second, the axial R-symmetry is

generically anomalous. The anomaly manifests itself as the mismatch of
the fermion zero modes. For a fixed map φ : Σ → X, the relevant mismatch
is

#(χ zero modes) − #(ρ zero modes).

This is the index of the differential operators that appear in the fermion
kinetic terms. They are the Dolbeault operators in this case (rather than
the Dirac operator for the untwisted theory) and the index is 2k, where

k =
∫

Σ
ch(φ∗TX(1,0))td(Σ) =

∫
Σ
φ∗c1(X) + dimX(1 − g)

=c1(X) · β + dimX(1 − g).
(16.56)

Thus, the axial rotation eiFAα rotates the path-integral measure by ei2kα.
Note that it depends only on the homology class β = φ∗[Σ] of the map.
Therefore, the correlation function given by Eq. (16.54) for the fixed degree
β must obey the selection rule

∑s
i=1(pi + qi) = 2k. Combining this with the

selection rule
∑

i pi =
∑

i qi from the vector R-symmetry, we see that the
correlation function in Eq. (16.54) is non-vanishing only when

(16.57)
s∑

i=1

pi =
s∑

i=1

qi = c1(M) · β + dimX(1 − g).

Localization to Q-fixed Points (Generic Case). We now make use
of the localization principle. Since there is a fermionic symmetry Q under
which all inserted operators are invariant, the path-integral in Eq. (16.54)
picks up contributions only from the loci where the Q-variation of the
fermions vanishes. By looking at δρi

z and δρı
z in Eq. (16.46), we see that a

Q-fixed point obeys

(16.58) ∂zφ
i = 0.
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This simply says that the map φ : Σ → X is a holomorphic map (for a fixed
metric of Σ, namely for a fixed complex structure of Σ). The path-integral
localizes on such configurations. The bosonic part of the action Sb is given
by

Sb =
∫

Σ
gi

(
∂zφ

i∂zφ
 + ∂zφ

i∂zφ

)
d2z

=2
∫

Σ
gi∂zφ∂zφ

 d2z +
∫

Σ
φ∗ω ≥

∫
Σ
φ∗ω = ω · β

(16.59)

where ω is the Kähler form. It is bounded from below, and the minimum
Sb = ω ·β is attained for a holomorphic map. (This gives another reason why
the path-integral receives the dominant contribution at holomorphic maps;
however, by deformation invariance these are not just dominant contribu-
tions but actually the only relevant ones.) If we had a non-trivial B-field,
the action for a holomorphic map would be

(16.60) Sb =
∫

Σ
φ∗(ω − iB) = (ω − iB) · β.

Let us make some technical assumptions; We assume that the number
k in Eq. (16.56) is non-negative and there is no ρ zero mode. We further
assume that the moduli space of homolorphic maps of degree β,

(16.61) MΣ(X,β) =

{
φ : Σ → X

∣∣∣∣∣ holomorphic
φ∗[Σ] = β

}
,

is a smooth manifold. Then the tangent space of the moduli space MΣ(X,β)
is identified as the space of χ zero modes and hence

(16.62) dim� MΣ(X,β) = k.

The path-integral from Eq. (16.54) reduces to the integral over the finite-
dimensional space MΣ(X,β), where the measure is given as a result of
the integration of the infinitely many nonzero modes. The latter integra-
tion gives 1 due to the cancellation of bosonic and fermionic determinants.
Therefore the measure on MΣ(X,β) simply comes from the inserted opera-
tors (and the weight e−(ω−iB)·β). The operator Oi (inserted at xi ∈ Σ) can
be identified as the pull-back of ωi ∈ H∗(X) by the evaluation map at xi

evi : MΣ(X,β) −→ X,(16.63)

φ �−→ φ(xi).
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Then the correlation function is given by

(16.64) 〈O1 · · · Os〉β = e−(ω−iB)·β
∫

MΣ(X,β)

ev∗1ω1 ∧ · · · ∧ ev∗sωs.

The total form degree indeed agrees with the dimension of the moduli space
if and only if the selection rule Eq. (16.57) is satisfied.

If [ωi] are the Poincaré duals of the cycles Di in X, the integral on the
right-hand side of Eq. (16.64) has a simple geometric meaning. In such a
case, ωi can be chosen to be the delta function form supported on Di and
the integral can be identified as the number of holomorphic maps (of degree
β) where xi is mapped into Di:

(16.65) nβ,D1,...,Ds = #

φ : Σ → X

∣∣∣∣∣
holomorphic
φ(xi) ∈ Di ∀i
φ∗[Σ] = β

 .

Thus, the total correlation function is

(16.66) 〈O1 · · · Os〉 =
∑

β∈H2(X,�)

e−(ω−iB)·βnβ,D1,...,Ds .

For a homology class β that contributes to the sum in Eq. (16.66), we have
the bound

(16.67) ω · β ≥ 0.

This is because the Kähler form ω restricted to a holomorphic curve φ(Σ)
is positive semi-definite. It vanishes only if φ(Σ) is a point; namely, for
the case where β = 0. Thus, in the large volume limit where ω becomes
large, the sum in Eq. (16.66) is dominated by the β = 0 contribution. The
moduli space of β = 0 holomorphic maps is the moduli space of a point in
X, namely X itself

(16.68) MΣ(X, 0) ∼= X.

The evaluation map evi is the identity map for all i; evi = idX . Here we
have been assuming that there are no ρ zero modes. This implies, from
Eq. (16.57), since β = 0 and assuming the left-hand side of that equation
is positive (which is always the case except for no insertions) that we are
dealing with a genus g = 0 Riemann surface, i.e., a sphere. This selection
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rule is the same as in the case of classical intersection theory. In fact we
have for the degree 0 contribution on the sphere

(16.69) 〈O1 · · · Os〉0 =
∫
X

ω1 ∧ · · · ∧ ωs = #(D1 ∩ · · · ∩Ds).

Thus, the correlation function from Eq. (16.66) can be interpreted as a
quantum deformation of the classical intersection numbers.

We finally note that the topological metric is given by

(16.70) ηij = 〈1OiOj〉0 =
∫
X

ωi ∧ ωj .

Namely, it is the intersection pairing on X. However unlike Cijk it turns out
that η does not receive quantum corrections from non-trivial holomorphic
maps, and continues to be given by the classical intersection pairing for the
full quantum theory.
Non-generic Case. We next consider the cases where some of the assump-
tions made above are relaxed. In particular, we consider the cases where
there are some ρ zero modes. We recall that a ρ zero mode is a solution to
the equation

(16.71) ∂zρzi = 0,

where we have used the variable ρzi = giρ

z. Thus the space of ρ-zero modes

is the space of holomorphic sections

(16.72) H0(Σ,K ⊗ φ∗T ∗
M ).

We assume that the dimension of the space Eq. (16.72) (or the number of ρ

zero modes) is a constant, �, along the moduli space of holomorphic maps.
Then the dimension of the moduli space MΣ(X,β) is k + �, and the family
of vector spaces shown in Eq. (16.72) defines a vector bundle V of rank �

over MΣ(X,β).
The path-integral starts with the integration over infinitely many nonzero

modes in the quadratic approximation. The bosonic and fermionic determi-
nants almost cancel with each other and we are left with the action for the
zero modes which reads as
(16.73)

S0 =
∫

Σ
d2z

(
1
2
ρi

zRik̄jl̄χ
jχl̄ρk̄

z − 1
4
ρzχ

k̄∂zφ
lRi

k̄l
Gzz j

i χk∂zφ
l̄Rm

jkl̄ρzm

)
.
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The first term is the four-fermi interaction in the classical action given by
Eq. (16.45) and the second term comes from completing the square of the
bosonic nonzero modes. (Gzz̄ j

i in the second term represents the inverse
of the Laplacian DzDz that appears in the bosonic kinetic term.) One can
write this action as

(16.74) S0 = (ρ, FVρ)

where (, ) is a Hermitian inner product on the bundle V and FV is an ex-
pression bilinear in χ. One can show that this FV is proportional to the
curvature of a Hermitian connection of V if we identify the χ’s as the one-
forms on MΣ(X,β). As we have seen in the zero-dimensional quantum field
theory, integration of e−(ρ,FVρ) over ρ yields the Pfaffian of FV . Up to a
constant, this is equal to the Euler class of V:

(16.75) Pf(FV) ∝ e(V).

Then the correlation function can be written as

(16.76) 〈O1 · · · Os〉β =
∫

MΣ(X,β)

e(V) ∧ ev∗1ω1 ∧ · · · ∧ ev∗
sωs.

Note that e(V) is represented by an (�, �)-form and the integrand has exactly
the right form-degree to be integrated over the (k + �)-dimensional space
MΣ(X,β), provided the selection rule

∑
i pi =

∑
i qi = k is obeyed.

Example 16.4.1 (X = CP1). As an example, consider the case when the
target space is CP1. We determine the twisted chiral ring of the CP1 sigma
model by computing the three-point topological correlators. The cohomology
group of CP1 is non-trivial for H0(CP1) and H2(CP1), where H2(CP1) is
generated by the class H which is Poincaré dual to a point. It therefore
integrates to 1;

(16.77)
∫
� �1

H = 1.

We denote by P and Q the operators corresponding to the cohomology class
1 ∈ H0(CP1) and H ∈ H2(CP1) respectively. Since Eq. (16.77) is the only
non-trivial integral, we have

(16.78) 〈POαOβ〉 = ηαβ =

{
1 ηPQ and ηQP ,

0 otherwise.
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The remaining correlator to consider is 〈QQQ〉. It is expanded as

(16.79) 〈QQQ〉 =
∑
n∈�

〈QQQ〉n,

where 〈QQQ〉n is the contribution from the degree n maps (β = n[CP1]).
Since the first Chern class is c1(CP1) = 2H, the axial anomaly for degree
n maps is 2k with k = c1(CP1) · β + dim CP1(1 − 0) = 2n + 1. Since Q

has axial charge 2, only the degree n = 1 maps contribute to this correlation
function. The correlation function can be computed using Eq. (16.65). Since
Q corresponds to the class H which is Poincaré dual to a point y ∈ X =
CP1, the correlator is the number of maps where three distinct insertion
points x1, x2, x3 ∈ Σ = CP1 are mapped to arbitrarily chosen distinct points
y1, y2, y3 ∈ X = CP1. It is obvious that there is only one such map;

(16.80) n1,y1,y2,y3 = 1.

Thus, we have shown

(16.81) 〈QQQ〉 = 〈QQQ〉1 = e−t,

where we have abbreviated (ω − iB) · [CP1] by t. What we have computed
determines the twisted chiral ring as

PP = P,

PQ = QP = Q,(16.82)

QQ = e−tP.

In the classical cohomology ring, the last equation would be QQ = 0. Note
that the chiral ring given above reduces to the classical ring as we let
t → ∞, as expected. The above ring is thus the quantum deformation of
the cohomology ring of CP1, and is sometimes called its quantum cohomol-
ogy ring.

16.4.2. B-Twist of Landau–Ginzburg Models. We next consider
the B-twist of the Landau–Ginzburg model on a (non-compact) Calabi–Yau
manifold M with a superpotential

(16.83) W : M → C.

We will soon focus our attention on the case where M is flat, but for later use
we will be general for the moment. The Lagrangian and the supersymmetry
transformations before twisting are as in Eqs. (13.15)–(13.16). The B-twist
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is done by changing the spin of the fermions ψ± and ψ±. The changes are as
in the table: ψ± are now scalars while ψ+ and ψ− are anti-holomorphic and
holomorphic one-forms respectively (all with values in the pull-back of the
holomorphic or anti-holomorphic tangent bundle of M). We rename these
fields as

ψı := ψı
−, ψı := ψı

+,(16.84)

ρi
z := ψi

−, ρi
z := ψi

+.

The action is written

S =
∫

d2z
(
gi h

µν∂µφ
i∂νφ


√

h− igiψ
Dzρ

i
z

+ igiψ
Dzρ

i
z −

1
2
Rik̄jl̄ρ

i
zρ

j
zψ

k̄ψ l̄

+
1
8
gi∂W∂iW +

1
4
(Di∂jW )ρi

zρ
j
z +

1
4
(Dı∂W )ψı ψ

)
.

(16.85)

The scalar supercharges in the B-twisted model are Q+ and Q−. Their
action on the fields can be seen by setting ε± = 0 in the supersymmetry
transformations as shown by Eq. (13.16). This gives us the variation of the
fields under δ = ε−Q+ − ε+Q−;

(16.86)
δφi = 0,
δρi

z = 2iε−∂zφ
i,

δρi
z = 2iε+∂zφ

i,

δφı = −ε+ψı + ε−ψı,

δψı = ε+(−1
2g

ıj∂jW + Γı
k̄

Ψ̄
−Ψ̄k

+),

δψı = ε−(−1
2g

ıj∂jW + Γı
k̄

Ψ̄
−Ψ̄k

+).

The variation under the Q operator QB = Q+ + Q− is obtained by setting
ε+ = −ε− in these formulae.

Now let us focus on the LG model on a flat manifold, M .
Physical Operators. Let us first determine the physical operators of the
model. For this purpose it is convenient to rewrite Eq. (16.86) for the QB

variation ε+ = −ε− =: ε in the following form:

(16.87)
δφi = 0,
δ(ψı − ψı) = εgıj∂jW,

δρi
µ = −2εJν

µ∂νΦi.

δφı = −ε(ψı + ψı),
δ(ψı + ψı) = 0.

Here we have used (local) flat coordinates on M . From this formulation it
is obvious that the physical operators are holomorphic combinations of φi,
namely holomorphic functions on M . A function is QB-trivial (QB-exact)
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if and only if it can be written as

(16.88) vW = vi∂iW,

where v := vi∂/∂zi is a holomorphic vector field on M . Thus, the space
of physical operators is the space of holomorphic functions of M modulo
the subspace spanned by functions of the form Eq. (16.88). We denote the
operator corresponding to a function f by Of . If M = Cn, the physical
operators are polynomials in φ1, . . . , φn modulo ∂1W, . . . , ∂nW . The chiral
ring is simply the ring of functions on M modulo the ideal of functions of
the form Eq. (16.88):

(16.89) OfOg = Ofg.

In the case of X = Cn it is the ring of polynomials

(16.90) chiral ring = C[φ1, . . . , φn]/(∂iW ).

We will reproduce this also from the point of view of topological correlation
functions.
Correlation Functions. Let us analyze the topological correlation func-
tions

(16.91) 〈Of1 · · ·Ofs〉 =
∫

DφDψDρ e−SOf1 · · ·Ofs .

Again we make use of the localization principle to evaluate this function.
By looking at Eq. (16.86) or Eq. (16.87) we see that a Q-fixed point obeys

∂µφ
i = 0,(16.92)

∂iW = 0.(16.93)

Namely, it is a constant map into a critical point of W . To simplify the anal-
ysis we assume that there are only isolated, non-degenerate critical points
y1, . . . , yN . The path-integral in Eq. (16.91) decomposes into the sum over
critical points

(16.94) 〈Of1 · · ·Ofs〉 =
N∑

i=1

〈Of1 · · ·Ofs〉|yi .

Each summand can be computed by the quadratic approximation around
φ(x) ≡ yi. The integration variables are classified into non-constant modes,
where the kinetic terms in Eq. (16.85) are non-trivial, and the “constant
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modes” that annihilate the kinetic terms. The bosonic and fermionic non-
constant modes are paired as usual, and the determinants from their inte-
grals cancel against each other. On the other hand, the constant modes are
not paired. Each of φi, φı, ψi and ψı has a single constant mode. Each of
ρi

z and ρi
z has g “constant modes” where g is the genus of the worldsheet Σ.

By a standard computation, the integrals over these constant modes are∫
d2nφ e−

1
4
gi∂iW∂W =

1
| det ∂i∂jW |2(yi)

,(16.95) ∫
dnψdnψ e−

1
2
∂ı∂Wψıψ

= det ∂ı∂W (yi),(16.96) ∫
dngρdngρ e−

1
2
∂i∂jWρi

zρj
z = (det ∂i∂jW )g(yi),(16.97)

and the product is simply

(16.98) (det ∂i∂jW )g−1(yi).

Therefore, the correlation function is given by

(16.99) 〈Of1 · · ·Ofs〉g =
N∑

i=1

f1(yi) · · · fs(yi)(det ∂i∂jW )g−1(yi).

Note in particular the independence from W , as was expected by general
arguments discussed earlier. The result for g = 1 is the same as the cor-
relation functions of the zero-dimensional and one-dimensional LG QFT
discussed before. This is not an accident. If we consider the LG theory on
a T 2 with periodic boundary conditions for fermions, then as we deform the
metric on T 2 we can obtain a reduction to S1 or to a point, i.e., reduction
to one-dimensional or zero-dimensional QFT. Since the topological corre-
lation functions are independent of the metric of T 2 this implies that the
answer should have agreed with those obtained in the one-dimensional and
zero-dimensional cases discussed earlier.

From Eq. (16.99), we see that the genus 0 three-point functions and the
topological metric are given by

Cijk =
∑

dW=0

fifjfk

det ∂i∂jW
,(16.100)

ηij =
∑

dW=0

fifj

det ∂i∂jW
.(16.101)

Exercise 16.4.2. Show that the three-point function is compatible with
the chiral ring of the topological LG theory given by Eqs. (16.89)–(16.90).
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Example 16.4.2 (Sine-Gordon model). We take M to be the flat cylinder
C× with the global coordinate z so that C× = {z �= 0}. The flat coordinate
on the cylinder is given by log z. We consider the LG model on C× with the
superpotential

(16.102) W = z + e−tz−1.

The chiral ring is generated by 1, z with the ring relation

(16.103) z2 = e−t.

The critical points of the superpotential are given by z = ± e−
t
2 . The Hes-

sians at these points are z∂(z∂W ) = ±2 e−
t
2 . Thus the correlation functions

can easily be determined using Eq. (16.99):

〈1 1 1〉g=0 =
1 · 1 · 1
2 e−

t
2

+
1 · 1 · 1
−2 e−

t
2

= 0,

〈1 z z〉g=0 =
1 · e−

t
2 · e−

t
2

2 e−
t
2

+
1 · (− e−

t
2 ) · (− e−

t
2 )

−2 e−
t
2

= 0,

〈1 1 z〉g=0 =
1 · 1 · e−

t
2

2 e−
t
2

+
1 · 1 · (− e−

t
2 )

−2 e−
t
2

=
1
2

+
1
2

= 1,

〈z z z〉g=0 =
( e−

t
2 )3

2 e−
t
2

+
(− e−

t
2 )3

−2 e−
t
2

=
e−t

2
+

e−t

2
= e−t.

(16.104)

Note that the ring relation and the correlation functions agree with those for
the A-twisted CP1 sigma model. As we will see later this is not a coincidence;
this is actually a consequence of mirror symmetry.

16.4.3. B-Twist of Calabi–Yau Sigma Models. As our final exam-
ple, we consider the B-twist of the sigma model on a compact Calabi–Yau
manifold M . For the Lagrangians and supersymmetry transformations of
the twisted model, we can use the ones written above — Eqs. (16.85)–
(16.86) — where we set W = 0. It is actually more convenient to change
the variables as

(16.105) ψı + ψı = −ηı, ψı − ψı = gıjθj .

Then the action of the QB transformation simplifies to

δφi = 0, δθi = 0,

δφı = εηı, δηı = 0,(16.106)

δρi
µ = ±2iε∂µφ

i.
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Physical operators. The space of physical operators can be read off by
looking at Eq. (16.106). These are constructed from φi, φı, ηı and θi. It is
useful here to make the correspondence

ηı ←→ dzı,

θi ←→ ∂

∂zi
.

(16.107)

A general expression in φi, φı, ηı and θi corresponds to

(16.108) ω
j1···jq

ı1···ıp ηı1 · · · ηıpθj1 · · · θjq ←→ ω
j1···jq

ı1···ıp dzı1 · · · dzıp ∂

∂zj1
· · · ∂

∂zjq
,

which is identified as an anti-holomorphic p-form with values in the q-th
exterior power of the holomorphic tangent bundle TM – an element of
Ω0,p(M,∧qTM ). The operator QB is identified as the Dolbeault operator
∂ acting on the Dolbeault complex
(16.109)

0 → Ω0,0(M,∧qTM ) ∂−→ Ω0,1(M,∧qTM ) ∂−→ · · · ∂−→ Ω0,n(M,∧qTM ) → 0.

Thus, the QB-cohomology is identified as the Dolbeault cohomology groups

(16.110)
n⊕

p,q=0

H0,p(M,∧q TM ).

Correlation Functions. Let us consider the correlation function

(16.111) 〈O1 · · ·Os〉 =
∫

DφDηDθ e−SO1 · · ·Os,

where the Oi correspond to ωi ∈ H0,pi(M,∧qiTM ). The U(1)V symmetry
implies that this is non-vanishing only if

∑s
i=1 pi =

∑s
i=1 qi, whereas the

U(1)A symmetry has an anomaly after twisting and tells us that this is non-
vanishing only if

∑s
i=1(pi + qi) = 2 dimM(1 − g) = 2n(1 − g). Thus, the

selection rule at genus g = 0 is

(16.112)
s∑

i=1

pi =
s∑

i=1

qi = n.

On the other hand, at g = 1 the condition is
∑

i pi =
∑

i qi = 0. At higher
genus, the condition can never be satisfied.

Let us evaluate the correlation function in Eq. (16.111) at g = 0 using
the localization principle. As follows immediately from Eq. (16.106), a
Q-fixed point obeys

(16.113) ∂µφ
i = 0,
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i.e., it is a constant map. The space of constant maps is the same as M

itself. Thus, the path-integral reduces to an integral over M . It may appear
that we only have to integrate ω := ω1 ∧ · · · ∧ ωs over M . However, that
is not an ordinary differential form but a (0, p)-form with values in ∧qTM

where p =
∑s

i=1 pi and q =
∑s

i=1 qi. We note here that p = q = n when the
selection rule Eq. (16.112) is satisfied. Then it is natural to expect that the
product of the θ zero modes sends it to an (n, n)-form via

(16.114) ω �→ 〈ω,Ω〉 ∧ Ω := ωi1...in
1...n

dz1 · · · dznΩi1...in ∧ Ω,

where Ω is the holomorphic n-form of the Calabi–Yau manifold M . This
indeed follows from the definition of the path-integral. Note that the in-
tegration over fermions requires a choice of a section for the holomorphic
n-form Ω. This in particular means that the topological correlation func-
tions are not really functions, but sections of a suitable bundle on themoduli
space of complex structures of the Calabi–Yau, related to the choice of this
section. Aspects of this will be important for our later discussions and a
better global understanding of what topological partition functions are.

Thus, the correlation function is given by

(16.115) 〈O1 · · ·Os〉 =
∫

M
〈ω1 ∧ · · · ∧ ωs,Ω〉 ∧ Ω.

In the case of a Calabi–Yau threefold, the three-point function of operators
corresponding to the Beltrami differentials µ1, µ2, µ3 ∈ H1(M,TM ) is

(16.116) 〈O1O2O3〉 =
∫

M
µi

1 ∧ µj
2 ∧ µk

3Ωijk ∧ Ω,

which is precisely the third-order derivative of the prepotential

(16.117) ∂1∂2∂3G,

as explained in Sec. 6.4.



CHAPTER 17

Chiral Rings and the Geometry of the Vacuum

Bundle

We have seen two important aspects of (2, 2) supersymmetric theories.
One of them is the structure of the vacuum states and the other is the
structure of chiral fields and the ring that they form. The operator/state
correspondence in QFT (which we will review in the present context below)
relates the two: For each chiral field operator there is a vacuum state. How-
ever at first sight it appears that there is more information in the chiral
rings than in the vacuum states. In particular the chiral ring gets deformed
as we change the (relevant) superpotential term, whereas the number of
ground states in the (2, 2) theories do not change. The question therefore
is whether there is any further information in the structure of the ground
states that encodes the structure of the chiral ring. The answer is yes. This
information is encoded in how the vacuum states vary in the full Hilbert
space of the theory as we change the superpotential parameter. The con-
nection and metric on this vacuum bundle, and their relation to chiral rings,
are described by the tt∗ equations, which we now derive. It turns out that
the chiral ring is an ingredient in formulating certain differential equations
that lead to computation of the connection and the metric on the vacuum
bundle.

17.1. tt∗ Equations

Let H be the Hilbert space of any QFT. Suppose the Hilbert space H has
a distinguished subspace V of fixed dimension. For example, in the context
of (2, 2) theories we would be considering the space of ground states,

(17.1) Q|α〉 = Q†|α〉 = 0 , |α〉 ∈ V,

which has a fixed dimension. We will study the effect of a change in the
parameters of the physical theory on V . We denote the parameters by
m ∈ M. In the case of (2, 2) theories, it will turn out that the relevant

423
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parameters are the ones appearing in the relevant superpotential and its
conjugate: m = (t, t̄). Let us denote the corresponding subspace by V (m).
States, operators and the correlation functions will be continuous functions
of the parameters. The space of parameters M is the moduli space of the
theory, and is naturally a complex manifold. The family of subspaces V (m)
defines a natural bundle over this moduli space. In the context of (2, 2)
theories, this is called the “vacuum bundle.”

 V

Figure 1. The V-bundle corresponds to a sub-bundle of the
Hilbert space H over the moduli space of parameters M of
the physical theory

Let |α(mi)j〉 be an orthonormal basis of V (m),

(17.2) 〈α(m)k|α(m)j〉 = δjk.

These basis states are sections of the V -bundle over the moduli space. Note
that as we change the parameters, the full Hilbert space of physical theories
does not change, i.e., the Hilbert space H forms a trivial bundle over M. The
triviality of the Hilbert space bundle over M naturally defines a connection
on the V -bundle,

(17.3) (Ai)k
j = 〈α(m)k|

∂

∂mi
|α(m)j〉.

To see that the above equation defines a connection consider a change of the
basis states,

(17.4)
|α̃(m)j〉 = gij(m)|α(m)i〉,

A �→ g−1Ag + g−1dg,
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consistent with the transformation property of the connection by a change
of section.

One of the basic axioms of a QFT is that for each state in the Hilbert
space there corresponds an operator that creates it from the vacuum state.
Here we would like to study this correspondence in the context of the relation
between the ground states of (2, 2) theories and chiral fields in the theory.

Suppose |a〉 denotes a ground state in a (2, 2) theory. Let φ be a chiral
field. Then viewing φ as an operator,

φ|a〉,

defines a state in the Hilbert space. If we consider the projection of this
state on the ground state subspace, it will not depend on the position of
the φ field. Nor does it change if we choose a different representative of the
chiral field in the same Q class. Namely, let

φ′ = φ + [Q, ρ].

Then the projections of φ|a〉 and φ′|a〉 on the vacuum subspace are the same.

Exercise 17.1.1. Verify the above statements.

This equality of projections implies that the chiral fields can be used to
relate different ground states. In fact it turns out that more is true: All the
ground states can be obtained from the operation of chiral fields on some
canonical vacuum state that we will now define.

Consider the path-integral on the hemisphere. The boundary of the
hemisphere is a circle on which our Hilbert space is based. The path-integral
will give us a number, and so defines a functional from boundary field con-
figurations to numbers — equivalently, a state in the Hilbert space. But the
standard path-integral (by an argument we do not supply here), gives us a
state with anti-periodic boundary conditions i.e., a state in what is called
the NS sector. To obtain a state in the Ramond sector, where fermions
have periodic boundary conditions, we consider the topologically twisted
version of the theory (which amounts to introducing a background gauge
field that couples to the R-charge and is equal to the spin connection; the
field strength coupling to the fermions in the interior is equivalent to chang-
ing the boundary condition of the fermions by a sign). To obtain a ground
state at the boundary we consider the “neck” of the hemisphere to be in-
finitely stretched. In other words we imagine connecting the hemisphere to
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a semi-infinite flat tube. Note that on the flat tube the twisted and un-
twisted theories are equivalent. Thus the effect of introducing a factor of an
infinitely flat tube on the boundary state |ψ〉 is to evolve it to e−TH |ψ〉 as
T → ∞, which is equivalent to projecting it to a ground state with H = 0.

The state we obtain in this way does not depend on the choice of the
precise metric on the hemisphere. The reason for this is that any variation
of the metric corresponds to insertion of a Q-trivial operator (recall that
this is why the theory is called topological) and this implies that the state
|ψ〉 changes by

|ψ〉 → |ψ〉 + Q|χ〉

by such a change in metric. Thus e−tH acting on ψ, in the limit of t → ∞,
does not change, because e−tHQ = 0 as t → ∞ (as the image of Q, which
corresponds to states with positive eigenspace for H, is annihiliated by e−tH

as t → ∞). The ground state that we obtain in this way, when we insert no
operators on the hemisphere, will be denoted by |0〉. The path-integral thus
picks a distinguished element of the Hilbert space.

Similarly, if we consider the topological path-integral together with the
insertion of the corresponding chiral fields (i.e., chiral fields for the B-
twisting and twisted chiral fields for the A-twisting) we obtain a correspon-
dence between chiral fields and the ground state. For each chiral field φi we
get a ground state |i〉. In the path-integral language this state is obtained by
doing a path-integral on the hemisphere with the chiral operator φi inserted
as shown in Fig. 2.

φ i

φ i0

Figure 2. The topological path-integral on a hemisphere
attached to a semi-infinite tube results in a ground state
at the boundary. For each chiral operator φi we obtain a
corresponding ground state |i〉 given by the path-integral

The state |i〉 and the state |0〉 are related. In fact, since changing the
position of φi does not modify the state we obtain (due to the fact that
topological observables are position independent) we can consider moving it
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to the boundary, which by definition becomes equivalent to the action

(17.5) |i〉 = φi|0〉.

Note also that this relation implies that the vacuum states provide a real-
ization of the chiral ring:

φi|j〉 = Ck
ij |k〉,

where the above equality holds up to Q-trivial deformations in states and
operators.

It is a natural question to ask whether in this way we get a one-to-one
correspondence between chiral fields and vacuum states. This is not gener-
ally the case for arbitrary (2, 2) theories (for example consider topological
LG theories with the A-twist), but is the case for the theories we will be
mainly considering, for example the LG models with a B-twist, or sigma
models with an A-twist. For such cases a non-degenerate pairing, ηij , be-
tween the states is defined by the path-integral over the sphere with the
corresponding operators inserted on the sphere as shown in Fig. 3.

φ i

φ j = η ij

Figure 3. An insertion of two chiral fields leads to the def-
inition of the topological metric ηij

Note that this pairing can also be viewed as

ηij = 〈i|j〉,

where the state 〈i| corresponds to the state we obtain by applying the topo-
logical theory on the hemisphere with the φi insertion, and |j〉 is the state
we obtain on the boundary of the hemisphere with the φj insertion. The
non-degeneracy of ηij follows from the assumption of the one-to-one corre-
spondence between ground states and chiral fields.

We can also consider the complex conjugate topological twisting, some-
times known as the anti-topological theory. In this way we will also obtain a
correspondence between anti-chiral fields φi and the ground states |i〉. Note



428 17. CHIRAL RINGS AND THE GEOMETRY OF THE VACUUM BUNDLE

that these fields do not correspond to different ground states. Thus there
exists an invertible matrix M relating them.

(17.6) |i〉 = M j̄
i |j̄〉.

Moreover the CPT symmetry of the QFT, i.e., the statement that complex
conjugation of all quantities in the path-integral sends the state |i〉 to the
state |i〉, implies that

(17.7) MM∗ = 1.

We can also define a Hermitian matrix (gjī = g∗
ij̄

= gīj) using the topo-
logical and the anti-topological basis,

(17.8) gīj := 〈̄i|j〉.

Note that g, η,M are related by

M = g−1η

The moduli space M in the case of (2, 2) theories, corresponding to defor-
mations of the superpotential term and its conjugate, has a natural complex
structure. In particular the superpotential parameters t are holomorphic
and the ones in the conjugate superpotential t are viewed as complex conju-
gate parameters. Thus the space M has a natural complex structure. It is
natural to ask whether the vacuum bundle V is a holomorphic bundle with
a connection compatible with it. We will now demonstrate this by view-
ing the topological path-integral as defining holomorphic sections of this
bundle, and the anti-topological path-integral as defining anti-holomorphic
sections. In particular we will now show that (Aī)

k
j = 0, which shows that

the connection is compatible with the holomorphic structure.
Consider in this basis the components of the connection

(17.9) (Ai)
k
j = 〈k|∂i|j〉.

We need to show (Ai)
k
j = 0. The state |j〉 is represented by a path-integral

with the insertion of the operator φj . The derivative ∂i acting on |j〉 is
represented by the state obtained by acting with ∂i on the path-integral
corresponding to the state |j〉, which brings down from the action the field
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Φid

2θ):

∂i|j〉 =
∫

Dφ (
∫

Φid
2θ) φj e−S ,

=
∫

Dφ (QΛ) φj e−S .

(17.10)

Here we have used the fact that the d2θ integral corresponds to a Q-trivial
deformation. As shown in Fig. 4, the overlap of the above state with the
state 〈k| is zero, using the Q-symmetry of the right hemisphere path-integral
(and noting that φj is Q-invariant). Since Q can be brought to act on the
boundary of the right-hemisphere, it can also be viewed as acting on the
state coming from the left hemisphere path-integral. Since the left state is
〈k| and is a ground state, it is annihilated by Q. So we obtain that in the
topological basis, Aī = 0. We can thus view the topological basis as the
holomorphic basis. The conjugate statement holds for the anti-holomorphic
basis and the anti-topological path-integral.

A i ( )j
k =

φk
φj

i ( )

φk φ j

Φi d 2θ= = Q Λ[ ],

=

φk

(Q

φ j

Λ)

Λ

L

= = 0

φk

jφ
( Q)

Figure 4. The path-integral formulation of the topological
theory can be used to show that sections of V defined by
chiral ring operators give holomorphic sections of the V -
bundle
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Note that the three-point function, the chiral ring coefficients, and the
two-point function are related as shown in Fig. 5,

(17.11) Cijk = C l
ijηlk,

and are holomorphic in the sense defined above, i.e.,

=C

= = C =ΣC ηΣ i

φ i
φ j

φ k

φ i

φ jφ k
m
 k j

φm

m

m  k j

φ i

m

m
m k j

φm

Figure 5

(17.12) ∂kηij = 0, ∂lC
k
ij = 0.

This result follows from our discussion of topological field theory amplitudes
in the previous chapter.

In the topological basis, the connection and the matrix Ci satisfy the
following equations, called the tt∗ equations:

(17.13)

[Di, Dj ] = 0,[
Di, Dj

]
= 0,

[Di, Cj ] = [Dj, Ci] [Di, Cj ] = [Dj , Ci],[
Di, Dj

]
= −[Ci, Cj ],

where

(Di)k
j = δk

j ∂i − (Ai)k
j ,(17.14)

[Di, Dj ] = ∂iAj − ∂jAi + [Ai, Aj ],(17.15)

and Ci denotes the action of the φi chiral field on the ground states (and
similarly for Ci). The tt∗ equations are equivalent to the existence of im-
proved flat connections (which in some geometrical cases are known as the
“Gauss–Manin connection”)

∇α
i = Di + αCi,(17.16)

∇α
j = Dj + α−1Cj ,(17.17)
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where α is an arbitrary constant. The tt∗ equations imply that the above
improved connection is flat,

(17.18) [∇α
i ,∇α

j ] = [∇α
i ,∇

α
j ] = [∇α

i ,∇
α
j ] = 0.

Using the fact that the Hermitian metric gij is covariantly constant, i.e.,
that

(17.19) ∂kgij̄ = (∂k〈i|)|j̄〉 + 〈i|(∂k|j̄〉)

and the fact that topological and anti-topological theories define holomor-
phic and anti-holomorphic sections for the V -bundle we see that in the
topological (i.e., holomorphic) basis,

(17.20) ∂kgij̄ = (∂k〈i|)|j̄〉 ⇒ Ai = g−1∂ig.

17.1.1. Proof of tt∗ equations. Here we present the proof of most
of the tt∗ equations (we leave the proof of [Di, Cj] = [Dj, Ci] = 0 and its
complex conjugate as an exercise). One can prove these equations in any
basis. We will choose the holomorphic basis, i.e., the topological basis, to
prove these equations.

[Di, Dj ] = 0: We saw earlier that in the topological basis Aī = 0; from
which it immediately follows that

(17.21) [Di, Dj ] = 0.

The complex conjugate equation follows by considering the anti-topological
(i.e., anti-holomorphic) basis.

[Di, Dj ] = −[Ci, Cj]: This is one of the most important parts of the
tt∗ equation, and it relates the curvature of the vacuum bundle with the
structure of chiral/anti-chiral rings. We now establish this equation in the
holomorphic basis. Since the anti-holomorphic components of the connection
vanish, we have

[Di, Dj̄ ] = − ∂ j̄Ai,

=∂iAj̄ − ∂ j̄Ai,
(17.22)

where we have added the first term on the right-hand side, which is a van-
ishing quantity in the holomorphic basis, for later convenience. Thus to
compute the curvature of the vacuum bundle we need to compute

∂ j̄(Ai)l
k − ∂i(Aj̄)

l
k =∂ j̄〈k|∂i|l〉 − ∂i〈k|∂ j̄ |l〉,

=(∂ j̄〈k|)∂i|l〉 − (∂i〈k|)∂j̄ |l〉.
(17.23)
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We continue to use the notation that a state

(17.24) |Λ〉

corresponds to the path-integral on the right hemisphere with the operator
Λ inserted. Similarly a state

(17.25) 〈Λ|

corresponds to the path-integral on the left hemisphere with the operator Λ
inserted. Then

[Di, Dj̄ ]
l
k = − (∂ j̄〈k|)∂i|l〉 + (∂i〈k|)∂j̄ |l〉,

= 〈φk[Q+, [Q−,Φi]] | [Q+, [Q−,Φj ]φl〉

− 〈φk[Q+, [Q−,Φj ]] | [Q+, [Q−,Φi]]φl〉,

(17.26)

where integration over the positions of Φj and Φi is implicit. We can move
Q+ and Q− in either of these two terms to the boundary of the two hemi-
spheres, because we are doing computations in the topological theory and
both Q+ and Q− are symmetries. Next, we can take them to act on the
other hemisphere. In this case it is a symmetry, except where it acts on
[Q+, [Q−,Φi]], in which case, by using the SUSY algebra we obtain ∂∂Φi.
For example, from the second term above we get

(17.27) I2 = −〈φk Φj |∂∂Φi φl〉.

The integral of ∂∂Φi on the right hemisphere (which is implicit in the above
formula) is equal to the integral of ∂nΦi (normal derivative) over the bound-
ary circle, C, of the right hemisphere,

(17.28) I2 = −〈φkΦj |
∮

C
∂nΦi φl〉.

Since the derivative in the normal direction to the circle C is the generator
of time translation we have

(17.29) ∂nΦi = [H,Φi].

Since |φl〉 is killed by the Hamiltonian H, therefore

(17.30) I2 = −〈φk Φj | H

∮
C

Φi φl〉.

Now divide the left hemisphere into two parts each of which is infinitely
long. One part includes the insertion of the field Φj over the curved half-
sphere. The other part consists of the insertion only in the infinitely long
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cylinder. The integral on the first part does not contribute, since the state
one propagates infinitely on the second part and therefore is projected to the
ground state and is killed by the Hamiltonian H on the circle. Thus only the
integral on the infinite cylinder contributes. Let t parametrize the length of
the cylinder, with t going from zero to T # 1. Since the contribution from
the first part was to convert the insertion of φk into a ground state, we get

(17.31) I2 = −〈k|
∫

dt

∮
Φj(t)H

∮
Φi|l〉,

where
∮

denotes integration along the circle of the cylinder. Since H an-
nihilates 〈k|, we can replace H with its commutator with

∮
Φj to obtain

−∂τ

∮
Φi. Thus we can integrate over t and only get contributions from the

boundaries t = 0, T . The contribution from t = L is cancelled by a similar
term, which we get from identical manipulations on the first term of Eq.
(17.26). Thus we get, including the contribution from both terms in Eq.
(17.26),

(17.32) −〈k|
∮

Φie
−TH

∮
Φj |l〉 + 〈k|

∮
Φje

−TH

∮
Φi|l〉.

If we send T �→ ∞ we will project to the intermediate ground states and we
obtain

(17.33) −(CiCj − CjCi)l
k,

where we have assumed the circumference of the cylinder is 1 — otherwise
there would be an extra factor of β2 in the above equation, where β is the
circumference of the cylinder. Thus we get

(17.34) [Di, Dj ] = −[Ci, Cj ],

which implies that in the topological (holomorphic) basis

∂ j̄Ai =[Ci, C j̄ ]

=[Ci, g
−1C†

j g]
(17.35)

We leave the derivation of the other tt∗ equations as an exercise.

Exercise 17.1.2. Consider an LG theory with a single chiral superfield
X and with superpotential W = Xn − λX. Write equations that determine
the Hermitian ground state metric g as a function of λ. (Hint: Use the
discrete Zn−1 R-symmetry of this theory to argue for the vanishing of the
off-diagonal components of the metric, g. Begin with n = 3.)
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In the derivation of tt∗ geometry we have only considered the variation
with respect to the relevant superpotential terms. It is possible to show that
the geometry of the vacuum bundle is independent of the D-terms.

17.1.2. Special Geometry and tt∗ Equations. Consider a (2, 2) the-
ory corresponding to a sigma model on a Calabi–Yau manifold. We wish
to consider the geometry of the vacuum bundle as a function of complex or
Kähler deformations. For definiteness let us say we consider the variation
with respect to complex structure. What do the above tt∗ equations tell us
in this case?

In the case of CY, both the axial and vector R-charges are conserved and
take integral values. Thus the chiral ring respects a Z-grading. Moreover,
the deformations corresponding to complex structure deformations come
from fields with left/right R-charge equal to 1. The lowest R-charge state |0〉,
with R-charge 0, is the unique vacuum state corresponding to the identity
operator. Note in particular that g0i = 0 if i �= 0, due to the R-symmetry.

Let us consider the components of Eq. (17.35) in the vacuum-vacuum di-
rection, i.e., the 00 direction, where i, j correspond to moduli of the Calabi–
Yau. Using the expression Ai = g−1∂ig we get

∂ j̄(g
−1
0k̄

∂igk0̄) =[Ci, g
−1(Cj)†g]00̄,

∂ j̄∂ilng00̄ = − g−1
00̄

(Cj)
† j
0 gij̄C

0
i0,

= −
gij̄

g00̄

,

(17.36)

where we used the Z-grading symmetry of R-charge and the fact that mul-
tiplication by Ci raises the R-charge by 1.

From the discussion of B-twisted topological theory we know that the
identity operator gets mapped to the holomorphic n-form Ω on the CY.
Therefore g00̄ is given by

(17.37) 〈0̄|0〉 = 〈Ω | Ω〉 =
∫

Ω ∧ Ω = e−K ,

where

(17.38) ∂i∂jK =
∫

ωi ∧ ωj∫
Ω ∧ Ω

=
gij̄

g00̄

= Gij̄ .

The metric Gij̄ is a Kähler metric on the moduli space corresponding to the
Kähler potential K. It is also known as the Weil–Petersson metric on the
moduli space of complex deformations of the CY manifold.



CHAPTER 18

BPS Solitons in N=2 Landau–Ginzburg Theories

In the study of Landau–Ginzburg models in two dimensions, we found
quantities that depend only on the superpotential term and are independent
of the choice of the D-term. For example, we saw that the chiral ring is
completely determined by the superpotential terms.

In this section, we will see that the spectrum of (“BPS”) solitons is
another example of this. This is a beautiful subject in its own right and
connects the study of Landau–Ginzburg theories to a branch of mathematics
called the Picard–Lefschetz theory of vanishing cycles. The BPS solitons will
also turn out to be related to the interpretation of the tt∗ geometry discussed
before.

The action for a Landau–Ginzburg model of n chiral superfields Φi

(i = 1, . . . , n) with superpotential W (Φ) is given by

(18.1) S =
∫

d 2x

[∫
d4θK(Φi,Φi) + 1

2

(∫
d2θW (Φi) +

∫
d2θ̄ W (Φi)

) ]
.

Here K(Φi, Φ̄i) is the Kähler potential that defines the Kähler metric
gij̄ = ∂i∂j̄K(Φi, Φ̄i). If the superpotential W (Φ) is a quasi-homogeneous
function with an isolated critical point (which means dW = 0 can only oc-
cur at Φi = 0) then, as discussed in previous sections, the above action for
a particular choice of K(Φ, Φ̄) is believed to define a superconformal theory.
For a general superpotential the vacua are labeled by critical points φ∗ of
W , i.e., where

(18.2) φi(x) = φi
∗ , ∂iW |φ∗ = 0 ∀i.

The theory is purely massive if all the critical points are isolated and non-
degenerate, which means that near the critical points W is quadratic in
the fields. We assume this is the case, and label the non-degenerate critical
points as {φa | a = 1, · · · , N}. In such a case, as discussed before, the number

435
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of vacua of the theory is equal to the dimension of the local ring of W (Φ),

R =
CI [Φ]
∂φiW

.

Let us take our target space to be R. When we have more than one vacuum,
we can have solitonic states: at left spatial infinity, x1 = −∞, the field
values are at one vacuum; at right infinity, x1 = +∞, they are in another
vacuum. The topology of the solutions guarantees that they cannot totally
disappear (as long as the left and the right infinities are distinct) and so one
can look at minimal energy configurations in each topological sector.

Consider a massive Landau–Ginzburg theory with superpotential W (Φi).
Solitons are static (time-independent) solutions, φi(x1), of the equations
of motion interpolating between different vacua i.e., φi(−∞) = φi

a and
φi(+∞) = φi

b, a �= b. The energy of a static field configuration interpo-
lating between two vacua is given by

Eab =
∫ +∞

−∞
dx1

{
gij̄

dφi

dx1

dφ̄ī

dx1
+

1
4
gij̄∂iW∂j̄W

}
(18.3)

=
∫ +∞

−∞
dx1

∣∣∣∣ dφi

dx1
− α

2
gij̄∂j̄W

∣∣∣∣2 + Re(ᾱ(W (b) −W (a))(18.4)

where gij̄ = ∂i∂j̄K is the Kähler metric and α is an arbitrary phase. The
full integrand is independent of α, yet by choosing an appropriate α we can
maximize the second term. Since α is a phase, it is clear that the second
term is maximal when the phase of W (b) − W (a) is equal to α. Since the
first term is non-negative, this implies a lower bound on the energy of the
configuration,

(18.5) Eab ≥ |W (b) − W (a)|.

In fact the central charge in the supersymmetry algebra (recall Eqs. (12.78)–
(12.79)) in this sector is (W (b) − W (a)). “BPS solitons” are solitonic solu-
tions that saturate this bound, and therefore satisfy the equation

(18.6)
dφi

dx1
=

α

2
gij̄∂j̄W̄ , α =

W (b) − W (a)
|W (b) − W (a)| .

An important consequence of the above equation of motion of a BPS soliton
is that along the trajectory of the soliton the superpotential satisfies the
equation

(18.7) ∂x1W =
α

2
gij̄∂iW∂j̄W̄ .
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Now since the metric gij̄ is positive definite, we know gij̄∂iW∂j̄W is real,
and therefore the image under φ of the BPS soliton in the W -plane is a
straight line connecting the corresponding critical values W (a) and W (b).

Exercise 18.0.3. Consider the N = 2 algebra given in Sec. 12.3. Show
that the central term of the algebra can be interepreted as the ∆W in the
LG theory. Further, classify the representations of the supersymmetry al-
gebra and show that they are either one-dimensional (corresponding to a
vacuum with E = 0, two-dimensional, corresponding to BPS solitons where
two combinations of supercharges annihilate the state, or otherwise four-
dimensional. The two-dimensional represenations are also known as “short
multiplets” or “BPS multiplets”.

The number of solitons between two vacua is equal to the number of
solutions of Eq. (18.6) satisfying the appropriate boundary conditions. The
general way to count the number of solitons will be reviewed in the next
subsection. Here we note that for the case of a single chiral superfield the
number of solitons between two vacua can also be determined using Eq.
(18.7). Since the image of the soliton trajectory is a straight line in the
W -plane, by looking at the pre-image of the straight line connecting the
corresponding critical values in the W -plane, we can determine the number
of solitons between the two vacua. But since the map to the W -plane is
many-to-one, not every pre-image of a straight line in the W -plane is a
soliton. It is possible for the trajectory to start at a critical point, follow a
path whose image is a straight line in the W -plane, and end on a point which
is not a critical point but whose image in the W -plane is a critical value.
The BPS solitons are those pre-images of the straight line in the W -plane
which start and end on the critical points.

18.1. Vanishing Cycles

The soliton numbers also have a topological description in terms of in-
tersection numbers of vanishing cycles. The basic idea is to solve the soliton
equation, Eq. (18.6), along all possible directions emanating from one of
the critical points. In other words, we study the “wave-front” of all possible
solutions to Eq. (18.6).
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With no loss of generality we may assume α = 1. Near a critical point
φi

a we can choose coordinates ui
a such that,

(18.8) W (φ) = W (φa) +
n∑

i=1

(ui
a)

2 .

In this case it is easy to see that the solutions to Eq. (18.6) will have an
image in the W -plane which is on a positive real line starting from W (φa).
Consider a point w on this line. Then the space of solutions to Eq. (18.6)
emanating from ui

a = 0 over this w is a real (n − 1)-dimensional sphere
defined by

(18.9)
n∑

i=1

(Re(ui
a))

2 = w − wa , Im(ui
a) = 0

where wa = W (φa). Note that as we take w �→ wa the sphere vanishes.
This is the reason for calling these spheres “vanishing cycles”. As we move
away, the wave-front will no longer be as simple as near the critical point,
but nevertheless, over each point w on the positive real line emanating from
wa = W (φa), the pre-image is a real (n−1)-dimensional homology cycle ∆a

in the (n− 1)-dimensional complex manifold defined by W−1(w). Similarly,
as we move from wb towards wa, there is a cycle ∆b evolving according to
the soliton equation Eq. (18.6) (this would correspond to α = −1). Over
a common value of w we can compare ∆a and ∆b. Solitons originating
from φa and traveling all the way to φb correspond to the points in the
intersection ∆a ∩ ∆b. This number, counted with appropriate signs, is the
intersection number of the cycles, ∆a ◦∆b. It turns out that the intersection
number counts the number of solitons weighted with (−1)F for the lowest
component of each soliton multiplet, where F is the fermion number. This
is independent of deformation of the D-terms. In particular this measures
the net number of solitons that cannot disappear by deformations of the
D-terms. We will denote this number by Aab, and sometimes loosely refer
to it as the number of solitons between a and b. We thus have

(18.10) Aab = ∆a ◦ ∆b.

Note that to calculate the intersection numbers we have to consider the
two cycles ∆a and ∆b in the same manifold W−1(w). Since intersection
numbers are topological, a continuous deformation does not change them,
and hence we can actually calculate them using some deformed path in
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the W -plane (rather than the straight line) — as long as the path we are
choosing is homotopic to the straight line. We are free to vary the path,
keeping fixed the homotopy class in the W -plane with the critical values
deleted. One way, but not the only way, to transport vanishing cycles along
arbitrary paths is to use the soliton equation, Eq. (18.6), but instead of
having a fixed α, as would be the case for a straight line, choose α to be eiθ

where θ denotes the varying slope of the path.

x-space

W

W-plane

W(b)

W(a)

Figure 1. BPS soliton map to straight line in the W -plane.
Soliton solutions exist for each intersection point of vanish-
ing cycles. Lines in the W -plane that are homotopic to the
straight line (dotted lines) can also be used to calculate soli-
ton numbers

Let us fix a point w in the W -plane. For each critical point a of W ,
we choose an arbitrary path in the W -plane emanating from W (a) and
ending on w, but not passing through other critical values. This yields N

cycles ∆a over W−1(w) and it is known that these cycles form a complete
basis for the middle-dimensional homology cycles of W−1(w). Hence, if we
choose different paths the vanishing cycle we get is a linear combination of
the above, and the relation between them is known through the Picard–
Lefschetz theory, as we will now review.

18.2. Picard–Lefschetz Monodromy

The basis for the vanishing cycles over each point w in the W -plane
depends on the choice of paths connecting it to the critical point. Picard–
Lefschetz monodromy relates how the basis changes if we change paths con-
necting w to the critical values. This is quite important for the study of
solitons, and leads to a jump in the soliton numbers. To explain the phys-
ical motivation for the question, consider three critical values W (a),W (b)
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and W (c) depicted in Fig. 2(a), with no other critical values nearby. Suppose
we wish to compute the number of solitons between them. According to our
discussion above we need to connect the critical values by straight lines in
the W -plane and ask about the intersection numbers of the corresponding
cycles. As discussed above, due to invariance of intersection numbers under
deformation, this is the same as the intersection numbers of the vanishing
cycles over the point w connecting to the three critical values as shown in
Fig. 2(a). Thus the soliton number is Aab = ∆a ◦ ∆b. However, suppose
now that we change the superpotential W so that the critical values change
according to what is depicted in Fig. 2(b), and that W (b) passes through
the straight line connecting W (a) and W (c). In this case, to find the soli-
ton numbers between the a vacuum and the c vacuum, we have to change
the homotopy class of the path connecting w to the critical value W (a) as
depicted by Fig. 2(b).

W(a) W(c)

W(b)

W(a) W(c)

W(b)

a) b)

Figure 2. As the positions of critical values change in the
W -plane, the choice of the vanishing cycles relevant for com-
puting the soliton numbers change

In particular the homology element corresponding to vanishing cycle
a changes, ∆a → ∆ ′

a, and we need to find out how it changes. Picard–
Lefschetz theory gives a simple formula for this change. In particular it
states that

∆ ′
a = ∆a ± (∆a ◦ ∆b)∆b .(18.11)

The sign in the above formula is determined once the orientations of the
cycles are fixed and will depend on the handedness of the crossing geometry.
This is perhaps most familiar in the context of the moduli space of Riemann
surfaces, where if we consider a point on the moduli space of Riemann
surfaces where a one-cycle shrinks to zero, as we go around this point all
the other cycles intersecting it will pick up a monodromy in the class of the



18.3. NON-COMPACT n-CYCLES 441

vanishing cycle (the case of the torus and τ → τ + 1 is the most familiar
case, where the b-cycle undergoes a monodromy b → b + a).

As a consequence of the above formula we can now find how the number
of solitons between the a and the c vacuum changes. We simply have to
take the inner product ∆ ′

a ◦ ∆c and we find

A ′
ac = Aac ± AabAbc .

18.3. Non-compact n-Cycles

An equivalent description which will be important for later discussion
involves defining soliton numbers in terms of the intersection numbers of n-
real-dimensional, non-compact cycles, which are closely related to the (n−1)-
dimensional vanishing cycles we have discussed. The idea is to consider the
basis for the vanishing cycles in the limit where the point w → eiθ∞. Let
us consider the case where θ = 0. In this case we are taking w to go to
infinity along the positive real axis. Let us assume that the imaginary parts
of the critical values are all distinct. In this case a canonical choice of paths
to connect the critical points to w is along straight lines starting from the
critical values W (a) stretched parallel to the positive real axis. We denote
the corresponding non-compact n-dimensional cycles by γa. Then we have

(18.12) W (γa) = Ia , and ∂γa
∼= ∆a

∣∣∣
w �→+∞

,

where

(18.13) Ia ≡ {wa + t | t ∈ [0,∞)} .

Two such cycles are shown in Fig. 3.
Let B be the region of Cn where ReW is larger than a fixed value which

is chosen sufficiently large. The non-compact cycles γa can be viewed as
elements of the homology group Hn(Cn, B) corresponding to n-cycles with
boundary in B, and again it can be shown that they provide a complete
basis for such cycles.

For a pair of distinct critical points, a and b, the non-compact cycles
γa and γb do not intersect each other, since their images in the W -plane
are parallel to each other (and are separate from each other in the present
situation). In this situation we consider deforming the second cycle γb so
that its image in the W -plane is rotated by an infinitesimally small positive
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W(b)

W(a) γ
a

γ
b

W-plane

Figure 3. The cycles emanating from the critical points.
The images in the W -plane are the straight lines emanating
from the critical values and extending to infinity in the real
positive direction

angle ε from the real axis. We denote this deformed cycle by γ′
b. We define

the “intersection number” of γa and γb as the geometric intersection number
of γa and γ′

b. Depending on whether ImW (a) is smaller or larger than
ImW (b), the images of γa and γ′

b in the W -plane either do or do not intersect
each other. In the former case the “intersection number” is zero. In the latter

γa

γ
b

ε
γa

γ
b

Figure 4. The images in the W -plane of γa and γb (left);
and γa and γ′

b (right). The second will give rise to an “in-
tersection number.” As we will see in the next chapter, this
contains certain information on D-branes in the LG model

case, as shown in Fig. 4, the intersection number γa ◦γ′
b is counted by going

to the point on the W -plane where their images intersect and asking what
is the intersection of the corresponding vanishing cycles ∆a ◦ ∆b. Thus the
intersection of these n-dimensional cycles contains the information of the
soliton numbers. In particular, if there are no extra critical values between
the Ia and Ib we will have

γa ◦ γ ′
b = Aab, a �= b .(18.14)
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If there are extra critical values between Ia and Ib, then these intersection
numbers are related to the soliton numbers by the Picard-Lefschetz action
as discussed before.

We will see in later chapters that the cycles γa defined through parallel
transport by the soliton equation, Eq. (18.6), can be viewed as D-branes
for LG models that preserve half of the supersymmetries on the worldsheet.
There we will also see that the “intersection number” of γa and γb as defined
above can be interpreted as the supersymmetric index for the worldsheet
theory of open strings stretched between these cycles.

18.4. Examples

In this section we are going to discuss some examples of soliton numbers
in the case of LG models. We will concentrate on LG models representing a
class of theories known as N = 2 minimal models, as well as the LG models
mirror to PN sigma models.
Deformed N = 2 Minimal models: The k-th minimal model is described
by an LG theory with one chiral superfield X with superpotential

(18.15) W (X) = 1
k+2X

k+2 .

If we add generic relevant operators to the superpotential, we can deform
this theory to a purely massive theory. In this case we will get k + 1 vacua
and we can ask how many solitons we get between each pair. For example,
if we consider the (integrable) deformation,

(18.16) W (X) = 1
k+2X

k+2 − X,

then there are k + 1 vacua that are solutions of dW = 0 given by
X = e

2πin
k+1 , n = 0, · · · , k. In this case one can count the preimage of the

straight lines in the W -plane and ask which ones connect critical points and
in this way compute the number of solitons. It turns out that in this case
there is exactly one soliton connecting each pair of critical points.

Exercise 18.4.1. Demonstrate this claim.

If we deform W, the number of solitons will in general change as discussed
above. In this case one can show (by taking proper care of the relevant signs
in the soliton number jump) that there is always at most one soliton between
vacua. The precise number can be determined starting from the above
symmetric configuration. The analogue of the non-compact one-cycles γi
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in this case will be discussed in more detail later on, after we discuss their
relevance as D-branes. They are cycles in the X-plane, asymptotic to a
(k + 2)-th root of unity as X → ∞. That there are k + 1 inequivalent such
homology classes for H1(C,ReW = ∞) is related to the fact that there are
k + 1 such classes defined by γ’s up to linear combinations.

PN−1: We next consider the PN−1 sigma model. We will use an equivalent
LG description of it. That there is an equivalent LG description will be
demonstrated later, when we prove mirror symmetry. The soliton matrix
of the non-linear sigma model with target space PN−1 can be computed
directly by studying the tt∗ equations. The mirror LG theory provides a
simple way of calculating the soliton matrix. We start with the case N = 2,
where we can present explicit solutions to the soliton equation.

The Landau–Ginzburg theory, which is mirror to the non-linear sigma
model with P1 target space, is the so-called N = 2 sine-Gordon model
defined by the superpotential

(18.17) W (x) = x +
λ

x
.

Here x = e−y is a single-valued coordinate of the cylinder C× and − log λ

corresponds to the Kähler parameter of P1. The critical points are
x±
∗ = ±

√
λ with critical values w±

∗ = ±2
√

λ. As mentioned in the pre-
vious section the BPS solitons are trajectories, x(t), starting and ending on
the critical points such that their image in the W -plane is a straight line,

(18.18) x(t) +
λ

x(t)
= 2

√
λ(2t− 1) , t ∈ [0, 1] .

This is a quadratic equation with two solutions given by,

(18.19) x(t)± =
√

λ(2t − 1) ± 2i
√

λ
√

t − t2 =
√

λe±i tan−1 2
√

t−t2

2t−1 .

Since x+(t) = x−(t)∗ and |x+(t)| = |
√

λ|, there are two solitons between the
two vacua such that their trajectories in the x-plane lie on two half-circles, as
shown in Fig. 5(a). Since x is a C× coordinate we can consider the x-plane
as a cylinder. Soliton trajectories on the cylinder are shown in Fig. 5(b).
This description is useful in determining the intersection numbers of middle-
dimensional cycles. As described in the previous section the number of
solitons between two critical points is given by the intersection number of
middle-dimensional cycles starting from the critical points. In our case there
are two such cycles that are the preimages of two semi-infinite lines in the
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Figure 5. The two solitons of the P1 model

W -plane starting at the critical values as shown in Fig. 6(a). The preimage
of these cycles on the cylinder is shown in Fig. 6(b). The cycles in the x-
space intersect only if the lines in the W -plane intersect each other and the
intersection number in this case is 2.

x-spaceW-plane

a) b)

Figure 6. Intersecting lines in the W-plane and the corre-
sponding intersecting cycles in the x-space

We now turn to the study of solitons of the PN−1 sigma model. The
LG theory mirror to the non-linear sigma model with PN−1 target space has
superpotential

(18.20) W (X) =
N−1∑
k=1

Xk +
λ

X1 · · ·XN−1
.

This superpotential has N critical points given by

(18.21) X
(a)
i = e

2πia
N i = 1, · · · , N − 1; a = 0, · · · , N − 1,

with the critical values (when λ = 1)

(18.22) wa ≡ W ( �X(a)) = Ne
2πia

N .

Here, unlike the previous case of P1, to be able to solve for the preimage
of a straight line, we will make an assumption about the soliton solution.
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We assume that the soliton trajectory is determined by a function f(t) such
that
(18.23)

X1 = X2 = · · · = Xk = f(t)N−k , Xk+1 = Xk+2 = · · · = XN = f(t)−k .

This parametrization of the solution satisfies the constraint
∏N

i=1 Xi = 1 by
construction. With this ansatz, the straight line equation in the W -plane
becomes (for λ=1)

(18.24) P (f) := kfN−k + (N − k)f−k = N(1 − t + te
2πik

N ) ,

where the right-hand side is the straight line w(t) starting from w(0) = N

and ending on w(1) = Ne
2πik

N . Here we have chosen the parameter t running
in the range [0, 1] that is linear in the W -plane. We are interested in the
solutions that start at t = 0 from X

(0)
i and end at t = 1 on X

(k)
i . This

implies that f(0)N−k = f(0)−k = 1 and f(1)N−k = f(1)−k = e
2πik

N . Thus
the number of solitons that satisfy Eq. (18.23) is given by the number of
solutions to Eq. (18.24) such that f(0) = 1 and f(1) = e−

2πi
N . We will show

that there is only a single solution that satisfies these conditions.
Since P ′(1) = 0 and P ′′(1) �= 0, where prime denotes a differentiation

with respect to f , only two trajectories start from f = 1. Thus it follows
that the number of solutions is less than or equal to 2. From Eq. (18.24) it
is clear that f can be real only at t = 0. Thus a trajectory cannot cross the
real axis for t > 0. For t very close to zero one of the trajectories moves into
the upper half-plane. Since the trajectory in the upper half-plane cannot
cross the real axis it cannot end on e−

2πik
N . Thus there can be at most one

solution.
To show that there actually exists a solution we will construct a solution

whose image in the W -plane is homotopic to the straight line w(t). Consider
the function f∗(t) = e−

2πi
N

t where t ∈ [0, 1]. Since

(18.25) |P (f∗(t))| = |ke−2πit + (N − k)| ≤ |ke−2πit| + (N − k) = N ,

the image of f∗(t) in the W -plane always lies inside the circle of radius N

and only intersects the circle for t = 0 and t = 1 at w = w0 and w = wk,

respectively. Thus the image is homotopic to the straight line w(t) and
therefore there exists a solution f0(t) homotopic to f∗(t) with the required
properties.
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Since permuting the N coordinates among themselves does not change
the superpotential, it follows that we can choose any k coordinates to be
equal to fN−k and the remaining (N − k) coordinates equal to f−k. Thus
we see that there are

(
N
k

)
solitons between the critical points X

(0)
i and X

(k)
i

consistent with the ansatz of Eq. (18.23). The case for k = 1 when N # 1
was already discussed in the section on linear sigma models, and the above
result is consistent with and generalizes this discussion. Note that if the
PN−1 has a round metric having SU(N) symmetry, then the solitons should
form representations of this group. In fact, the permutations of Xi can be
viewed as the Weyl group of the SU(N). It thus follows, given how the
permutations act on the solutions, that in this case the solitons connecting
vacua k units apart correspond to the k-fold anti-symmetric tensor product
of the fundamental representation of SU(N).

18.5. Relation Between tt∗ Geometry and BPS Solitons

The two objects we have defined for LG theories — the solutions to
tt∗ equations and the spectrum of BPS solitons — are not unrelated. The
relation turns out to be the following. Let the worldsheet be given by an
infinite cylinder with circumference β. Consider the operator formulation
of the LG theory on the real line, viewing the circumference of the cylinder
as the Euclidean time direction. Consider periodic boundary conditions for
fermions around the circumference. Define

Q =
β

L
Tr(−1)FF exp(−βH)

where L is the length of the “real line” (what we mean by this is that F/L is
simply the local density of the fermion number inserted at any point along
the real line). Note that Q is a matrix with indices describing which vacua
one ends up with at left and right infinity. One can show that only BPS
configurations can contribute to the above expression.

Exercise 18.5.1. Show that, at least formally, the non-reduced multi-
plets of the N = 2 algebra (i.e., the four-dimensional ones) do not contribute
to the above trace, and only the BPS, or “reduced multiplets” (i.e., the two-
dimensional ones) can.

The above statement is essentially true, but it turns out that (due to an
anomaly) a combination of BPS solitons can also contribute to the above
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trace, and thus the computation turns out to be rather non-trivial. It is
thus very interesting that the same quantity can be captured by solutions
to tt∗ equations, as we will now discuss.

Consider the tt∗ connection along the one-parameter deformation of the
superpotential W , given by

W → e−τW

where one considers tt∗ geometry on a circle of circumference β (which effec-
tively is the same as considering W → βW on a circle of circumference 1).
Let us denote the corresponding connection by Aτ . Then it turns out (by a
canonical choice of gauge) that one has

Q = Aτ .

We will not present the proof of this statement here. It is quite satisfying to
see a relation between a Hilbert space computation and objects appearing
in tt∗ geometry. Q = Tr (−1)FFe−βH is a kind of an index generalizing the
Tr (−1)F e−βH index for general supersymmetric theories, which captures
the BPS content of the supersymmetric theory, just as Tr (−1)F captures
the ground state content of the supersymmetric theory.



CHAPTER 19

D-branes

One important piece of the mirror symmetry story that we have not
discussed yet is D-branes. D-branes not only deepen our understanding of
mirror symmetry, they also help us grasp the meaning of topological string
amplitudes from the viewpoint of target space physics. In this section, we
develop some basic aspects of D-branes. More details, especially in the
context of fermionic fields, will appear in Ch. 39.

19.1. What are D-branes?

We have considered (bosonic) sigma models of maps from Riemann sur-
faces without boundaries to target spaces. It is natural in this context to
ask: what if we have Riemannn surfaces with boundaries, with some natural
boundary conditions?

Consider a sigma model of maps from the cylinder Σ = S1×R to R with
(Euclidean) action

S =
∫

∂µφ∂µφd2x.

The classical equation of motion, which is obtained by setting to zero the
variation of the action (δS = 0) with respect to arbitrary variations of the
field φ, is

∂µ∂
µφ = 0.

However this assumes there are no boundary terms generated by varying
the field. The contribution of the boundary to the variation is given by

δφ ∂nφ|boundary = 0,

where ∂nφ is the normal derivative of φ at the boundary.

Exercise 19.1.1. Verify that the variation of the action gives rise to the
above boundary term.

449
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We would like to set this boundary term to zero. There are two natural
ways of doing this:

(19.1) Neumann (N) : ∂nφ|∂Σ = 0,

(19.2) Dirichlet (D) : δφ|∂Σ = 0.

In the Dirichlet case, the image of the boundary ∂Σ is a point in the target
space (R in this case) — we will call this a D0-brane. In the case of Neumann
boundary conditions, the worldsheet boundary can be at any point in the
target — we will say in this case that there is a D1-brane stretched along
the real line R.

We can write the Dirichlet (D) and Neumann (N) boundary conditions
more symmetrically as

N : ∂nφ|∂Σ = (∂φ − ∂φ)|∂Σ = ∗dφ∂Σ = 0,

and

D : dφ|∂Σ = (∂φ + ∂φ)|∂Σ = 0.

The terminology in general is as follows: Consider a p-dimensional subspace
Np of the target space and restrict the boundary of the Riemann surface to
map to it. Moreover we require Neumann boundary conditions for directions
normal to the space Np. In such a situation, we say that we have a “Dp-
brane wrapping the subspace Np of the target space.” In general we may
have many different D-branes and we can consider Riemann surfaces with
more than one boundary, where different boundaries are mapped to different
D-branes.

Let us now consider the target space being a circle S1 of radius R. We
recall from Sec. 11.2 the T-duality symmetry which relates R → 1/R sym-
metry, and ask how the D-branes, i.e., the D0- and D1-branes, get identified
under this symmetry.

Recall from our discussion of the R → 1/R duality that this has the
effect

(19.3) ∂φ → ∂φ̃,

(19.4) ∂φ → −∂φ̃,
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where φ̃ is a coordinate on the dual circle. We can see, therefore, that
when the worldsheet has boundaries, this symmetry interchanges Neumann
and Dirichlet boundary conditions. In other words, the R → 1

R symmetry
induces an action on D-branes exchanging D0-branes with D1-branes.

So far we have talked about bosonic sigma models. A similar story re-
peats for the fermionic sigma model, and the worldsheet supersymmetry
will dictate what the appropriate boundary conditions on the fermions are.
We can then ask if the D-brane boundary conditions preserve all the super-
symmetries of the world-sheet theory, and the answer is no: the D-brane
can preserve only half of the supersymmetries. We saw, in our discussion
of (2,2) supersymmetry, that there were four combinations of supercharges:
QA = Q− + Q+, QB = Q− + Q+, and their complex conjugates QA, QB.

The A-model supercharges QA, QA, are preserved when the D-brane is a
Lagrangian submanifold of the Kähler target space. The B-model super-
charges are preserved when the D-brane is a holomorphic submanifold to
preserve the corresponding supercharges. (Note that we are talking about
world-sheet supersymmetry, not supersymmetry in space-time). This will
be discussed in Ch. 37 in detail.

Let us now recall our first example of mirror symmetry, which is the
supersymmetric sigma model with target space the flat torus

T = S1
R1

× S1
R2

.

The mirror is the torus

T ′ = S1
1/R1

× S1
R2

.

Now a D0-brane at a point on T corresponds, in the dual theory, to a D1-
brane wrapping the first S1 in T ′ (see Fig. 1, (a)).

If we had started with a D2-brane wrapping T , we would have ended
up with a D1-brane on the mirror, this time wrapped on the second S1

in T ′ (see Fig. 1, (b)). In general, we expect mirror symmetry at the
level of cohomology elements realized by chiral fields act by the reflection
hp,q ↔ hd−p,q. The action of mirror symmetry in this example is providing
a concrete integral homology realization of this map (d = 1 here), realized
through the D-branes. More generally, for a Calabi–Yau d-fold, one expects
that D-branes represented by Lagrangian real d-dimensional spaces will be
mapped to holomorphic objects of all possible complex dimensions by the
mirror map.
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R1

R2
R2

R1
/1

R1
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/1

(b)

Figure 1. Mirror symmetry for sigma model on flat torus

19.2. Connections Supported on D-branes

We saw that R → 1/R interchanged D0- and D1-branes on the circle.
So if we start with a D1-brane wrapping the circle, we end up in the dual
description with a D0-brane localized at a point on the dual circle. There
seems to be a contradiction. We can change the position of the D0-brane, so
there is a one-dimensional moduli space of choices for the D0-brane. What
about the D1-brane? It seems to have no moduli! So how could the two
objects become equivalent under T-duality? The answer turns out to be
that on the D-brane there lives a rank 1 bundle with connection, and that
turns out to have moduli in the case of a D1-brane.

Recall that we modified the sigma model by introducing an integral two-
form B ∈ H2(M,Z) in the target space and modifying the path-integral by
the phase

exp(2πi

∫
Σ
φ∗B).
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This makes sense on worldsheets without boundary, but we can see that
there is going to be a subtlety when we allow worldsheets with boundary:
Under B → B + dΛ,∫

Σ
φ∗B →

∫
Σ
φ∗(B + dΛ) =

∫
Σ
φ∗B +

∫
∂Σ

φ∗Λ.

So this pairing will not be well defined. We can compensate for this shift by
introducing a one-form A (connection) on the D-brane and modifying the
action by

S → S − 2πi

∫
∂Σ

φ∗A.

We see then that under the combined transformation

(B,A) → (B + dΛ, A + Λ),

the path-integral is invariant. In other words, the data of a D-brane includes
a U(1) connection (not necessarily flat) on the D-brane. More generally,
we could put several (say n) D-branes on top of each other. In this case,
the n U(1) bundles get enhanced to a U(n) bundle.1 The path-integral
modification in this case is

TrP exp(−2πi

∮
A)

(i.e., the path-ordered exponentiation of the connection, which gives the
holonomy) and the B field mixes only with the diagonal U(1) subgroup of
the U(n). Note that in case A = 0 this corresponds to putting an extra factor
of n for each hole. In other words n identical D-branes with no connection
turned on affects the worldsheet theory by associating a factor of n for each
hole mapped to it.

Now we come back to the question of where on the dual circle the D0-
brane sits. The D1-brane wraps the circle and, as we have just seen, has
a U(1) connection on it. The moduli space of flat connections on the D1-
brane is, in this example, the dual S1, so specification of the connection on
the D1-brane is equivalent to the specification of a point on the dual circle,
which is the point where the D0-brane sits! This restores the symmetry
between the corresponding moduli spaces of D-branes expected from mirror
symmetry considerations. Our discussion of D-branes in this case suggests
that the study of moduli spaces of D-branes should be very relevant for the

1Massive strings stretching between the two branes become massless, thus filling out

the off-diagonal parts of a U(n) connection.
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study of mirror symmetry. Aspects of this will be discussed in more detail
later in Ch. 37.

19.3. D-branes, States and Periods

From the path-integral point of view, a D-brane is a specification of
boundary conditions on the fields. The path-integral viewpoint then sug-
gests that it can also be viewed as a state. Consider the worldsheet with the
topology of a semi-infinite cylinder, and put appropriate D-brane bound-
ary conditions on the boundary circle. Viewing the time evolution along
the semi-infinite length of the cylinder, the D-brane boundary condition
can also be viewed in the operator formulation as specifying a (generally
non-normalizable) state in the Hilbert space on the circle. If we consider
propagating this state along the semi-infinite length of the cylinder, we get
a projection of this D-brane state to a ground state of the supersymmetric
QFT. In fact, the labeling of the ground states via D-brane states is topolog-
ical as it does not refer to any moduli (such as Kähler or complex structure)
of the target space.

Previously we have noted a labeling of the ground states of the QFT by
chiral (and twisted chiral) ring elements, as in our discussion of tt∗ equations.
It is natural to ask how this new way of labeling ground states, via D-branes,
fits with the previous constructions and how this is related to geometric
aspects of Calabi–Yau.2 More specifically we consider the case where the
D-brane is given by a Lagrangian middle-dimensional cycle in the Calabi–
Yau and ask about the pairing of the corresponding boundary state with
the ground states labelled by chiral fields. For example, we would like to
know the overlap between the distinguished ground state |0〉, corresponding
to the identity operator, which is the state with the lowest R-charge, and
the D-brane boundary state 〈γ|, corresponding to a Lagrangian D-brane,
i.e.,

〈γ|0〉 = ?

Exercise 19.3.1. Show that this pairing will only depend on the homol-
ogy class of the D-brane.

2This relation can also be considered in the more general context of Kähler manifolds,

but for simplicity here we restrict our attention to the Calabi–Yau case.
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On the mathematical side, we discussed in Ch. 6 the pairing between
homology and cohomology given by the periods

∫
Ai

Ω and
∫
Bi Ω, where

Ai and Bi are middle-dimensional (integral) homology cycle and Ω is the
holomorphic n-form. One would naturally expect that the above question for
the overlap of the Lagrangian D-branes and the periods of the holomorphic
n-form are related. We will now argue this is indeed the case.

How is this pairing realized physically? From the physical viewpoint, we
saw in Ch. 17 that Ω corresponds to the identity operator in the chiral ring.
Now we will see that the D-branes provide the integral structure correspond-
ing to the cycles Ai, Bi, and that the pairing is realized in terms of overlaps
of the D-brane boundary states corresponding to the middle-dimensional
homology cycles and the field (state) corresponding to the identity operator
of the chiral ring.

To formulate this as a path-integral computation we consider the topo-
logical B-model on a Calabi–Yau n-fold on a semi-infinite cigar. Recall that
the observables of the topological theory are labelled by Hp(∧qTM), which
can be identified with Hp,n−q(M) through contraction of indices with Ω.
The path-integral representation of

∫
Ai

Ω is given by the semi-infinite cigar
with the state corresponding to the Ai D-brane at the boundary, as we will
now argue.

We noted earlier that a D-brane preserves the supersymmetries of the
B-model when it is a holomorphic submanifold. Now we are finding that the
D-brane needs to be a middle-dimensional cycle, in order for the pairing with
Ω to make sense, and in particular preserves the A-model supersymmetries.
This means that the B-model supercharges are not preserved by this D-
brane, i.e, that, after twisting, the amplitude on the disk with no insertion
and boundary conditions corresponding to the D-brane on Lagrangian D-
branes is not a purely topological amplitude. However, we are interested
in the overlap of the (canonical) ground state with the D-brane boundary
state. The path-integral on the disk with no operator insertions gives a state
at the boundary which is Q-cohomologically equivalent to this ground state.
To get the actual ground state, we evolve this state along an infinite tube to
project out all components except the ground state. Then take the overlap
with the D-brane boundary state. The result is a path-integral on a semi-
infinite cigar with no operator insertions and with the boundary conditions
on the terminal circle corresponding to the D-brane.
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Since the circumference of the circle direction of the cigar is irrelevant
in the case of the sigma model on the Calabi–Yau manifold (since the two-
dimensional theory is conformal), we can take an infinitesimally thin, in-
finitely long cigar — this allows us to dimensionally reduce the problem to
quantum mechanics and compute the overlap as the integral of the ground
state wave-function over the delta-function constraint specified by the D-
brane boundary conidition. Since the state corresponding to the identity
operator in the B-model is realized by the holomorphic n-form, this overlap
integral is thus realized through the integral

Zi = 〈Ai|0〉 =
∫

Ai

Ω,

Fi = 〈Bi|0〉 =
∫

Bi

Ω,

which is what we wished to establish.
Recall that the topological B-model could be defined by twisting either a

Calabi–Yau σ model or a Landau–Ginzburg theory. We also saw that some
Calabi–Yau σ models (for some values of moduli) admit a Landau–Ginzburg
description. It is then natural to ask what the analogue of D-branes, D-
brane states, and their overlap, with topological ground states are in the
Landau–Ginzburg case.

The analogue of D-branes for Landau–Ginzburg theories turns out to
be the non-compact middle-dimensional Lagrangian cycles we defined in
the context of studying solitons of Landau–Ginzburg theories in Ch. 18.
They are the lifts of the straight line images in the W plane to the field
space, emanating from critical points, using the soliton equations. In fact
they naturally pair up with the chiral ring elements. Recall that Landau–
Ginzburg theories have a chiral ring given by R = C[φi]/(∂W ) which is
the Landau–Ginzburg analogue of the ring Hp(∧q(TM)) in the case of the
Calabi–Yau. Assuming that W has isolated singularities, the (relative) ho-
mology group Hn(Cn, {ReW → ∞}) has the same dimension as the chiral
ring R, and there is a natural pairing between them. The overlap integral of
the D-brane states with the vacua are a natural analogue of the pairing be-
tween the holomorphic n-form and the Lagrangian cycles of the Calabi–Yau.
Namely

(19.5) 〈γ|0〉 = Πγ =
∫

γ
e−Wdφ1 · · · dφn.
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Note that this is a well-defined integral because the cycles γ are defined
by the condition that in the non-compact direction ReW → ∞. Note also
that in the case of vanishing superpotential, i.e., the sigma model on the n-
dimensional complex plane, the result reduces to the period pairing we have
discussed in the context of Calabi–Yau manifolds. One can also consider
periods of the form

〈γ|ϕα〉 = Πα
γ =

∫
γ
ϕαe

−Wdφ1 · · · dφn

where ϕα are chiral fields. Actually, the above identity holds only for a
special representative of chiral fields ϕα corresponding to topological “flat
coordinates”. Even though this identity can be derived with some work (by
going over to supersymmetric quantum mechanics), we will limit ourselves
here to providing evidence for this formula.

Note that the right-hand side of the above identity, which is a weighted
period integral, is given by derivatives of the fundamental period Πγ with
respect to the moduli (as in the Calabi–Yau case):

Πα
γ =

∂Πγ

∂ti

where the superpotential involves couplings W =
∫

d2θtαϕα. (ϕα will be
functions of the φi.)

Exercise 19.3.2. In the non-conformal case (Landau–Ginzburg super-
potential that is not quasi-homogeneous) the overlaps of D-brane states with
ground states characterized by chiral ring elements do depend on the cir-
cumference of the circle. Show (assuming we have a complete basis for
ground states specified by some collection of D-branes) that the solution to
the tt∗ equations can be written in terms of such overlaps (which in general
will be very non-trivial functions of the moduli of the theory). Note that
in the limit of infinitesimal circumference the overlap will agree with the
above truncation to a finite-dimensional integral. (Hint: gij = 〈φj |φi〉 =
〈φj |γ〉Cγγ′〈γ′|φi〉 for some suitable intersection matrix C)

Exercise 19.3.3. For the conformal case of the Calabi–Yau, rederive
from the above result the relation between the Kähler potential on moduli
space e−K = 〈0|0〉 and the period integral.

We noted before that when the superpotential W is quasi-homogeneous,
in some cases the (orbifold of) Landau–Ginzburg theory corresponds to a
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Calabi–Yau sigma model — so our expression for the periods should reduce
to the periods on a Calabi–Yau. Let us see how this works in an example.

Consider the Landau–Ginzburg theory given by the quasi-homogeneous

W = xn
1 + · · · + xn

n + ψx1 · · ·xn

mod Zn acting as diagonal phase multiplication on all fields. This Landau–
Ginzburg theory corresponds to the Calabi–Yau (n − 2)-fold given by the
equation W = 0 in CPn−1 (for Kähler moduli r → −∞ ). Consider the
period

Π =
∫

γ
exp[−(xn

1 + · · · + xn
n + ψx1 · · ·xn)]dx1 · · · dxn

=
∫

γ
exp[−xn

1 (1 + (
x2

x1
)n + · · · + (

xn

x1
)n + ψ

x2

x1
· · · xn

x1
)]dx1 · · · dxn.

(19.6)

Defining ζi = xi/x1 for i �= 1 and ζ1 = xn
1 , we have

Π =
∫

γ
exp[−ζ1(1 + ζn

2 + · · · + ζn
n + ψζ2 · · · ζn)]dζ1 · · · dζn

=
∫

γ
δ(1 + ζn

2 + · · · + ζn
n + ψζ2 · · · ζn)dζ2 · · · dζn

=
∫

γ

dζ2 · · · dζn

∂W
∂ζ2

|f=0

,

(19.7)

where f = 1 + ζn
2 + · · · + ζn

n + ψζ2 · · · ζn. This is exactly the integral of the
holomorphic (n−2)-form on the Calabi–Yau (n−2)-fold in the patch ζ1 �= 0.
This connects the Landau–Ginzburg computation to that expected for the
Calabi–Yau case. Even the fact that we have to consider the orbifold theory
is needed for this correspondence: Note that when we made the change of
variables ζ1 = xn

1 , ζ2 = x2
x1

, · · · , ζn = xn
x1

, this change of variables has a
Jacobian of unity (precisely when W is quasi-homogeneous). Furthermore
the change of variables is n-to-1, which corresponds to modding out by the
Zn action on xi identifying them with an overall Zn phase rotation. Alterna-
tively, one could derive Picard-Fuchs equations from the Landau–Ginzburg
expression for the periods and check that they are the same equations as
arise in the corresponding Calabi–Yau.

Exercise 19.3.4. Verify this for the case of the quintic threefold corre-
sponding to setting n = 5 for the above Landau–Ginzburg theory.
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The difference between these two different expressions for the periods
is that the Landau–Ginzburg periods are expressed as integrals over non-
compact cycles γ in flat space (Cn), which makes them potentially easier
to compute. We can see that these period integrals are independent of the
Kähler moduli, because the B-model parameters (complex structure moduli)
are decoupled from the A-model parameters (Kähler moduli).

The metric on the Calabi–Yau moduli space is given by (recalling our
discussion of tt∗ geometry) Gij = gij/g00 where, as follows from the exercise,

(19.8) gij = Πj
γC

γγ′
Πi

γ′

where Cγγ′
is the (inverse of the) intersection matrix for cycles γ, γ′. The

periods Πi
γ are holomorphic in their dependence on the moduli only when

W is (quasi-) homogeneous. We will learn more about D-branes in Landau–
Ginzburg theories in Ch. 39.
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CHAPTER 20

Proof of Mirror Symmetry

We are now ready to present a physical proof of mirror symmetry. First
we have to clarify what we mean by a proof of mirror symmetry. Next we
divide the proof into a few steps. The basic ingredient in the proof is a
formulation of the sigma model in the context of the gauged linear sigma
model and application of R → 1/R duality to the charged fields of the
gauged linear sigma model.

20.1. What is Meant by the Proof of Mirror Symmetry

As discussed in detail in the context of (2, 2) supersymmetric field theo-
ries in two dimensions, in the action there are F-terms and D-terms. More-
over, many interesting aspects of the theory, including correlation functions
of topological field theories, are completely captured by the F-terms. And
in the context of conformal theories, the D-terms are believed to be fixed by
F-terms if one wishes to have a two-dimensional superconformal theory, as
in the case of sigma models on Calabi–Yau manifolds.

What we mean by “proving” mirror symmetry is establishing the equiv-
alence, up to D-term variations, of two different theories: a gauged lin-
ear sigma model, which has a low-energy description as a non-linear sigma
model, and a Landau–Ginzburg theory with a certain superpotential, W.

Moreover, the A-ring (and all the other topological data) of the gauged lin-
ear sigma model, maps to the B-ring (and the corresponding topological
amplitudes) of the Landau–Ginzburg model.

As we have seen in previous chapters, some Calabi–Yau sigma mod-
els have a Landau–Ginzburg description in a certain regime of parameters.
Put differently, certain Landau–Ginzburg theories can be viewed as Calabi–
Yau sigma models, where the B-ring of the Landau–Ginzburg theory maps
to the B-model topological ring of the Calabi–Yau. Some of the mirror
Landau–Ginzburg theories that we obtain are of this type and can thus be
related to a Calabi–Yau sigma model. In such a case, mirror symmetry maps

463
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the A-model topological amplitudes in one Calabi–Yau, M, to the B-model
topological amplitudes of another Calabi–Yau, M̃. Then one should have a
relation between the Hodge numbers of the Calabi–Yau:

hp,q(M) = hd−p,q(M̃),

where d is the complex dimension of M and M̃. This is the original form in
which mirror symmetry was posited. But the proof we present is more gen-
eral, and the Landau–Ginzburg theories we obtain do not always correspond
to sigma models on Calabi–Yau manifolds (or in general any manifold). For
example, we will uncover the mirrors of general Fano varieties, and we will
find that in general the mirror is a Landau–Ginzburg theory that does not
admit a sigma model description on a compact manifold. Even for Calabi–
Yau manifolds, the notion that mirror symmetry should not be thought of as
simply an equivalence between two CY manifolds has long been understood
— for example, there are examples of rigid Calabi–Yau threefolds where
h2,1 = 0, which cannot have geometric mirrors as Calabi–Yau sigma models
(as that would require h1,1 = 0, which is not possible for a Kähler manifold1)

20.2. Outline of the Proof

The proof of mirror symmetry will be completed in three steps. In Step
1, we consider a (2,2) supersymmetric U(1) gauge theory coupled to a single
matter (chiral) field of charge Q. We will find that there is a dual description
of this theory in which the charged chiral field Φ is replaced by a neutral,
twisted chiral field, Y . This dualization amounts to a dualization of the
phase of the complex-valued field Φ, which is just T-duality (i.e., R → 1/R
duality) on the cylinder. In Step 2, we shall generalize to a U(1) gauge
theory with n chiral fields Φi with charges Qi. To this end, we will consider
a U(1)n gauge theory with this content and argue that deforming this to a
U(1) theory does not affect the superpotential (F-terms are all that we are
interested in). But the U(1)n theory with n chiral fields reduces to Step
1, so at the end of Step 2 we will have constructed the mirrors of toric
varieties. To generalize this to hypersurfaces (or complete intersections) in
toric varieties, we need one additional ingredient, which we consider as Step

1An example of this is the �3 × �3 orbifold of T 2 × T 2 × T 2 where the �3 ’s act on

hexagonal tori, with determinant 1. The mirror is a Landau–Ginzburg theory with six

fields with a homogeneous superpotential of degree 3, modded out by �3 .
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3. For simplicity of presentation we consider the mirror of a hypersurface
of degree d in CPn. To this end we will study the U(1) gauge theory with
(n+2) matter fields with charges (−d, 1, · · · , 1). This is a special case of the
theories considered in Step 2 and describes the (non-compact) total space
of the bundle O(−d) over CPn. We will connect this to the hypersurface
of degree d in CPn by a deformation which does not affect the relevant
rings under consideration but does affect the topology of field space, and
in particular leads to a change of field spaces from products of cylinders to
products of complex planes.

The most important step in the proof is Step 1, and already one sees
that the basic idea of mirror symmetry is simply T-duality.

20.3. Step 1: T-Duality on a Charged Field

Consider a U(1) gauge theory coupled to a single chiral field Φ of charge
Q. The gauge invariant field strength is in a twisted chiral superfield Σ.
Recall that there is a linear superpotential in the twisted chiral sector given
by W̃ = −tΣ where t = r − iθ is the Fayet–Iliopoulos parameter. There
is no superpotential for Φ, basically because there is no conceivable term
that could be added consistent with gauge invariance. Since Σ and Φ live in
different superspaces, they do not mix with each other as far as F-terms are
concerned. We will dualize the phase of the field Φ and the dual description
will be in terms of a twisted chiral field Y . Since Y and Σ are both twisted
chiral, they can mix in the twisted superpotential. We will compute this
superpotential W̃ by studying vortices in the original theory.

The action for the gauged linear sigma model is given by

(20.1) L =
∫

d4θ(Φe2V Φ − 1
2
ΣΣ) +

1
2
(
∫

d2θ̃(−tΣ) + complex conjugate).

Recall that V is a real superfield and Σ is the gauge invariant field strength
superfield given by Σ = D+D−V . t = r− iθ is the Fayet–Iliopoulos parame-
ter. In the language of the non-linear sigma model, t typically parametrizes
the complexified Kähler class: r corresponds to the Kähler form and θ to
the two-form field B. Φ is chiral: D+Φ = 0 = D−Φ.

The vacuum manifold is the space of gauge-inequivalent minima of the
bosonic potential (see Ch. 17), and for this theory is given by

M = {φ ∈ C : |φ|2 − r = 0}/U(1),
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which is just a point. Even though this might seem to be a rather uninter-
esting example, we will find that our analysis of the general case will reduce
to this rather trivial looking case.

We wish to dualize the phase of the field φ = ρeiψ. This is just
R ↔ 1/R on the circle-valued variable ψ, but we will set the dualization in
the superfield language, where we get a twisted chiral field Y whose real part
Y +Y = 2Φe2QV Φ, and whose imaginary part θ = ImY is given by dθ = ∗dψ,
as discussed in Sec. 13.4.2. Furthermore, the (twisted) superpotential (at
the level of classical equivalence) will turn out to be W̃ (Σ, Y ) = −tΣ+QΣY .
There is a quick heuristic way to see why the second term must be generated:
the original (gauge invariant) kinetic energy of φ is given by∫

(Dµφ)2 = Q

∫
ρ2A ∧ ∗dψ + · · · → Q

∫
A ∧ dθ + · · · = −Q

∫
F ∧ θ + · · · ,

where F is the field strength of the gauge field A. The last term arises from
the superspace term ∫

d2θQΣY

upon integration over the superspace. Let us look more carefully at how
this superpotential comes about.

Consider the Lagrangian for a vector superfield V , a real superfield B,

and a twisted chiral superfield, Y whose imaginary part is periodic with
period 2π :

(20.2) L0 =
∫

d4θ(e2QV +B − 1
2
(Y + Y )B),

where Q is an integer. Our strategy will be to integrate out one of the fields
— Y or B. The different resulting theories will look different but be the
same (at the level of equations of motion — quantum corrections will be
considered shortly).

First we integrate over Y . This yields the constraint D+D−B = 0 =
D+D−B, solved by B = ΨΨ. Inserting this into the original Lagrangian,
and setting Φ = eΨ, we obtain

(20.3) L1 =
∫

d4θ Φe2QV Φ.

Now reverse the order of integration and integrate B out of L0, using its
equation of motion, B = −2QV + log((Y + Y )/2), to obtain

(20.4) L2 =
∫

d4θ[QV (Y + Y ) − 1
2
(Y + Y )log(Y + Y )]
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(we used the fact that
∫

d4θ(Y + Y ) = 0). Since Y is twisted chiral
(D+Y = 0 = D−Y ), we can rewrite∫

d4θV Y = −1
4

∫
dθ+dθ

−
D+D−V Y =

1
2

∫
d2θ̃ΣY.

Adding back the gauge kinetic term and the linear twisted superpotential
for Σ (neither of which depend on Y or B, so are unaffected by the above
manipulations), we find that the Lagrangian
(20.5)

L′ =
∫

d4θ(− 1
2e2

ΣΣ − 1
2
(Y + Y )log(Y + Y )) +

1
2
(
∫

d2θ̃Σ(QY − t) + c.c)

is dual to

(20.6) L =
∫

d4θ(− 1
2e2

ΣΣ + Φe2QV Φ) +
∫

d2θ(−tΣ).

Notice that the gauge superfield V (hence the gauge symmetry) has disap-
peared in L′ and that Y is neutral.2

Comparing the two different expressions for B we see that Y + Y =
2Φe2QV Φ. The imaginary part of Y is related to the phase of Φ, something
that is not easy to see in the superfield language, but evident in component
form.

There is a puzzle here: The real part of Y looks manifestly positive,
which means that the field space is the half-plane. One might be worried
about potential singularities coming from the boundary in field space. How-
ever, the field Y that we have been talking about is really the bare field
Y0. We saw in our discussion of renormalization effects in Ch. 14 that
in general fields get renormalized. Indeed the field Y undergoes a renor-
malization given by Y0 = log(ΛUV /µ) + Y where µ is the renormalization
scale. The condition Re (Y0) ≥ 0 translates into Re (Y ) ≥ − log(ΛUV /µ)
for the renormalized field. In the continuum limit (ΛUV → ∞), the bound
on Y disappears. In other words, the boundary at Y0 = 0 is not physically
relevant.

What we have done so far is to establish an equivalence between two
Lagrangians by introducing and integrating out auxiliary fields using their
equations of motion. All this has been at a classical level. The next step
is to ask what happens when we take quantum effects into consideration.

2On worldsheets with boundaries, there would also be boundary terms that we have

neglected in the above manipulations. These can be dealt with straightforwardly.
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The D-terms will receive corrections, but as discussed before, these are not
important for us. How about corrections to the (twisted) superpotential
induced by quantum effects? One may naively think that there are no fur-
ther corrections due to the non-renormalization theorems we have discussed
for the superpotential terms. However, what we are doing here is integrat-
ing out fields at the quantum level. We saw in the examples we discussed
in Ch. 14, in the context of non-renormalization theorems, that super-
potential terms can be generated in the process without contradicting the
non-renormalization theorem.

We have taken into account classical configurations in the original theory
and now we want to see what quantum configurations could contribute to W̃ .
We know that, by supersymmetry, the path-integral for this computation
will localize to field configurations whose fermionic variation is zero.

Exercise 20.3.1. Prove this statement by using the fact that the super-
potential terms are invariant under suitable supersymmetry.

These configurations will turn out to be instantons or vortices (gauge
configurations with non-vanishing c1) in the original formulation of the the-
ory, and they will result in a correction of the form δW̃ = e−Y .

For the fermionic variations, we have (where δ = ε+Q− + ε−Q+, since
we are interested in variations with respect to Q− and Q+)

(20.7) δλ+ =
√

2iε+

(
D + iF12 +

i

2
[σ, σ]

)
,

(20.8) δλ− =
√

2ε+D−σ,

(20.9) δλ+ =
√

2ε−D+σ,

(20.10) δλ− = −
√

2iε−

(
D + iF12 +

i

2
[σ, σ]

)
,

(20.11) δψ+ =
√

2iε−D+φ +
√

2ε+F,

(20.12) δψ− =
√

2ε−σφ.

Here D± = D0 ± D1, and D and F are the auxiliary fields in the vector
and chiral multiplets (note that F is not a gauge field strength here, as the
field strength’s two-form indices have been indicated explicitly), while λ is
the fermion in the gauge multiplet. Continuing to Euclidean signature by
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Wick rotation (D+ → 2Dz, D− → −2Dz, F01 → −iF12), the condition for
the fermionic variations to be zero is

(20.13) σ = 0,

(20.14) Dzφ = 0,

(20.15) F12 = e2(|φ|2 − r0).

The solutions to these equations are called “vortices.” These are minimum-
action solutions in the topological class given by

c1 = k =
1
2π

∫
F12d

2x.

The trivial solution (k = 0) corresponds to φ = constant, and localization to
that sector gives the classical superpotential W̃ we have already computed.
Consider the case k = 1. To understand what this solution means, note that
the bosonic potential is

U(φ) =
e2

4π
(|φ|2 − r0)2.

There is a circle of minima of this potential in the φ plane, and to have a con-
figuration with finite action, we must demand that φ goes to the minimum
at space-time infinity. However, we see that there can be a non-trivial con-
figuration in which the φ field winds around the circle of minima at infinity,
i.e., φ defines a map

φ : S1
∞ → S1

U=0

with winding number 1. However, in this configuration the phase of φ varies
at ∞, and so to ensure that the gauge covariant derivative Dzφ = 0 we need
to turn on a gauge field with

k =
1
2π

∫
F12d

2x =
∫

S1∞

A = 1.

This solution is called the vortex, and is a BPS configuration, which means
that it is invariant under half of the supercharges. For the k = 1 vortex, φ

has a single, simple zero, and the moduli space of this solution is complex
one-dimensional, parametrized by the location of the zero of φ.

To do the analysis of the contribution of the vortices to the deformation
of the superpotential, it is simplest to first study the case where the charge
Q of the field Φ is Q = 1. In the k = 1 vortex background, there are two
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fermionic zero modes which induce, as can be checked by explicit calculation,
a nonzero two-point function

〈χ+χ−〉 ∼ eiθ,

where the χ’s are the fermionic partners of Y and in the original field vari-
ables are given by

χ+ = 2ψ+φ, χ− = −2φ†ψ−.

On the other hand, a superpotential term
∫

d2θ̃e−Y would contain a term
−e−Y χ+χ− and this would give a contribution to the above two-point func-
tion of precisely this form. This is because the imaginary part of Y can be
identified with the “theta angle” of the gauge theory, which is encoded in
the
∫

ΣY term in the action that we discussed above. This proves that the
term e−Y is in fact generated.

Since the product of the two χ’s carries axial R-charge −2, only vortex
backgrounds with k = 1 can contribute to the two-point function. Hence
higher k configurations, which might have generated terms like e−kY , do not
contribute to the superpotential. Note, however, that the one-vortex con-
tribution encodes configurations with multiple k = 1 vortices to correlation
functions, because the action is exponentiated in the path-integral. So we
have shown that the vortices (which can also be called instantons of this
two-dimensional theory) generate a term e−Y in the superpotential W̃ . The
(twisted) superpotential in the dual formulation is then

(20.16) W̃ = Σ(Y − t) + e−Y .

For a general charge Q, the answer turns out to be

W̃ = Σ(QY − t) + e−Y .

One way to see this is to note that changing the quantum of charge is
effectively the same as V → QV or Σ → QΣ (up to a redefinition of t).3

There is a faster way to see why precisely such a term is generated, which
also sheds light on its role and the meaning of T-duality in this context.
As we have seen before in Ch. 18, superpotential terms encode information
about BPS solitons (or kinks) that interpolate between vacua, labeled by the
critical points of the superpotential. One can also reverse this: by examining

3In terms of vortices, “fractional” vortices contribute in this case. What this means

is that the field configurations with fractional c1 (multiples of 1/Q) contribute to the

superpotential.
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what BPS solitons we have, we can try to reconstruct the superpotential.
In the present case it is convenient to consider taking the limit e → 0. Note
that as far as variations of the superpotential this is irrelevant because it is a
D-term variation. However, this has the effect of freezing out all fluctuations
in the field Σ, because of the kinetic term

1
e2

∫
d4θΣΣ,

so we can set Σ to a constant. In the original formulation, this induces a
central charge in the supersymmetry algebra proportional to qΣ, where q

denotes the sector of the Hilbert space with charge q. In particular, if we
consider a sector consisting of n excitations of the field Φ, this corresponds
to q = nQ. Thus the Hilbert space decomposes into charge sectors in which
the mass M ≥ n|QΣ|, which is saturated by the BPS solutions. Regardless
of whether we actually do have a stable kink or not in any given sector, or
how many of each we have, we should have infinitely many vacua for this
theory labeled by an integer, and the central term in the supersymmetry
algebra between any pair is given by the difference in the integer labels n

times QΣ, i.e.,

Zn = 2πinQΣ

, How are these sectors appearing in the dual formulation in terms of the Y

fields? If we only had W̃ = Σ(QY − t), there would not be infinitely many
sectors, as there would not be any critical points of W̃ as a function of Y .
With a superpotential W̃ = Σ(QY − t) + e−Y , it is easy to see that we have
infinitely many critical points given by

∂Y W̃ = 0 → e−Y = QΣ.

If Y0 is a solution of this equation, we will have infinitely many of them
given by Y0 + 2πin. In a sector where Y changes from left to right by 2πin,
we see that

∆W̃ = 2πi(nQΣ)

which is exactly of the expected form. It takes a little bit more work to
show that no other addition to the superpotential does the trick, so that
this is the unique deformation. Note in particular that when Σ is frozen
out, Φ acquires a mass |Σ|, which is precisely the mass of the kink solution
in the dual formulation. In other words, the duality interchanges what is
a fundamental field in the original description with what is a soliton in the



472 20. PROOF OF MIRROR SYMMETRY

dual description. Moreover, vortices (winding modes in Φ) correspond to
momentum modes of Y and vice versa — this is a manifestation of the
momentum-winding exchange that is characteristic of R → 1/R duality.

20.4. Step 2: The Mirror for Toric Varieties

In Step 2, we consider U(1)n gauge theory with n chiral multiplets Φi of
charge Qi (with respect to the ith U(1)). Of course this is just equivalent to n

decoupled copies of the theory we studied in Step 1. Thus, after we dualize
the fields Φi into fields Yi we immediately see that we have an effective
superpotential in terms of the Yi given by

(20.17) W̃ =
n∑

i=1

(QiYi − ti)Σi +
n∑

i=1

e−Yi .

Now freeze all except the diagonal U(1) by sending the corresponding gauge
coupling parameters ei to zero, by D-term variations. Note that this does
not affect what we are interested in, the F-terms. This reduces the problem
to that of a single U(1), and so we have

(20.18) W̃ = (
n∑

i=1

QiYi − t)Σ +
n∑

i=1

e−Yi ,

after setting Σi = Σ and t =
∑n

i=1 ti. Note that Σ is still a dynamical
superfield. Integrating out Σ, which as discussed above is the same as solving
for ∂ΣW̃ = 0, we get the superpotential

W̃ =
n∑

i=1

e−Yi

subject to the constraint
n∑

i=1

QiYi = t.

On the other hand, we know that the U(1) theory with n chiral fields Φi

with charges Qi has a low-energy limit which is the NLSM with target space
WCP(Q1, · · · , Qn). So we have established that the mirror of weighted
projective space is an LG theory with a specific superpotential. This proof
extends to arbitrary toric varieties, and completes Step 2.

As an example, consider the case of CPn−1. The gauged linear sigma
model description is in terms of a U(1) gauge field coupled to n chiral fields
of charge 1. The equivalent (dual) Landau–Ginzburg description is in terms
of Xi = e−Yi , i = 1, . . . , n, with superpotential W̃ = X1 + · · · + Xn subject
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to the constraint
∏

i Xi = e−t. Equivalently (solving for Xn), we have n− 1
fields Xi with

(20.19) W̃ (Xi) = X1 + · · · + Xn−1 +
e−t

X1 · · ·Xn−1
.

We should remember, though, that the fundamental variables (dictated by
the measure of the path-integral) are the Yi and not the Xi. Note that
t started out life as the complexified Kähler parameter of CPn−1, but now
appears in the Landau–Ginzburg description in a transcendental expression.

It is easy to see that there are n critical points of the superpotential,
corresponding to the n massive vacua of the CPn−1 model. Indeed, they are
obtained by

∂iW̃ = 0 → Xi = ωe−t/n,

where ω is an n-th root of unity.
Identifying H = −∂tW̃ with the Kähler class of CPn−1, we recover the

quantum cohomology ring of CPn−1 realized here as the twisted chiral ring
of this Landau–Ginzburg theory:

Hn = e−t.

Notice that as t → ∞, the CPn−1 becomes flat and the quantum correc-
tions coming from worldsheet wrappings (sigma model instantons) get sup-
pressed, and we recover the classical cohomology ring relation, Hn = 0.
However there is more to this story than the quantum cohomology ring, as
we have seen. One can compute the soliton spectrum corresponding to kinks
interpolating between different vacua) in the LG description.

Exercise 20.4.1. Prove that between any pair of vacua with ωi/ωj =
e−2πir/n there are n!/r!(n− r)! kinks.

The n kinks between neighboring vacua are identified with the funda-
mental fields Φi in the original description and, more generally, the higher
solitons correspond to antisymmetric products of the fields Φi. This picture
was also anticipated, as we discussed before, from the large n analysis of the
CPn−1 sigma model.

In the next step we will prove mirror symmetry for hypersurfaces in
projective space.



474 20. PROOF OF MIRROR SYMMETRY

20.5. Step 3: The Hypersurface Case

We saw in Step 1 that the non-linear sigma model on the weighted
projective space WCP(Q1, · · · , Qn) is equivalent to an LG theory with the
superpotential

W̃ (Yi) =
n∑

i=1

e−Yi ,

with the constraint
∑

i QiYi = t. We can equivalently write W̃ (Xi) =∑n
i=1 Xi with a constraint

∏n
i=1 XQi

i = e−t (this latter form is more fa-
miliar from the toric geometry viewpoint).

The machinery we have developed also allows us to consider non-compact
toric varieties, as we have not assumed that all the charges Qi are positive.
For instance consider the gauged linear sigma model with (n + 2) chiral
fields (P,Φ1, · · · ,Φn+1) with charges (−d, 1, 1, · · · , 1). This corresponds to
the total space of O(−d) on CPn (i.e., the low-energy limit of this gauged
linear sigma model is the non-linear sigma model on this space). In the
special case where d = n+1, we have a non-compact Calabi–Yau manifold.4

Let us define X0 = e−P , Xi = e−Yi for i = 1 to (n + 1). Then in the mirror
LG description W̃ =

∑n+1
i=0 Xi with the constraint X−d

0 X1 · · ·Xn+1 = e−t.
We can use the constraint to eliminate X0 by defining

X̃i = X
1/d
i

for i = 1 to (n + 1) so that

X0 = et/dX̃1 · · · X̃n+1

and the superpotential becomes

W̃ =
n+1∑
i=1

X̃d
i + et/dX̃1 · · · X̃n+1.

Note that the change of variables X̃i = X
1/d
i means that we are redefining

Ỹi = Yi/d. Remembering that the Yi were periodic variables (Yi ∼ Yi +2πi),
we see that we need to identify X̃i ∼ e2πi/dX̃i. This means that the X̃i are
only well defined up to multiplication by a dth root of unity, so our theory is
really the “orbifold” of the LG theory with W̃ =

∑n+1
i=1 X̃d

i +et/dX̃1 · · · X̃n+1

4As we will discuss briefly later, the physical motivation for considering such non-

compact Calabi–Yau’s, i.e., the “local models,” is that non-compact CY’s capture some

interesting aspects of the resulting field theory near a singularity of a CY in string theory.
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by the group (Zd)n. Note that it is not (Zd)n+1 because the combination
e−t/dX0 = X̃1 · · · X̃n+1 is well defined in the original theory, and so the
orbifold group is the subgroup (Zd)n of (Zd)n+1 corresponding to phase
rotations preserving this monomial. The meaning of this orbifolding is the
same as that of a discrete gauge symmetry: in the path-integral description,
one sums over all flat (Zd)n bundles, and the fields (depending on how they
transform according to the discrete group) are appropriate sections.

For d = n+1, we have an O(−n−1) bundle on CPn and in this case the
Landau–Ginzburg theory is the (Zd)n orbifold of the one with superpotential

(20.20) W̃ = X̃n+1
1 + · · · + X̃n+1

n+1 + et/(n+1)X̃1 · · · X̃n+1

In precisely this case, W̃ is homogeneous and there is an extra U(1) R-
symmetry. This looks exactly like the Landau–Ginzburg description of the
mirror to a compact Calabi–Yau hypersurface in CPn, with t now identified
with the complex structure modulus of the mirror. But what we started out
describing was the non-compact total space of O(−n− 1) on CPn! What is
the relation between these two?

In order to address this question, recall that in order to get a compact
hypersurface of degree d in CPn we need to consider a GLSM with a super-
potential W = PGd(Φi), where Gd is a homogeneous polynomial of degree
d. This is a term that is integrated over chiral superspace. We can think
of this additional term as a (c, c) perturbation to the gauged linear sigma
model of the non-compact space. In the mirror description, i.e., in terms of
the Yi variables, this corresponds to a term

∫
d2θσPG(σΦi) where the fields

σP , σΦi correspond to fields creating kinks, and will have a complicated
description in terms of the fields Yi. (Recall that the fundamental fields Φi

in the original description corresponded to kinks in the dual description in
terms of Yi.) As a result of this perturbation in the (c, c) superspace terms,
the theory will flow in the IR to the compact theory. In the UV, this theory
has a non-compact (n + 1)-dimensional target, and in the IR it has n − 1
dimensions, so this is obviously a drastic change. However, quantities which
are sensitive only to the twisted F-terms (such as the quantum cohomology)
should not depend on this perturbation, as was discussed in detail in the
context of decoupling theorems. This explains why we are getting the same
form for the superpotential for both the compact hypersurface as well as the
non-compact toric space. However, there must be some difference between
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them. It turns out that there is a subtle difference between the compact and
the non-compact theory: the field space may have a different topology in the
IR. As we will argue below, while in the non-compact case the good variables
were the Yi, the good variables in the compact case are the Xi = e−Yi .

We can probe the relation between the non-compact and compact the-
ories in the following way. The ground states of the sigma model for
O(−d) on CPn are in one-to-one correspondence with the cohomology classes
1, k, . . . , kn, with axial charge −(n + 1)/2, · · · , (n + 1)/2. If we turn on the
F-term perturbation and follow the RG flow to the IR, some of these ground
states will flow to ground states of the compact theory, and some will be
lifted. The ground states that correspond to normalizable forms in the non-
compact theory are bound to survive in the compact theory, whereas those
that correspond to non-normalizable forms might disappear from the spec-
trum (they can run infinitely far away in field space). The ground state
with the lowest axial charge −d

2 (recall again d = n + 1) corresponds to
the cohomology class dual to the total space of the line bundle, and this is
clearly a non-normalizable state (cannot be expressed as a form with com-
pact support). The ground state corresponding to the fundamental class of
CPn (zero section) in the line bundle has axial charge −d

2 + 1 and survives
in the compact theory as the unique ground state with that charge, which
we shall label |1〉c. In other words, the ground state of the compact theory
corresponds to the form k, or the state |k〉nc, in the non-compact theory.5

Now we can use the path-integral to identify the good variables in the
compact case in terms of those of the non-compact theory. In the non-
compact theory, the good variables (on the mirror side) are the
Ỹi = −log(X̃i). In particular, as discussed in Ch. 32, the D-brane BPS
masses correspond to periods, and are given by

(20.21) Πγ
nc = 〈γ|1〉nc =

∫
γ
dỸ1 · · · dỸn+1e

−�W

(20.22) =
∫

γ

dX̃1 · · · dX̃n+1

X̃1 · · · X̃n+1

e−
�W .

5Strictly speaking, the notion of axial charge as a conserved quantity makes sense

only for Calabi–Yau (or when the size of � �n is large) but one still can define the state

corresponding to |k〉nc by more abstract means.
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Now the variation of the Kähler class in the non-compact theory is realized
by taking the derivative of the superpotential with respect to t, and this
gives

k = ∂tW̃ =
1
d
et/d

n+1∏
i=1

X̃i.

Inserting this in the integral gives

(20.23) 〈γ|k〉nc = 〈γ|1〉c =
1
d
et/d

∫
γ
dX̃1 · · · dX̃n+1e

−�W .

In other words,
∂Πnc

∂t
= Πc.

Note that the final integral of the period can be interpreted in the context
of the compact theory as implying that the correct variables in the compact
theory are the X̃i variables. Thus the effect of the RG flow is that the good
variables in the compact case are the X̃i = e−

�Yi instead of Ỹi.
To summarize, we have found that the mirror of a degree d hypersur-

face in CPn is a Landau–Ginzburg theory with (twisted) superpotential
W̃ = Xd

1 + · · · + Xd
n+1 + et/dX1 · · ·Xn+1 modded out by the discrete gauge

group (Zd)n, consisting of all Zd phase rotations of Xi preserving X1 · · ·Xn+1.
When d = n+ 1, the Calabi–Yau case, W̃ is homogeneous and the Landau–
Ginzburg theory can be identified with a non-linear sigma model on a mirror
Calabi–Yau. However, what we have found is more general: if d �= n+1, the
superpotential is not homogeneous, and there is no geometric interpretation
of the mirror theory. In other words, we cannot insist on the mirror of a
sigma model on a manifold being another ordinary sigma model on a mirror
manifold, in the general case. As mentioned before, sometimes even in the
Calabi–Yau case the mirror is not a sigma model on a manifold.

Note that in the present example c1 = n + 1 − d and as noted before
the sigma model is asymptotically free if c1 > 0, conformal if c1 = 0 and
infrared-free if c1 < 0. If c1 > 0, we see from the LG description that there
are n+1−d massive vacua and a massless vacuum (with some multiplicity)
at the origin (in field space).

Exercise 20.5.1. Demonstrate the above statement.

If we flow this theory to the IR, the massive vacua move out to infin-
ity and the IR limit is an orbifold CFT with W̃ = Xd

1 + · · · + Xd
n+1. In

the case c1 < 0 the physical theory is not believed to make sense as it is
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not asymptotically free. The theory is given in the IR by a superpotential
W̃ = et/dX1 · · ·Xn+1, which looks rather pathological from a physical point
of view (it has a highly non-degenerate critical locus). However one can still
talk about the corresponding topological theory obtained by twisting, and
study R = C[Xi]/(∂iW ), etc.

The original derivation of mirror pairs was rather different from the
above proof. Let us connect our result to the original Greene–Plesser con-
struction of mirror pairs. We have seen that the mirror of the quintic hy-
persurface in CP4 is given by W̃ = X5

1 + · · ·+ X5
5 mod (Z5)4. On the other

hand, the Calabi–Yau/Landau–Ginzburg correspondence discussed in the
context of gauged linear sigma models associates to a sigma model on the
quintic threefold, for some choice of moduli, the Landau–Ginzburg theory
with the same Fermat-type superpotential, but modded out by Z5 (act-
ing simultaneously on all fields). What is the relation between these two
Landau–Ginzburg theories? The equivalence between these two Landau–
Ginzburg theories was known at the level of CFT as follows: The CFT
associated to a theory with superpotential W = X5 is believed to be a
known minimal conformal theory. Moreover, one can check that modding
out by Z5 symmetry gives back an equivalent minimal model. Thus in our
context modding out by (Z5)5 acting on all fields gives an equivalent theory.
Moreover a curious general symmetry of all conformal theories implies that
if we consider an orbifold of a conformal theory C1 by an abelian group G,
denoted by C2 = C1/G, then there is an orbifold of the new theory by the
same group which gives back the original theory

C1 = C2/G.

Exercise 20.5.2. Verify this statement for G = Zn at the level of the
partition function of the conformal theories on T 2. Hint: Recall the defini-
tion of orbifolds which implies that there are n2 bundles to consider on T 2,
yielding n2 terms in the partition function.

Define the action of G on the orbifold theory C2 in terms of the Hilbert
space sector labels of the orbifold theory, which are organized by elements
of Zn. Now let C denote the conformal theory associated to the Landau–
Ginzburg theory with Fermat quintic superpotential. Then from what we
have said, it follows that

C/Z5
5 = C
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and applying the above inversion of the orbifold action to C1 = C/Z4
5 and

G = Z5, we deduce that
C/Z4

5 = C/Z5.





Part 4

Mirror Symmetry: Mathematics

Proof





CHAPTER 21

Introduction and Overview

The aim of chapters 21 to 30 is to introduce Gromov–Witten theory to
both mathematicians and physicists. We begin with an expository intro-
duction to curves, and moduli spaces of curves and maps, along with their
relevant properties. We then present Givental’s approach to the Mirror con-
jecture for hypersurfaces. We conclude with a discussion of higher-genus
phenomena related to the conjectures of Gopakumar and Vafa for Calabi–
Yau threefolds.

21.1. Notation and Conventions

With the exception of Sec. 22.1, throughout this part we will deal only
with complex geometry. Hence all dimensions will be complex dimensions
unless otherwise noted. CPm will usually be denoted Pm.

If X is a non-singular complex manifold, then the line bundle
∧dim X(TX)∗ is called the canonical line bundle KX , and its cohomology
class KX = c1(KX) is called the canonical divisor class.

21.1.1. Homology and Cohomology. Let X be a non-singular com-
plex projective variety of (complex) dimension n. The singular homol-
ogy H∗(X) and cohomology H∗(X) theories will always be taken with Q-
coefficients.

We will identify Hd(X) with H2n−d(X) (via Poincaré duality). A closed
subvariety V of X of pure (complex) codimension d determines classes in
H2n−2d(X) and H2d(X) via duality. Both of these classes are denoted by
[V ]. If c ∈ H∗(X) and β ∈ Hk(X), we denote by

∫
β c the degree of the class

of the zero-cycle obtained by evaluating ck on β, where ck is the component
of c in Hk(X). When V is a closed, pure-dimensional subvariety of X, we
write

∫
V c instead of

∫
[V ] c. We use cup-product notation ∪ for the product

in H∗(X). If H2(X,Z) = Zβ with a natural generator β, the elements of
H2(X,Z) will be identified with the integers. For example, H2(Pm,Z) = Z[L]
for the line class [L]. The class d[L] will often be denoted by d.

483
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The cohomology of a sheaf F (such as the structure sheaf OX of al-
gebraic functions on X) is computed by Čech cohomology in the Zariski
topology (see Sec. 2.3.1). For algebraic sheaves on projective varieties, the
algebraic cohomology theory coincides with the analytic cohomology theory.
Cohomology vanishes above the (complex) dimension of the variety:

(21.1) Hk(X,F) = 0, k > dimX.

21.1.2. Deligne–Mumford Stacks. It will be necessary to work with
a generalization of varieties (and schemes) known as Deligne–Mumford stacks.
Although Deligne–Mumford stacks are quite technical to define, it is nonethe-
less possible to informally work with them without delving into their foun-
dations.

Deligne–Mumford stacks are an algebraic generalization of orbifolds, and
can be roughly thought of as an “orbivariety” or “orbischeme”. An orbifold
is locally the quotient of a manifold by a finite group. Similarly, a Deligne–
Mumford stack is “locally” the quotient of a scheme by a finite group. Hence
(like an orbifold) each point of a Deligne–Mumford stack has an associated
finite group, called the isotropy group of the point. All of the Deligne–
Mumford stacks which appear have the form X/G where X is a quasi-
projective scheme and G is a complex algebraic Lie group acting with finite
stabilizer.

In the same way that a complex orbifold has an “underlying complex
variety” (with finite quotient singularities corresponding to the points with
non-trivial isotropy groups), Deligne–Mumford stacks have an underlying
space, called the coarse moduli space of the stack. In all the cases we will
deal with, the coarse moduli spaces will be varieties. (In general, they can
be “algebraic spaces”.) The reader may find it psychologically easier to deal
with the coarse moduli space, as it is a simpler algebraic object, but it will
be important to keep track of the isotropy groups as well.

Deligne–Mumford stacks differ from orbifolds in two ways. They may be
singular (for example, M1,0(P1, d), Exercise 24.3.1; see the Caution below),
and the isotropy group of a general point need not be trivial (for example,
M2, see Sec. 23.2).

As with orbifolds, cohomology must be taken with Q-coefficients, not
Z-coefficients.
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Caution: Physicists sometimes use orbifold to mean the coarse moduli
space of the mathematical sense of orbifold. Thus orbifolds in the sense
of physicists may be singular, but orbifolds in the mathematical sense are
smooth.

21.1.3. Tips for Physicists Reading the Mathematical Litera-
ture. Physicists should be warned of terminology they will find in the math-
ematical literature. In algebraic geometry, complete or proper usually means
compact (but they have more general, algebraic definitions). Non-singular
means smooth (and smooth has a more technical meaning in algebraic ge-
ometry); we will use this terminology here. The Chow ring is an algebraic
version of cohomology that contains more refined information.

21.1.4. Summary of Notation. For the reader’s convenience, the fol-
lowing list contains the important notation and the section where it is in-
troduced.

Σ, Σ̃ Nodal curve and its normalization, 22.2
Mg, Mg, Mg,n, Mg,n Moduli spaces of curves, 23.2, 23.3,

23.4, 23.4
MX,β Moduli space of stable maps, 24
D(g1, A|g2, B), Boundary divisors, 23.4.1, 24.3

D(A, β1|B, β2),
evi Evaluation maps, 24.3
Def, Aut, Ob Vector spaces of infinitesimal

deformations, automorphisms,
and obstructions, 24.4

vdim = vdimMg,n(X,β) Virtual or expected dimension, 24.4
Nd Gromov–Witten invariants, 25.1.1, 29.1
Li, ψi = c1(Li) Tautological line bundles, 25.2
E, λk = ck(E) Hodge bundle, 25.3
[Mg,n(X,β)]vir Virtual fundamental class, 26.1
〈τa1(γ1) · · · τan(γn)〉Xg,β Gromov–Witten and descendant

invariants, 26.2
QH∗(X), QH∗

s (X) Big and small quantum
cohomology ring, 26.5 and 26.5.1

C, Cijk Gromov–Witten or quantum
potential, 26.5
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T0 = 1, T1, . . . , Tp, . . . , Tm Basis for H∗(X), 26.5
T Torus (C∗)m+1, 27.1
α0, . . . , αm Basis for characters of T, gene-

rators of H∗((CP∞)m+1), 27.1
pi, φi Fixed point of T-action on Pm,
and corresponding equivariant

cohomology class, 27.1
MΓ, AΓ Moduli space corresponding to T-fixed

locus on Mg,n(Pm, d), and
associated automorphism group, 27.3

µ(v), µ(F ) Fixed point associated to a vertex v

or flag F of Γ, 27.3
d(e) Degree of cover corresponding

to edge e of Γ, 27.3
ωF , ψF Equivariant classes associated

to flag F of Γ, 27.3
∂0, . . . , ∂m Tangent fields on V = H∗(X), 28
� Generator of equivariant

cohomology of C∗

∇� Connection on TV , 28
Ψ Matrix giving fundamental solution

to the quantum D.E., 28
S, Zi, zi, Z∗

i , z∗i , S∗, Φ Correlators arising in the Mirror
conjecture for hypersurfaces,
29.2, 29.3, 29.4.2, 30.2

Ed = π∗f∗O�m(l), E′
d Obstruction bundles, 29.2

Gi∗
d , Gi0

d , Gi1
d Graphs corresponding to T-fixed loci

on M0,2(Pm, d), 29.4
Ld, L′

d Auxiliary space in proof of
Mirror conjecture, 30.2

P “Polynomial” class of correlators, 30.3
T (t) Mirror transformation

or change of variables, 30.4



CHAPTER 22

Complex Curves (Non-singular and Nodal)

In this chapter, we will survey facts about complex curves that will be
useful in discussing stable maps. No proofs will be given for the various deep
theorems mentioned.

22.1. From Topological Surfaces to Riemann Surfaces

Topological surfaces are differentiable manifolds (see Sec. 1.2) of real
dimension 2 that are oriented, compact, and connected. Such surfaces are
classified by their genus (the number of “holes”, see Fig. 1). Up to diffeo-
morphism, there is one such surface Σg for every genus g ≥ 0.

Figure 1. Topological surfaces of genus 0, 1, and 3

There are several natural additional structures one may place on a topo-
logical surface Σg.

(1) The first is a Riemannian metric (see Sec. 1.4.1), given by a positive
definite symmetric two-tensor gijdx

i ⊗ dxj. This gives a notion of distance
on the surface.

(2) A conformal structure is given by the data of a Riemannian metric
up to multiplication by a (positive) function on Σg. A conformal structure
determines angles between tangent vectors of Σg. Two Riemannian metrics
giving the same conformal structure are said to be conformally equivalent.

(3) An almost complex structure is an automorphism of the tangent
bundle J : TΣg → TΣg such that J2 = −1. Every conformal structure
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determines a canonical almost complex structure: J is defined by counter-
clockwise rotation by 90 degrees. An almost complex structure gives the
fibers of TΣg the structure of a one-dimensional complex vector space, where
J is interpreted as multiplication by i.

Exercise 22.1.1. Show that every almost complex structure on Σg is
obtained from a canonically associated conformal structure.

Thus there is a canonical correspondence between the set of conformal struc-
tures on Σg and the set of almost complex structures.

(4) An almost complex structure is integrable if there exist holomorphic
charts for Σg. Every almost complex structure on a surface is integrable
— this is a deep theorem in complex analysis. A surface Σg with a (given)
complex structure (an integrable almost complex structure) is called a non-
singular complex curve or Riemann surface.

(5) Finally, every Riemann surface is algebraic — it can be described as
the vanishing set of polynomials in CPm and may be studied using algebro-
geometric tools (see Ch. 2). This result is also deep, and uses:

Theorem 22.1.1 (Riemann–Roch). Suppose V is a rank r vector bundle
on a Riemann surface Σg. Then

h0(Σg, V ) − h1(Σg, V ) = deg c1(V ) + r(1 − g).

Note that all higher cohomology groups of V vanish, by the dimensional
vanishing Eq. (21.1).

This is a special case of the Grothendieck–Riemann–Roch formula, see
Sec. 3.5.3.

In summary, the relationships for structures on topological surfaces are
as follows.

Riemannian structure
⇓

conformal structure
)

almost complex structure
)

complex structure
)

algebraic structure
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These equivalences do not always hold for higher-dimensional spaces.

22.2. Nodal Curves

Singular objects play an essential role in algebraic geometry. The sim-
plest singularity a complex curve can have is a node. A nodal point of a
curve is a point that can be described analytically-locally by the equation
xy = 0 in the complex plane C2. An example of a nodal curve is given
in Fig. 2. (Caution: because of the difficulty of representing a node in a
two-dimensional figure, it falsely appears that the branches of the node are
tangent.)

Figure 2. A nodal curve

Definition 22.2.1. If Σ is a nodal curve, define its normalization Σ̃ to
be the Riemann surface obtained by “ungluing” its nodes. Let

ν : Σ̃ → Σ

denote the canonical normalization map. The preimages in Σ̃ of the nodes
of Σ are the node-branches. If Σ̃ = ∪Σi is the decomposition of Σ̃ into
(connected) Riemann surfaces, ν(Σi) are the irreducible components of Σ.

The normalization of the curve in Fig. 2 is given in Fig. 3. The node-
branches are marked.

A “half-dimensional representation” of a nodal curve is given in Fig. 4.
Each component is labelled with its genus.

Another convenient way of describing a nodal curve is by its dual graph.
The vertices of the dual graph of Σ correspond to components of Σ (and are
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Figure 3. The normalization of the curve in Fig. 2, with
node-branches marked

1

0

Figure 4. A “half-dimensional representation” of the nodal
curve in Fig. 2

labelled with their genera), and the edges correspond to nodes. An example
is given in Fig. 5.

1

0

Figure 5. The dual graph of the curve in Fig. 2

The arithmetic genus of Σ, denoted by pa(Σ), is the genus of a “smooth-
ing” of Σ (not the genus of the normalization). For example, the genus of
the nodal curve in Fig. 2 is 3; its smoothing is shown in Fig. 6. Of course,
the arithmetic genus of a non-singular curve coincides with the topological
genus.

Exercise 22.2.1. Suppose Σ is a curve with δ nodes such that Σ̃ has n

components of genera g1, . . . , gn. Show that pa(Σ) =
∑

(gi − 1) + δ + 1.

This exercise also extends the definition of arithmetic genus to the case
where Σ is not necessarily connected.

A more algebraic definition of arithmetic genus is

pa(Σ) = 1 − χ(Σ,OΣ) = 1 − h0(Σ,OΣ) + h1(Σ,OΣ),
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Figure 6. Smoothing of the nodal curve of Fig. 2

where OΣ is the structure sheaf. Note that this definition also applies to
disconnected curves.

Suppose the node-branches of the normalization ν :Σ̃→Σ are b1, . . . , b2δ.
Then the “normalization exact sequence”

(22.1) 0 → ν∗OΣ → OΣ̃ → ⊕Obi
→ 0

of sheaves on Σ̃ is a useful way to prove facts about nodal curves by reducing
to the case of non-singular curves.

Exercise 22.2.2. Using the related exact sequence

0 → OΣ → ν∗OΣ̃ → ⊕Oni → 0

of sheaves on Σ (where n1, . . . , nδ are the nodes of Σ), redo Exercise 22.2.1
using the definition pa(Σ) = 1 − χ(Σ,OΣ).

22.3. Differentials on Nodal Curves

A genus g non-singular curve has a g-dimensional vector space of (holo-
morphic) differentials. Define a differential on a nodal curve Σ to be a
meromorphic differential w on each component satisfying:

(i) w is holomorphic away from the node-branches,
(ii) w has a pole of order at most 1 at each node-branch,
(iii) the residues of w at the two node-branches corresponding to a given

node add to zero.

It is a fact that every connected genus g nodal curve has a g-dimensional
vector space of differentials.
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Definition 22.3.1. The dualizing sheaf ωΣ of Σ is the sheaf of mero-
morphic differentials satisfying (i)–(iii).

Warning 22.3.1. Strictly speaking, sections of the dualizing sheaf should
not be called differentials, as algebraic differentials have a different but re-
lated meaning.



CHAPTER 23

Moduli Spaces of Curves

23.1. Motivation: Projective Space as a Moduli Space

When studying objects of some sort (such as Riemann surfaces), it is
helpful to construct a “moduli space” for such objects. For example, if
one wants to study one-dimensional subspaces of a complex vector space V ,
one is naturally led to consider the projective space PV parametrizing such
subspaces. Notice that PV is far more than the set of such subspaces. For
example:

(1) It has the structure of a complex manifold, and even of an algebraic
variety.

(2) It has natural cycles, homology, and cohomology classes, coming
from the geometry of the subspaces. For example, for any sub-
space W ⊂ V , there is a cycle corresponding to one-dimensional
subspaces contained in W . The homology class corresponding to
W depends only on the dimension of W .

(3) There is a “universal family”

U ⊂ PV × V = {([�], p)|p ∈ �},

with a structure morphism π : U → PV (that is the projection onto
the first factor). The fiber of π above a point [�] is the subspace in
V corresponding to that point.

Exercise 23.1.1. Verify that the universal family is a non-singular al-
gebraic variety.

(4) For every family F of one-dimensional subspaces parametrized by
a variety B, there corresponds a map a : B → PV . Moreover, the
family F can be recovered by pulling back the family U , that is,
F = a∗U .

PV has another advantage: it is compact and non-singular — hence
intersection theory is well defined. For example, if dimV = n + 1 and H is
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the Poincaré dual of the locus of lines contained in a fixed codimension 1
subspace of V , then the fact Hn = 1[pt] corresponds to the fact that there is
one one-dimensional subspace contained in n generally chosen codimension
1 subspaces of V .

In the study of moduli of Riemann surfaces, or maps (as will later arise),
our goal is threefold: (i) to construct a “reasonable” moduli space, (ii) to
compactify it in a geometrically meaningful way, so that (iii) the resulting
space is non-singular, or at least “not too singular”.

23.2. The Moduli Space Mg of Non-singular Riemann Surfaces

Riemann surfaces of genus g > 1 have a well-behaved moduli space,
denoted Mg. As in the case of PV , it is the set of non-singular genus g

curves (up to isomorphism), endowed with additional geometric structure
— in fact, Mg is a non-singular Deligne–Mumford stack.

In the case of Mg, the isotropy group of the point [Σ] (corresponding to
the Riemann surface Σ) is the automorphism group of Σ. (Implicit here is
the fact that the automorphism group of any Riemann surface Σ of genus
g > 1 is finite.)

If g > 2, Mg is actually an orbifold. However, if g = 2, Mg isn’t quite
an orbifold, as every point has a non-trivial isotropy group — every genus 2
curve has a non-trivial automorphism. (Every genus 2 Riemann surface can
be represented as a double cover of a line, and the involution of the double
cover gives a non-trivial automorphism.)

Exercise 23.2.1. Compute the dimension of Mg to be 3g−3 as follows.

(a) Each genus g Riemann surface Σ has a g-dimensional family of line
bundles of each degree d. For large d, the Riemann–Roch Theorem
22.1.1 tells us that any degree d line bundle has a (d − g + 1)-
dimensional vector space of sections, as h1 vanishes. By choosing
two general such sections s0, s1, we obtain a degree d genus g cover
of P1. Compute the dimension of the space of such covers in terms
of dimMg.

(b) On the other hand, the Riemann–Hurwitz formula tells us that the
general such cover has 2d + 2g − 2 branch points, so we would
expect the dimension of the space of such covers to be 2d + 2g − 2
(corresponding to the independent motions of the branch point).
Hence show that dimMg = 3g − 3.
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Remark 23.2.1. The above exercise can be extended to show that Mg

is connected, by showing that one can connect two such covers by “moving
the branch points”.

Mg has a universal curve, which is best described in terms of “pointed
curves”, see Sec. 23.4.

Warning 23.2.1. It is often said that genus 1 curves are parametrized
by the j-line. More correctly, elliptic curves (which are genus 1 curves with
the choice of a marked point as the identity in the group law) are (coarsely)
parametrized by the j-line; the corresponding Deligne–Mumford stack is
M1,1, described in Sec. 23.4.

23.3. The Deligne–Mumford Compactification Mg of Mg

In order to compactify Mg (for g > 1), we slightly extend the class of
curves under consideration to include some nodal curves (see Sec. 22.2).

Definition 23.3.1. A stable curve is a connected nodal curve such that

(i) every irreducible component of geometric genus 0 has at least three
node-branches,

(ii) every irreducible component of geometric genus 1 has at least one
node-branch.

Curves will be assumed to be connected unless otherwise noted.
Stability is equivalent to the condition that the automorphism group is

finite; this is also true of all the stability conditions we’ll see later. Note that
stability can be quickly checked by looking at the dual graph of a curve.

Exercise 23.3.1. Show that a stable curve must have genus at least 2.

The moduli space of stable curves is a connected, irreducible, compact,
non-singular Deligne–Mumford stack of dimension 3g − 3.

23.3.1. Degenerations of Non-singular Curves. The space Mg of
Riemann surfaces isn’t compact, and there are good geometric reasons for
suspecting this: we can visualize degenerations where the limit is nodal. For
example, Fig. 1 shows a genus 3 curve that has degenerated into a nodal
curve with a genus 2 component and a genus 1 component. Notice how the
corresponding dual graph “degenerates”, Fig. 2. Degenerations correspond
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to contracting loops on the Riemann surface. As another example, by con-
tracting two loops in Fig. 6 of Ch. 22, we obtain the curve in Fig. 2 of that
chapter.

Figure 1. A degeneration of a genus 3 curve

2 1

Figure 2. The dual graph degeneration corresponding to
Fig. 1

Warning 23.3.1. Fig. 3 shows a degeneration in which the limit curve
is no longer stable (as it has, as a component, a sphere with only one node-
branch). This may lead one to initially suspect that Mg, which is a moduli
space of stable curves, is also not compact. However, it turns out that one
can replace the limit of the degenerating family with a stable curve (in this
case a non-singular genus 2 curve) — in fact, any such family has exactly
one stable curve as a limit.

Figure 3. A degeneration with unstable limit

More precisely, suppose a family of stable curves over the punctured
complex disc |z| < 1 is given. Then, perhaps after a base change z → zr,
the family can be extended over 0 so that the curve mapping to 0 is also
stable; such an extension is essentially unique.
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23.4. The Moduli Spaces Mg,n of Stable Pointed Curves

The constructions of Sec. 23.2 can be extended to give a compact,
non-singular moduli space Mg,n compactifying the moduli space Mg,n of
n-pointed genus g Riemann surfaces.

Definition 23.4.1. An n-pointed curve is a nodal curve with n distinct
labelled non-singular points. A special point of a component of a pointed
curve is a point on the normalization of the component that is either a node-
branch or (the pre-image of) a marked point (see Fig. 4 for an example).
A pointed curve is stable if every genus 0 irreducible component has at least
three special points, and every genus 1 irreducible component has at least
one special point.

1

1

Figure 4. A marked curve of arithmetic genus 2 with three
special points

The labels will often be taken to be 1, . . . , n, or p1, . . . , pn. An n-pointed
curve will be represented by a tuple, e.g. (Σ, p1, . . . , pn).

Once again, stability corresponds to having a finite automorphism group.
In the dual graph of an n-pointed genus g curve, we use n labelled “tails” or
half-edges to represent the marked points, as in Fig. 5.

2

1

1

1

2

Figure 5. The dual graph Γ of a two-pointed genus 6 curve
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Exercise 23.4.1. Show that there are no stable n-pointed genus g curves
if 2g − 2 + n ≤ 0. In addition to the cases (g, n) = (0, 0) and (1, 0) excluded
in Exercise 23.3.1, this excludes the cases (g, n) = (0, 1) and (0, 2).

The set of isomorphism classes of stable n-pointed genus g curves has a
compact, non-singular moduli space, denoted Mg,n. It is irreducible, and
has as an open set the moduli space Mg,n of n-pointed genus g Riemann
surfaces. Also,

dimMg,n = dimMg + n = 3g − 3 + n

(each marked point gives one degree of freedom).
If n1 ≥ n2, and 2g − 2 + n2 > 0, there is a forgetful morphism

Mg,n1 → Mg,n2 .

Given a point [(Σ, p1, . . . , pn1)] ∈ Mg,n1 , the image point in Mg,n2 is con-
structed by the following method. Consider first the pointed curve
(Σ, p1, . . . , pn2). If it isn’t stable, then “contract” the “destabilizing” genus
0 components. There will never be a destabilizing genus 1 component — do
you see why? Repeat this process until the curve is stable. An example of
this stabilization process is shown in Fig. 6.

1

3

1

7

4

1

3

⇒

2

3

6

5

2

1

0

0

0

Figure 6. The stabilization process for the forgetful mor-
phism M4,7 → M4,2

The morphism Mg,n+1 → Mg,n can be identified with the universal
curve over Mg,n. (In particular, Mg,1 is the universal curve over Mg.)

Exercise 23.4.2. Suppose (Σ, p1, . . . , pn) corresponds to a point of Mg,n.

(a) The point p1 ∈ Σ allegedly corresponds to a point of Mg,n+1, i.e.,
a stable (n + 1)-pointed genus g curve. Which curve is it?
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(b) Suppose Σ has a node N . Then N ∈ Σ corresponds to a stable
(n + 1)-pointed genus g curve. Which curve is it?

Exercise 23.4.3. A new type of degeneration in Mg,n comes up that did
not arise in Mg, informally known as “bubbling”. In both of the following
cases, describe the “limit stable curve” in the family.

(a) Fix a stable pointed curve (Σ, p), and consider the family (Σ, p, q)
where q is a point of Σ tending to p.

(b) Fix a stable nodal curve Σ, with node N , and consider the family
(Σ, q) where q is a point of Σ tending to the node N .

23.4.1. Boundary Strata. The “boundary” Mg,n \ Mg,n is as nice
as one could hope: it consists of codimension 1 divisors intersecting trans-
versely. The boundary is stratified by “dual graph type”; each stratum is
non-singular. For example, the stratum SΓ of M6,2 corresponding to the
dual graph Γ in Fig. 5 can be naturally identified with

(M2,6 ×M1,2 ×M1,2)/SymΓ,

where Sym Γ is the symmetry group of Γ (# SymΓ = 8: the two genus 1
vertices can be switched, as can the two edges linking the genus 2 vertex
with each genus 1 vertex).

Exercise 23.4.4. Determine the action of Γ on M2,6 ×M1,2 ×M1,2 in
the above example.

Exercise 23.4.5. Show that the codimension of a stratum Sβ is the
number of edges in the dual graph β, or equivalently the number of nodes
of the general curve in Sβ. For example, SΓ has codimension 4 in M6,2.
(The normal bundle to a stratum at a point can be naturally identified; see
Boundary Lemma 25.2.2.)

The closure of each stratum is not in general non-singular. Here, by way
of the explicit example of Γ, is a useful method of understanding the closure.
There is a natural map

(23.1) (M2,6 ×M1,2 ×M1,2)/Sym Γ → M6,2

which is a closed embedding on the open subset (where M is replaced by
M on the left side of the morphism). The left side has the advantage over
SΓ of being non-singular (as a Deligne–Mumford stack).
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Definition 23.4.2. The boundary divisors will be named as follows.

(a) The divisor ∆0 generically consists of irreducible curves with one
node.

(b) If A1
∐

A2 = {1, . . . , n} and g1 + g2 = g, then the divisor
D(g1, A1|g2, A2) consists generically of curves with two components,
one of genus g1 containing the marked points A1, and the other of
genus g2 containing the marked points A2. The genera may be
omitted in D(0, A1|0, A2) in genus 0.

Exercise 23.4.6. Write down the analogue of morphism (23.1) for all
boundary divisors. For which boundary divisors is the general isotropy group
non-trivial? Give an example of a codimension 2 stratum where ∆0 has two
branches.

Exercise 23.4.7. Show that M0,4 is isomorphic to P1 (with the isomor-
phism given by the cross-ratio on M0,4). Describe the boundary divisors on
M0,4. As they are all points on P1, they are all homotopic, and even linearly
equivalent. Hence prove that, on M0,n, if {i, j, k, l} ⊂ {1, . . . , n},∑

i,j∈A
k,l∈B

D(A|B) ∼
∑

i,k∈A
j,l∈B

D(A|B) ∼
∑
i,l∈A
j,k∈B

D(A|B).

(In the sums, A and B are varying, not i, j, k, l.)

This equivalence on M0,4 will be central to proving the WDVV equation,
see Sec. 26.5.
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Moduli Spaces Mg,n(X, β) of Stable Maps

The theory of moduli spaces of pointed curves predates Gromov–Witten
theory, and indeed Mg,n is one of the most studied objects in algebraic
geometry. One of the key early developments in Gromov–Witten theory
was Kontsevich’s introduction of the moduli space of stable maps, a powerful
generalization of Mg,n. In this section, we will define stable maps, describe
the moduli space of such maps, and give some of its properties. A physical
discussion appears in Sec. 16.4.

Definition 24.0.3. Let X be a non-singular projective variety. A mor-
phism f from a pointed nodal curve to X is a stable map if every genus
0 contracted component of Σ (where contracted means mapping to a point)
has at least three special points, and every genus 1 contracted component has
at least one special point.

As before, the genus 0 condition is the important one. Once again, sta-
bility corresponds to the condition that such a map has finite automorphism
group. In order to make sense of “automorphism group”, we need to define
when two stable maps (Σ, p1, . . . , pn, f) and (Σ′, p′1, . . . , p

′
n, f) are considered

isomorphic. This is the case when there is an isomorphism

τ : Σ → Σ′

taking pi to p′i, with f ′ ◦ τ = f .

Definition 24.0.4. A stable map represents a homology class
β ∈ H2(X,Z) if f∗[C] = β.

Definition 24.0.5. The moduli space of stable maps from n-pointed
genus g nodal curves to X representing the class β is denoted Mg,n(X,β).
The subscript n may be omitted if n = 0.

The moduli space Mg,n(X,β) is a Deligne–Mumford stack. However,
we will see that Mg,n(X,β) is not as well behaved as the moduli space of
stable curves.
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Exercise 24.0.8. Show Mg,n(X, 0) ∼= Mg,n ×X. In particular, if X is
a point, we recover the moduli space of stable curves.

24.1. Example: The Grassmannian

A basic example is M0,0(Pm, 1), which is the Grassmannian G(P1,Pm)
parametrizing lines in Pm. If n ≥ 1, M0,n(Pm, 1) is a locally trivial fibration
over G(P1,Pm) (with the “Fulton–MacPherson configuration space” P1[n]
as the fiber).

24.2. Example: The Complete (plane) Conics

As another example, we consider the space M0,0(P2, 2) in some detail.
It is naturally stratified as follows. (i) An open set M0,0(P2, 2) is the space
of non-singular conics, since for each such conic D there is an isomorphism
P1→̃D ⊂ P2, unique up to equivalence. Hence M0,0(P2, 2) is naturally
isomorphic to the projective space P5 of plane conics, minus the locus of
singular conics. (ii) Singular conics D that are the unions of two (distinct)
lines are similarly the isomorphic image Σ ∼→ D ⊂ P2, where Σ is the union
of two projective lines meeting transversally at a point. (iii) We also have
maps from the same Σ to P2 sending each line in the domain onto the same
line in P2. To determine this map up to isomorphism, however, the point
that is the image of the intersection of the two lines must be specified, so
the data for a point in this stratum is a line in P2 together with a point
on it. (iv) Finally, there are maps from P1 that are branched coverings of
degree 2 onto a line in the plane. These are determined by specifying the
line together with the two distinct branch points.

Exercise 24.2.1. Calculate the dimensions of the strata (i)–(iv) above,
and determine which is in the closure of which.

Thus we recover the classical space of complete conics — but in quite a
different realization from the usual one. More precisely, the coarse moduli
space (variety) of M0,0(P2, 2) is the space of complete conics; the Deligne–
Mumford stack is more refined, as strata (iii) and (iv) have isotropy groups
Z/2.

The same discussion is valid when P2 is replaced by Pm, but this time the
space is not the classical space of complete conics in Pm. The classical space
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specifies a plane together with a complete conic contained in the plane; the
space of stable maps “forgets” the data of this plane.

24.3. Seven Properties of Mg,n(X,β)

The moduli spaces Mg,n(X,β) are in general quite ill behaved: possibly
reducible, non-reduced, and of impure dimension.

Exercise 24.3.1 (Example of impure dimension). Fix d > 1 and g > 0;
we will consider Mg,0(P1, d). One component consists generically of maps
from non-singular curves; show that this component has dimension 2d+2g−2
(see Exercise 23.2.1). Another component consists generically of maps from
a nodal curve Σ0 ∪ Σ1, where Σ0 has genus 0 and maps with degree d, and
Σ1 has genus g and is collapsed to a point (and Σ0 and Σ1 meet at a point).
Show that this component has dimension 2d + 3g − 3. Why is the first
component not in the closure of the second? Give an example of a map that
lies in (the closure of) both components.

However, these moduli spaces of stable maps do have some good geo-
metric properties.

(1) There is an open subset (possibly empty) Mg,n(X,β) corresponding
to maps from non-singular curves.

Exercise 24.3.2. Give an example where this open subset is empty.

(2) Mg,n(X,β) is compact.

Exercise 24.3.3. Describe degenerations of stable maps in terms of
“bubbling”.

(3) There are n “evaluation maps” evi : Mg,n(X,β) given by

evi(Σ, p1, . . . , pn, f) = f(pi)

(1 ≤ i ≤ n). (The ith evaluation of a map is the image of the ith point.)
(4) If n1 ≥ n2, there is a “forgetful morphism”

Mg,n1(X,β) → Mg,n2(X,β)

so long as the space on the right exists. (For example, there is no forgetful
morphism M0,7(X, 0) → M0,0(X, 0), as the space on the right does not
exist. However, there is a morphism to M0,3(X, 0); this morphism is the
projection X ×M0,7 → X, see Exercise 24.0.8.)
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(5) There is a “universal map” over the moduli space:

(Σ̃, p̃1, . . . , p̃n)
f̃→ X

π ↓
Mg,n(X,β).

(Here p̃i are sections of the universal curve.) By a slight abuse of notation,
the tildes are sometimes omitted.

Exercise 24.3.4. Make explicit an identification of the universal curve
with the moduli space Mg,n+1(X,β) (see Exercise 23.4.2). In particular,
identify the maps π and f̃ .

(6) Given a morphism g : X → Y , there is an induced morphism

Mg,n(X,β) → Mg,n(Y, g∗β)

so long as the space on the right exists. In case Y is a point, this gives the
structure morphism to Mg,n, so long as 2g − 2 + n > 0.

(7) Under certain nice circumstances — if X is convex , to be defined in
Definition 24.4.2 — M0,n(X,β) is non-singular of dimension∫

β
c1(TX) + dimX + n− 3.

In the convex case, M0,n(X,β) has boundary divisors analogous to the
divisors D(0, A1|0, A2) on M0,n (see Sec. 23.4.1), similarly denoted

D(A1, β1|A2, β2),

where A1
∐

A2 = {1, . . . , n} and β1 + β2 = β. This divisor generically
consists of maps where the source has two components, one with the points
A1, mapping to class β1, and the other with the points A2, mapping to
class β2. In positive genus and in the non-convex case, one can still make
(“virtual”) sense of this concept.

24.4. Automorphisms, Deformations, Obstructions

The deformation theory at a point x of a moduli space can often be inter-
preted in terms of cohomological data of the geometric object parametrized
by x. In this section, we will put this intuition on firmer ground for the
moduli space of maps. However, deformation theory is a rich and deep field,
and we will barely scratch the surface.
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As a motivating example, consider an immersion of a non-singular curve
into a non-singular variety, f : Σ → X. Consider the normal bundle exact
sequence (of vector bundles on Σ):

0 → TΣ → f∗TX → NΣ/X → 0.

Write the corresponding long exact sequence in cohomology as follows:

(24.1)
0 → H0(Σ, TΣ) →

H0(Σ, f∗TX) → H0(Σ, NΣ/X) → H1(Σ, TΣ) →
H1(Σ, f∗TX) → H1(Σ, NΣ/X) → 0.

Recall that H2(Σ, TΣ) = 0, by the dimensional vanishing Eq. (21.1).
We can reinterpret the terms of the long exact sequence as follows. The

vector bundle TΣ is related to the deformations of Σ itself: H0 measures in-
finitesimal (first-order) automorphisms, H1 measures infinitesimal deforma-
tions, and H2 = 0 measures obstructions to deformations (all deformations
are unobstructed in this case).

Exercise 24.4.1. Using the Riemann–Roch Theorem 22.1.1, show that

h1(Σ, TΣ) = 3g − 3

if g > 1; this computation together with the vanishing of the obstruction
space H2(Σ, TΣ) implies Mg is non-singular of dimension 3g − 3.

The vector bundle NΣ/X is related to the deformations of the map
f : H−1 = 0 measures infinitesimal automorphisms, H0 measures defor-
mations, and H1 measures obstructions.

The vector bundle f∗TX is related to the deformations of the map f ,
where the structure of the source curve Σ is held fixed: H−1 = 0 measures
infinitesimal automorphisms, H0 measures deformations, and H1 measures
obstructions.

Hence the exact sequence (24.1) can be rewritten as follows:

0 → Aut(Σ) →
Def(f) → Def(Σ, f) → Def(Σ) →
Ob(f) → Ob(Σ, f) → 0.

(Again, Aut Σ refers to infinitesimal automorphisms of Σ. It is the Lie
algebra of the automorphism group of Σ, although we are only interested
in its vector space structure.) This exact sequence (suitably interpreted) is
true for maps from pointed nodal curves in general:



506 24. MODULI SPACES Mg,n(X, β) OF STABLE MAPS

The Deformation long exact sequence.

(24.2)
0 → Aut(Σ, p1, . . . , pn, f) → Aut(Σ, p1, . . . , pn)

Def(f) → Def(Σ, p1, . . . , pn, f) → Def(Σ, p1, . . . , pn)
Ob(f) → Ob(Σ, p1, . . . , pn, f) → 0.

This is sometimes also called the tangent-obstruction exact sequence.

Exercise 24.4.2. Interpret the exactness of the deformation long exact
sequence at each step. For example, exactness at Def(Σ, p1, . . . , pn, f) means
that every deformation of a map induces a deformation of the pointed source
curve, and those deformations that keep the pointed source curve fixed must
come from a deformation only of f .

As before, Def(f) = H0(Σ, f∗TX) and Ob(f) = H1(Σ, f∗TX); the 0 at
the start of the sequence arises because Aut(f) = H−1(Σ, f∗TX) = 0. If Σ
is non-singular, then the role of TΣ in the previous discussion is played by

TΣ(−p1 − · · · − pn),

the sheaf of holomorphic vector fields vanishing at the marked points. The
0 at the end of the sequence arises because deformations of nodal curves are
unobstructed.

Exercise 24.4.3 (Stability and automorphisms).
(a) Show that a marked nodal curve is stable if and only if it has no

infinitesimal automorphisms.
(b) Show that a map from a marked nodal curve to X is stable if and

only if it has no infinitesimal automorphisms. Hence for stable
maps,

Aut(Σ, p1, . . . , pn, f) = 0.

The deformation theory of stable maps is often obstructed — the mod-
uli space Mg,n(X,β) is often singular. Nevertheless, we now compute the
dimension of the moduli space in the unobstructed case, and find a criterion
under which this assumption of unobstructedness holds.

As the alternating sum of dimensions in a long exact sequence is zero,
the unobstructed deformation space of the map has dimension

h0(Σ, f∗TX)−h1(Σ, f∗TX)+dim Def(Σ, p1, . . . , pn)−dim Aut(Σ, p1, . . . , pn).
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By the Riemann-Roch Theorem 22.1.1,

h0(Σ, f∗TX) − h1(Σ, f∗TX) =
∫

β
c1(TX) + (dimX)(1 − g).

It is also not hard to compute

dimDef(Σ, p1, . . . , pn) − dimAut(Σ, p1, . . . , pn) = 3g − 3 + n.

Hence the expected dimension is

(24.3)
∫

β
c1(TX) + (dimX − 3)(1 − g) + n.

As the above dimension is independent of the map f , it is an invariant of
the moduli space.

Definition 24.4.1. Let vdimMg,n(X,β) denote the expected (or vir-
tual) dimension Eq. (24.3).

From the deformation long exact sequence (24.2), a stable map
(Σ, p1, . . . , pn, f) has obstruction space 0 if h1(Σ, f∗TX) = 0.

Definition 24.4.2. X is convex if h1(Σ, f∗TX) = 0 for every genus 0
stable map f : Σ → X.

Hence, in genus 0, the unobstructedness assumption holds for the class of
convex varieties X. If X is convex, then M0,n(X,β) is a non-singular stack
of dimension

∫
β c1(TX) + dimX + n − 3.

Exercise 24.4.4. Suppose f is a genus 0 stable map f : Σ → X and
f∗TX is generated by global sections. Prove that h1(Σ, f∗TX) = 0. (Hint:
Let V be the vector space of global sections, and V the trivial sheaf on Σ
with fiber V . Consider the long exact sequence of

0 → U → V → f∗TX → 0,

where U is the kernel of the natural map V → f∗TX .)

Therefore, if f∗TX is generated by global sections, then X is convex.
All algebraic homogeneous spaces are easily seen to be convex by the global
generation of their tangent bundles — recall that a homogeneous space is a
linear algebraic group modulo a parabolic subgroup. For example, projective
spaces, Grassmannians, and flag varieties are all homogeneous spaces. We
will repeatedly use the convexity of projective space:
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Lemma 24.4.3. If Σ → Pm is a map from a nodal genus 0 curve, then

h1(Σ, f∗T�m) = 0.

Exercise 24.4.5 (Easy). There are a few other cases where the moduli
space is of the expected dimension.

(a) If g = 0 and β = 0, show that h1(Σ, f∗TX) = 0, and hence that
M0,n(X, 0) is unobstructed for arbitrary X.

(b) Show that Mg,n(X, 0) is unobstructed for all genera g only if X is
a point.

Remark 24.4.1. The terms of the deformation long exact sequence can
be defined cohomologically as follows:

Aut(Σ, p1, . . . , pn) = Hom(ΩC(p1 + · · · + pm),OC),

Def(Σ, p1, . . . , pn) = Ext1(ΩC(p1 + · · · + pm),OC),

Aut(Σ, p1, . . . , pn, f) = Hom(f∗ΩX → ΩC(p1 + · · · + pn),OC),

Def(Σ, p1, . . . , pn, f) = Ext1(f∗ΩX → ΩC(p1 + · · · + pn),OC),

Ob(Σ, p1, . . . , pn, f) = Ext2(f∗ΩX → ΩC(p1 + · · · + pn),OC),

where Ω is the sheaf of algebraic differentials, and Hom and Ext are hyper-
cohomology functors. We will avoid using these facts in our calculations.



CHAPTER 25

Cohomology Classes on Mg,n and Mg,n(X, β)

Our next goal is to describe certain naturally defined cohomology classes
on the moduli space of stable maps.

25.1. Classes Pulled Back from X

The easiest such classes are those pulled back from X: ev∗i (γ), where
γ ∈ H∗(X). If γ is (Poincaré-dual to) a cycle Γ on X, then intuitively ev∗i (γ)
can be thought of as the locus of maps where the ith point maps to Γ. While
the set ev−1

i (Γ) may be of the wrong dimension, the class ev∗
i (γ) is always

well-defined.

25.1.1. Recursions for Rational Plane Curves. As an aside, we
include here a recursion for rational plane curves due to Kontsevich and
Ruan-Tian. This material is not a prerequisite to any later topic.

From Property (7) of Sec. 24.3, the space of degree d maps of rational
curves to P2 is a compact orbifold of dimension 3d− 1. It can informally be
thought of as parametrizing degree d rational plane curves. Hence there are
a finite number of such curves through 3d − 1 general points in P2; let Nd

be this number.

Exercise 25.1.1. Interpret this number as

(25.1) Nd =
∫
M0,3d−1(�2 ,d)

ev∗
1(P ) ∪ ev∗2(P ) ∪ · · · ∪ ev∗3d−1(P )

where P is Poincaré dual to the point class. (Warning: One still needs to
check that the right hand side of the above equation counts maps correctly.
This requires a transversality result, such as the Kleiman–Bertini theorem.)

Clearly, N1 = 1, the number of lines through two points. Starting from
this trivial “base case”, Nd is determined for d ≥ 2 by a recursion formula:

509
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Theorem 25.1.1. For d > 1,

(25.2) Nd =
∑

d1+d2=d
d1,d2>0

Nd1Nd2

(
d2

1d
2
2

(
3d − 4
3d1 − 2

)
− d3

1d2

(
3d − 4
3d1 − 1

))
.

For example,

N2 = 1, N3 = 12, N4 = 620, N5 = 87304, N6 = 26312976, . . . .

Theorem 25.1.1 is a consequence of the WDVV equations in quantum
cohomology, explained in Sec. 26.5. A proof by straightforward calculation
is presented here. The strategy is to use fundamental linear relations among
boundary components of M0,n(P2, d), arising from the cross-ratio relations
on M0,4. We obtain Eq. (25.2) by restricting these linear equivalences
to a curve Y in M0,n(P2, d). This technique exactly produces the WDVV
equations.

Proof. Step 1. Consider the moduli space M0,n(P2, d), where n = 3d
(not 3d − 1). Label the marked points by the set

{1, 2, 3, . . . , n− 4, q, r, s, t},

and consider the forgetful morphism

π : M0,n(P2, d) → M0,{q,r,s,t}.

Recall the linear equivalence between the boundary divisors

D({q, r}|{s, t}) ∼ D({q, s}|{r, t})

on M0,{q,r,s,t} (Exercise 23.4.7). The pull-back by π of this relation to
M0,n(P2, d) is

(25.3) π−1D({q, r}|{s, t}) ∼ π−1D({q, s}|{r, t}).

These pull-backs may be easily identified:

π−1D({q, r}|{s, t}) =
∑

q,r∈A
s,t∈B

d1+d2=d

D(A, d1|B, d2).(25.4)

π−1D({q, s}|{r, t}) =
∑

q,s∈A
r,t∈B

d1+d2=d

D(A, d1|B, d2).(25.5)
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(This is analogous to part of Exercise 23.4.7.)
Let z1, . . . , zn−4, zs, zt be n − 2 general points in P2 and let lq, lr be

general lines. Define the curve Y ⊂ M0,n(P2, d) to be the intersection

Y = ev−1
1 (z1)∩ · · · ∩ ev−1

n−4(zn−4)∩ ev−1
q (lq)∩ ev−1

r (lr)∩ ev−1
s (zs)∩ ev−1

t (zt).

Intuitively, Y parametrizes rational curves passing through the points
z1, . . . , zn−4, zs, zt, and with marked points on the lines lq and lr. (Do you
see why it is of the “expected dimension” 1?)

Step 2. We compute the intersection of Y with a summand of Eq. (25.4).
One can show that the points of this intersection correspond to maps from
curves with (only) two components ΣA and ΣB.

The set Y ∩D(A, 0|B, d) is non-empty only when A = {q, r}. In this case,
the component ΣA is required to map to the point lq ∩ lr. If ΣB is the other
component (containing the marked points B), the restriction f : ΣB → P2

must map the 3d − 2 markings on ΣB to the 3d − 2 given points, and in
addition, f maps the point ΣA ∩ ΣB to lq ∩ lr. Therefore,

#Y ∩ D({q, r}, 0|{1, . . . , n− 4, s, t}, d) = Nd.

For 1 ≤ d1 ≤ d − 1, Y ∩ D(A, d1|B, d2) is non-empty only when |A| =
3d1+1. (Reason: a degree d1 curve ΣA can only be required to pass through
at most 3d1−1 points, and a degree d2 curve ΣB can only be required to pass
through at most 3d2 − 1 points. However, their union must pass through

(3d1 − 1) + (3d2 − 1) = n − 2

points z1, . . . , zn−4, zs, zt. The two extra marked points in A are q and r,
which are just required to map to lines in P2.)

There are
(

3d−4
3d1−1

)
partitions satisfying q, r ∈ A, s, t ∈ B, and |A| =

3d1 + 1.
We now count the points of Y ∩D(A, d1|B, d2). There are Nd1 choices for

the image of ΣA and Nd2 choices for the image of ΣB. The points labelled q

and r map to any of the d1 intersection points of f(ΣA) with lq and lr respec-
tively. Finally, there are d1d2 choices for the image of the intersection point
ΣA ∩ ΣB corresponding to the intersection points of f(ΣA) ∩ f(ΣB) ⊂ P2.
Thus

(25.6) #Y ∩ D(A, d1|B, d2) = Nd1Nd2d
3
1d2.

The last case is simple: Y ∩D(A, d|B, 0) = ∅.
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Therefore,

#Y ∩ π−1D({q, r}|{s, t}) = Nd +
∑

d1+d2=d
d1,d2>0

Nd1Nd2d
3
1d2

(
3d − 4
3d1 − 1

)
.

Step 3. Now consider a summand of Eq. (25.5). Y ∩ D(A, d|B, 0) and
Y ∩D(A, 0|B, d) are both empty. For 1 ≤ d1 ≤ d− 1, Y ∩D(A, d1|B, d2) is
non-empty only when |A| = 3d1. There are

(
3d−4
3d1−2

)
such partitions and

#Y ∩ D(A, d1|B, d2) = Nd1Nd2d
2
1d

2
2

for each (by a similar calculation as for Eq. (25.6)). Therefore,

#Y ∩ π−1D({q, s}|{r, t}) =
∑

d1+d2=d
d1,d2>0

Nd1Nd2d
2
1d

2
2

(
3d − 4
3d1 − 2

)
.

Step 4. Finally, the linear equivalence Eq. (25.3) gives

#Y ∩ π−1D({q, r}|{s, t}) = #Y ∩ π−1D({q, s}|{r, t}),

and Kontsevich’s recursion follows immediately. �

It is very enlightening to follow this argument through explicitly in a
special case:

Exercise 25.1.2. In the case d = 3, describe the points of

Y ∩ π−1D({q, r}|{s, t}) and Y ∩ π−1D({q, s}|{r, t}).

25.2. The Tautological Line Bundles Li, and the Classes ψi

Definition 25.2.1. At each point [Σ, p1, . . . , pn, f ] of Mg,n(X,β) (or
each point [Σ, p1, . . . , pn] of Mg,n), the cotangent line to Σ at point pi is a
one-dimensional vector space; these spaces “patch together” to give a line
bundle Li, called the ith tautological line bundle. Define ψi := c1(Li).

Thus ψi is a complex codimension 1 (real codimension 2) cohomology
class.

Exercise 25.2.1. What is ψ1 on the one-dimensional space M0,4
∼= P1?

The ψ-classes arise naturally in the geometry of the moduli of curves
and maps. Consider the boundary divisor D(g1, A|g2, B) on Mg=g1+g2,n,



25.2. THE TAUTOLOGICAL LINE BUNDLES �i , AND THE CLASSES ψi 513

where A
∐

B = {1, . . . , n}. It is best to describe the divisor in terms of the
map

i : (Mg1,A∪{p} ×Mg2,B∪{q})/G → Mg,n

(where G is the trivial group except in the case g1 = g2 and n = 0, in which
case G = Z/2), as described in Sec. 23.4.1. Let M be the source of the
map i.

The “normal bundle” Ni to this immersion is defined to be the cokernel
of the injection TM → i∗TMg,n

. The normal bundle can be expressed in
terms of the intrinsic geometry of (the curves parametrized by) M, through
the following important lemma:

Lemma 25.2.2 (Boundary Lemma). Ni
∼= (Lp ⊗ Lq)∗.

It is perhaps better to write the boundary lemma as Ni
∼= (p∗1Lp ⊗ p∗2Lq)∗,

or (Lp � Lq)∗.

Exercise 25.2.2. The moduli space M0,5 is a non-singular variety. (It
has no non-trivial orbifold structure, as the automorphism group of every
stable 5-pointed genus 0 curve is trivial.) Prove that each component of
the boundary of M0,5 is a (−1)-curve, i.e., is isomorphic to P1, with nor-
mal bundle O�1(−1). (Hint: Use the previous exercise.) In fact, M0,5 is
isomorphic to P2 blown up at 4 points.

Exercise 25.2.3. Essentially the same story is true for the boundary
divisor ∆0 (although here there will always be a Z/2-action), and also for any
boundary stratum (although here the normal bundle is not necessarily rank
1). Figure out the details. (The notation ∆0 was introduced in Definition
23.4.2.)

The ψ-classes don’t “commute” with forgetful morphisms. In other
words, if π : Mg,n+1 → Mg,n is the forgetful map, then ψi �= π∗ψi (where
1 ≤ i ≤ n, and the ψi’s are classes on different spaces). The difference is
due to the “bubbling” phenomenon. Precisely:

Lemma 25.2.3 (Comparison Lemma). If 1 ≤ i ≤ n,

ψi − π∗ψi = [D(0, {i, n + 1}|g, {1, . . . , î, . . . , n})].

Exercise 25.2.4. Prove the Comparison lemma.
Hint: First show that π∗Li can be identified with Li on

Mg,n+1 \ [D(0, {i, n + 1}|g, {1, . . . , î, . . . , n})].
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Exercise 25.2.5. Express ψ1 explicitly as a sum of boundary divisors
on M0,n.
Hint: On M0,3, ψ1 is necessarily trivial. Pull back to M0,n using the Com-
parison Lemma n − 3 times.

Exercise 25.2.6. Prove the “string equation for Mg,n”:∫
Mg,n+1

ψβ1
1 · · ·ψβn

n =
n∑

i=1

∫
Mg,n

ψβ1
1 · · ·ψβi−1

i · · ·ψβn
n .

Thus intersections in ψ-classes, where one point doesn’t “take part”, can be
reduced to intersections on the space of curves with one less point.

Exercise 25.2.7. Prove the “dilaton equation for Mg,n”:∫
Mg,n+1

ψβ1
1 · · ·ψβn

n ψn+1 = (2g − 2 + n)
∫
Mg,n

ψβ1
1 · · ·ψβn

n

if 2g − 2 + n > 0.

The previous two exercises are special cases of the string and dilaton
equation for maps, see Sec. 26.3.

Exercise 25.2.8. Use the string equation to prove that if β1 + · · ·+βn =
n − 3, then ∫

M0,n

ψβ1
1 · · ·ψβn

n =
(

n − 3
β1, . . . , βn

)
.

Hence verify the dilaton equation in genus 0.

The genus 0 moduli spaces M0,n are essentially combinatorial objects;
this is not true for higher genus.

Exercise 25.2.9. Show that any integral∫
M1,n

ψβ1
1 · · ·ψβn

n

can be computed using the string and dilaton equations from the base case∫
M1,1

ψ1 = 1/24.

Definition 25.2.4. For convenience, we will use Witten’s notation

(25.7) 〈τβ1 · · · τβn〉g =
∫
Mg,n

ψβ1
1 · · ·ψβn

n .
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Exercise 25.2.10. Show that for g > 0, any integral 〈τβ1 · · · τβn〉g can
be computed using the string and dilaton equations knowing a finite number
of base cases. Show that the number of base cases required is the number of
partitions of 3g − 3.

25.2.1. Aside: Witten’s Conjecture (Kontsevich’s Theorem)
and Virasoro Constraints. All ψ-integrals can be efficiently computed
using Witten’s conjecture, proved by Kontsevich. The natural generating
function for the genus g ψ-integrals described above is

Fg =
∑
n≥0

1
n!

∑
k1,...,kn

tk1 · · · tkn〈τk1 · · · τkn〉g.

Then summing up over all genera F (t, λ) =
∑

Fgλ
2g−2, we obtain Witten’s

free energy of a point .
The first system of differential equations conjectured by Witten are the

KdV equations. Let F (t) = F (t, λ = 1). The KdV equations for F (t) may
be written in the following simple form. First, define the functions:

〈〈τk1τk2 · · · τkn〉〉 =
∂

∂tk1

∂

∂tk2

· · · ∂

∂tkn

F.

Note that 〈〈τk1τk2 · · · τkn〉〉|ti=0 = 〈τk1τk2 · · · τkn〉. Then the KdV equations
are equivalent to the set of equations for n ≥ 1:

(2n + 1)〈〈τnτ
2
0 〉〉 =(25.8)

〈〈τn−1τ0〉〉〈〈τ3
0 〉〉 + 2〈〈τn−1τ

2
0 〉〉〈〈τ2

0 〉〉 +
1
4
〈〈τn−1τ

4
0 〉〉.

As an example, consider (25.8) for n = 3 evaluated at ti = 0. We obtain:

7〈τ3τ
2
0 〉1 = 〈τ2τ0〉1〈τ3

0 〉0 +
1
4
〈τ2τ

4
0 〉0.

Repeated use of the string equation yields:

7〈τ1〉1 = 〈τ1〉1 +
1
4
〈τ3

0 〉0.

Hence, we conclude 〈τ1〉1 = 1/24. Equation (25.8) and the string equation
together determine all the products (25.7) and thus uniquely determine F (t).
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The string and dilaton equations may be written as differential operators
annihilating eF (t,λ) in the following way. Define

L−1 = − ∂

∂t0
+

λ−2

2
t20 +

∞∑
i=0

ti+1
∂

∂ti
,

L0 = −3
2

∂

∂t1
+

∞∑
i=0

2i + 1
2

ti
∂

∂ti
+

1
16

.

Exercise 25.2.11. Prove that the string equation (Exercise 25.2.6) and
〈τ3

0 〉0 = 1 imply the equation L−1e
F = 0.

Exercise 25.2.12. Prove that the dilaton equation (Exercise 25.2.7) and
〈τ1〉1 = 1/24 imply the equation L0e

F = 0.

Witten’s conjecture and the string equation also formally imply that
eF (t,λ) is annihilated by a sequence of differential operators corresponding
to part of the Virasoro algebra, beginning with L−1 and L0 described above
(the “point Virasoro theorem”). One of the fundamental open questions
in the field is the Virasoro conjecture (due to Eguchi, Hori, and Xiong,
as well as S. Katz), which generalizes Virasoro constraints from Mg,n to
Mg,n(X,β).

25.3. The Hodge Bundle E, and the Classes λk

Recall from Sec. 22.3 that each nodal curve of arithmetic genus g has a
canonical g-dimensional vector space of holomorphic differentials (or, more
precisely when the curve is nodal, sections of the dualizing sheaf ω).

Definition 25.3.1. These rank g vector spaces “patch together” to give
a rank g vector bundle E, called the Hodge bundle, on Mg,n and Mg,n(X,β).
Define the λ-classes by λk = ck(E).

Thus λk is a complex codimension k (real codimension 2k) cohomology
class. Unlike the Li, E pulls back well under forgetful morphisms, including
the moduli morphism Mg,n(X,β) → Mg,n.

Exercise 25.3.1. Prove this, by explicitly showing that “bubbling does
not affect sections of the dualizing sheaf”.
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25.4. Other Classes Pulled Back from Mg,n

If 2g − 2 + n > 0, then any class on Mg,n can be pulled back to
Mg,n(X,β). For example, it is often helpful to pull back boundary strata.
This trick was used in the proof of Theorem 25.1.1.





CHAPTER 26

The Virtual Fundamental Class, Gromov–Witten

Invariants, and Descendant Invariants

In the previous chapter, several cohomology classes on the space of sta-
ble maps, Mg,n(X,β), were constructed. In Sec. 25.1.1, the moduli space
M0,n(P2, d) was shown to be non-singular and equidimensional, and thus
supported a fundamental class. Although Mg,n(X,β) may be quite ill be-
haved in general, this moduli space always supports a canonical “virtual
fundamental class” of the “expected” dimension. Gromov–Witten invari-
ants are defined by capping the cohomology classes against the virtual fun-
damental class of the space of stable maps.

In this chapter, we will discuss the virtual fundamental class, and then
define Gromov–Witten and descendant invariants.

26.1. The Virtual Fundamental Class

Recall the definition of the “expected” or “virtual” (complex) dimension
of Mg,n(X,β), from Eq. (24.3):

vdimMg,n(X,β) =
∫

β
c1(TX) + (dimX − 3)(1 − g) + n.

In case the target is a Calabi–Yau threefold (where KX = OX) and no
marked points are taken (n = 0), the virtual dimension vdim equals 0 for
any genus g. This is one indication of the special role that Calabi–Yau
threefolds play in Gromov–Witten theory.

It is a fundamental and highly non-trivial fact that the space of maps
carries a virtual fundamental class, denoted [Mg,n(X,β)]vir, which lies in
the expected dimension H2 vdim(X,Q). The full construction of the virtual
class will not be given here. In three special cases, however, the virtual class
has a simple interpretation. These cases will be discussed below.

26.1.1. Special Case: The Moduli Space is Unobstructed. If the
moduli space is unobstructed (that is, Ob(Σ, p1, . . . , pn, X) = 0 for all stable
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maps parametrized by the moduli space), then

[Mg,n(X,β)]vir = [Mg,n(X,β)].

The virtual fundamental class is the ordinary fundamental class in this case.
Examples include: (i) g = 0, X convex, (ii) g = 0, β = 0, (iii) X is a point
(see Sec. 24.4).

26.1.2. Special case: The Moduli Space is Non-singular. If the
moduli space is non-singular, but not of the expected dimension, then the
virtual fundamental class is the Euler class of a canonical obstruction bundle
Ob. The fiber of Ob at the moduli point (Σ, p1, . . . , pn, f) is the obstruction
space Ob(Σ, p1, . . . , pn, f). Since the moduli space is non-singular, these
obstruction spaces are of constant dimension and form a vector bundle.
The virtual fundamental class is the Euler class:

[Mg,n(X,β)]vir = e(Ob) ∩ [Mg,n(X,β)].

An example of this special case can be found by studying maps to a P1

in a Calabi–Yau threefold (see for example Sec. 27.5). Another example is
Mg,n(X, 0).

26.1.3. Special Case: g = 0 and X is a Hypersurface. Suppose
g = 0, and X is a degree l hypersurface in Pm. This case is crucial to the
proof of the Mirror conjecture for hypersurfaces. The statements here can
be generalized somewhat, to complete intersections in projective space, and
to a certain extent to complete intersections in toric varieties.

Every stable map to X is naturally a stable map to Pm, so there is an
inclusion

(26.1) i : M0,n(X, d) ↪→ M0,n(Pm, d).

Warning 26.1.1. The “d” in M0,n(X, d) does not necessarily refer to a
well-defined homology class on X. When m > 3, by the Lefschetz hyperplane
theorem, there is a unique homology class of X that pushes forward to the
class d (times the class of a line) in Pm. However, when m = 3, this is
not necessarily true. (Consider the case l = 3, d = 1, for example: there
are 27 lines on the cubic surface, and no two are homologous.) In this case,
M0,n(X, d) should be interpreted as the union of M0,n(X,β) over all classes
β that push forward to the class d (times the class of a line) in Pm.
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In the next set of exercises, we work out the (virtual) dimensions of both
sides of Eq. (26.1):

Exercise 26.1.1. Prove that the dimension of the right side is
d(m + 1) + (m− 3) + n. Hint: First use the Euler sequence (cf. Eq. (2.1))

(26.2) 0 → O�m → O�m(1)m+1 ⊗ V → TPm → 0

to show that K�m = O�m(−m−1), and then use Eq. (24.3) and Sec. 26.1.1.

Exercise 26.1.2 (Adjunction formula). Suppose D is a non-singular
divisor (a complex codimension 1 submanifold) of the complex manifold M .
Use the exact sequence

0 → TD → TM → ND/M → 0

and the fact that ND/M
∼= OM (D)|D to prove that KD = (KM (D))|D.

Exercise 26.1.3. Use Eq. (24.3) and the adjunction formula to prove
that

vdimM0,n(X, d) = d(m + 1 − l) + (m− 1) − 3 + n

= dimM0,n(Pm, d) − (dl + 1).

Exercise 26.1.4 (The quintic threefold is Calabi–Yau). Use the ad-
junction formula to show that a non-singular quintic threefold X in P4 is
Calabi–Yau (KX = OX), and that a non-singular complete intersection of
two cubics in P5 is also.

Although the class [M0,n(X, d)]vir is difficult to get hold of, we can
identify i∗[M0,n(X, d)]vir as a cycle class on M0,n(Pm, d). This identification
will suffice to compute various invariants of X. The virtual class (pushed
forward) is the Euler class of a canonical rank dl + 1 vector bundle on
M0,n(Pm, d).

If f : Σ → Pm is a degree d map from an irreducible genus 0 curve (a
Riemann sphere), then f∗O�m(l) = OΣ(dl), so

(26.3) H0(Σ, f∗O�m(l)) = dl + 1.

This dimension calculation remains valid if Σ is a nodal genus 0 curve. The
rank dl + 1 vector spaces (26.3) can be “patched together” to give a vector
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bundle on M0,n(Pm, d), which we will denote π∗f∗O�m(l). To be more
precise, π∗f∗O�m(l) is defined through the diagram

Σ
f−→ Pm

π ↓
M0,n(Pm, d)

of the “universal map” (property (5) of Sec. 24.3).
Suppose the hypersurface X is defined by the degree l equation s = 0.

The form s can be interpreted as a section of O�m(l). This section can be
pulled back to a section π∗f∗s of π∗f∗O�m(l).

Exercise 26.1.5. Show that the section π∗f∗s vanishes precisely on the
set of stable maps to X.

The Euler class of π∗f∗O�m(l) gives a codimension dl+1 homology class.
If a section s of the bundle vanishes on a locus of the expected codimension
dl + 1, then its fundamental class (with appropriate multiplicities) can be
identified with the Euler class. If the section vanishes on a locus not of
the expected dimension, then one can still associate a “virtual class” of the
expected dimension, supported on the zero-locus of s. (This is the idea of
a localized Chern class. See Sec. 3.5 for an introduction to Chern classes.)
Hence there is a canonical homology class

e(π∗f
∗O�m(l)) ∩ [M0,n(Pm, d)]

naturally associated to M0,n(X, d), of the “expected” dimension. This mo-
tivates the following:

Theorem 26.1.1.

i∗
[
M0,n(X, d)

]vir = e(π∗f
∗O�m(l)) ∩M0,n(Pm, d).

This fundamental formula will allow us to reduce computations on the
moduli space of stable maps to a hypersurface to computations on the moduli
space of stable maps to Pm (which has the advantage of being a non-singular
space with a torus action). Theorem 26.1.1 can be proven from the construc-
tions of the virtual class, but we will take Theorem 26.1.1 as the definition
of i∗

[
M0,n(X, d)

]vir.
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26.1.4. Relations among the Special Cases, and Witten’s For-
mula. In this section, we will work through some of the connections between
the previous special cases, as well as a useful formula predicted by Witten.
This will also lend insight into the virtual fundamental class, and will give
some of the ideas which led to its original construction. To begin with, note
that the second special case (Sec. 26.1.2) generalizes the first (Sec. 26.1.1).

Suppose now that X is a quintic hypersurface in P4. Let i be the inclu-
sion

i : M0(X, d) ↪→ M0(P4, d),

as in Sec. 26.1.3. As X is Calabi–Yau, the virtual dimension of M0(X, d) is
0 — so the degree of the virtual class is a number. Suppose, however, that
M0(X, d) is a non-singular r-dimensional family of maps. Suppose further
that they are all maps from non-singular spheres; denote this assumption
by (†). Assumption (†) is essentially never satisfied, but it can be removed
in good situations.

The terms of the deformation long exact sequence (24.2),

(26.4)
0 → Aut(Σ) →

H0(Σ, f∗TX) → TM0(X, d) → Def(Σ) →
H1(Σ, f∗TX) → Ob(M0(X, d)) → 0,

can be “patched together” to form an exact sequence of vector bundles
on M0(X, d). As usual, we denote the vector bundles by their fibers. As
dim(Aut Σ) = 3 and dim(Def Σ) = 0 for a Riemann sphere Σ, the ranks of
the vector bundles in the sequence are 3, r + 3, r, 0, r, and r respectively.

The two previous special cases determine the virtual fundamental class
in this setting:

(i) from Sec. 26.1.2, the virtual class is the (codimension r) Euler class
on M0(X, d) of the obstruction bundle Ob(M0(X, d)),

(ii) from Sec. 26.1.3, the push-forward of the virtual class is the (codi-
mension 5d + 1) Euler class of the vector bundle π∗f∗O�4(5) on
M0(P4, d).

Also, by Witten’s study of this geometry,

(iii) the virtual class is the (codimension r) Euler class of the vector
bundle H1(Σ, f∗TX) on M0(X, d).

We will now see why these three definitions agree.
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First, as the rank r vector bundles H1(Σ, f∗TX) and Ob(M0(X, d)) on
M0(X, d) are isomorphic by Eq. (26.4), Witten’s definition (iii) agrees with
the definition (i) of Sec. 26.1.2.

We also see from Eq. (26.4) how to relax assumption (†): if

TM0(X, d) → Def(Σ)

is always surjective, then Witten’s formula still holds. As we are in genus
0, Def(Σ) parametrizes smoothings of the nodes of Σ (that is, it has dimen-
sion equal to the number of nodes of Σ). If for every map Σ → X from
a nodal curve in the component of M0(X, d) in question, there are defor-
mations smoothing each of the nodes separately, then TM0(X, d) surjects
onto Def(Σ), and Witten’s formula applies. This is the case, for example, in
the proof of the Aspinwall–Morrison formula (Proposition 27.5.1), where the
component of M0(X, d) can be identified with M0(P1, d); the surjectivity of
TM0(X, d) onto Def(Σ) corresponds to the fact that the boundary divisors
of M0(P1, d) meet transversely.

The rest of this section will be occupied with an explanation of why (i)
and (ii) are the same.

Recall from Sec. 26.1.3 that M0(X, d) is the zero-locus of a section s

of the rank 5d + 1 vector bundle π∗f∗O�4(5) on M0(P4, d) induced by the
equation defining X. For convenience, we will denote the non-singular space
M0(P4, d) by M , the bundle π∗f∗O�4(5) by E, and the zero-locus M0(X, d)
of the section s of E by Z.

From Eq. (26.4) and the ensuing discussion, we have the short exact
sequence of vector bundles of the top row of Eq. (26.5) below. The same
analysis applies with X replaced by P4, giving the bottom row of Eq. (26.5)
below, and there is a natural map from the top to the bottom.

(26.5)
0 → Aut Σ → H0(Σ, f∗TX) → TZ → 0

∼↓ ↓ ↓
0 → Aut Σ → H0(Σ, f∗T�4) → TM |Z → 0.

By restricting the exact sequence

0 → TX → T�4 |X → O�4(5) → 0

(see Exercise 26.1.2) to Σ and taking the long exact sequence in cohomology,
we find

0 → H0(Σ, f∗TX) → H0(Σ, f∗T�4) → E|Z → H1(Σ, f∗TX) → 0
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is an exact sequence of vector bundles (of rank r + 3, 5d + 4, 5d + 1, and r

respectively). Here we use the vanishing h1(Σ, f∗T�4) = 0 of Lemma 24.4.3.
By applying the Snake Lemma to Eq. (26.5) and the vector bundle

isomorphism H1(Σ, f∗TX) ∼= ObZ described above, the sequence of vector
bundles

(26.6) 0 → TZ → TM |Z
ψs→ E|Z → ObZ → 0

is exact, where ψs is the central morphism.
We now focus our attention on

ψs : TM |Z → E|Z

which is essential to understanding (and properly defining) the virtual fun-
damental class. Note that:

• The kernel of ψs can be identified with TZ.
• The cokernel of ψs can be identified with ObZ.
• ψs can be interpreted as differentiation. Note that there is no map

TM → E in general; it is essential that Z is the zero-locus of a
section s of E. (Can you make sense of ψs if Z is singular?)

• ψs is a morphism of vector bundles on M0(X, d) even if assumption
(†) is removed.

To complete the identification of cases (i) and (ii), we use (a special case
of) the excess intersection formula.

Theorem 26.1.2 (Excess intersection formula). Suppose M is a non-
singular space, E is a vector bundle on M , Z is the non-singular vanishing
locus of a global section s of E. There is a natural “differentiation” mor-
phism

ψs : TM |Z → E|Z
with kernel TZ, and cokernel denoted ObZ (the “excess bundle”). Then

e(E) = i∗e(ObZ)

where i : Z ↪→ M is the inclusion and ObZ = Cokerψs.

The following exercise motivates the excess intersection formula.

Exercise 26.1.6. Suppose X is a compact manifold, with two subman-
ifolds Y1 and Y2 of complementary codimension (so they “should” intersect
in a finite number of points). Suppose Z is a connected component of Y1∩Y2
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that is a manifold. Define the “excess” bundle E on Z (of rank dimZ) so
that the following sequence is exact:

0 → TZ → TY1|Z ⊕ TY2|Z → TX|Z → E → 0.

Explain why e(E) is the number of points Z should “count for” in the inter-
section Y1 ∩ Y2. (It may help to assume that Y1 and Y2 can be deformed so
as to intersect transversely.)

To prove the Excess intersection formula, generalize the exercise so that
E is of arbitrary rank, and apply it to the case where X is the total space of
the bundle E over M , Y1 is the zero section of E in X, and Y2 is the section
s of E.

26.2. Gromov–Witten Invariants and Descendant Invariants

The virtual fundamental class of the moduli space of maps may be paired
against the cohomology classes defined earlier to obtain invariants of X as
follows.

Given classes γ1, . . . , γn in H∗(X), the corresponding Gromov–Witten
invariant is defined by:

(26.7) 〈γ1 · · · γn〉Xg,β :=
∫

[Mg,n(X,β)]vir

ev∗
1(γ1) ∪ · · · ∪ ev∗n(γn)

The genus subscript will often be suppressed if g = 0. Intersections over
Mg,n(X,β) are called genus g, n-point invariants. The entries in 〈·〉 are
often written in product notation. Thus, for example, the numbers Nd

computed in Sec. 25.1.1 are Gromov–Witten invariants, as Eq. (25.1) can
be rewritten as

(26.8) Nd = 〈[pt]3d−1〉�2

d .

Exercise 26.2.1. Prove that 〈γ1γ2γ3〉X0 =
∫
X γ1 ∪ γ2 ∪ γ3. Thus three-

point invariants include all triple intersections in H∗(X).

Exercise 26.2.2. Compute all the Gromov–Witten invariants of a point.
(Almost all vanish for trivial dimensional reasons.)

A generalization of the Gromov–Witten invariants, the gravitational de-
scendant invariants or descendant invariants, are defined by:
(26.9)

〈τa1(γ1) · · · τan(γn)〉Xg,β :=
∫

[Mg,n(X,β)]vir

ev∗1(γ1) ∪ ψa1
1 ∪ · · · ∪ ev∗n(γn) ∪ ψan

n ,
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where γi ∈ H∗(X) and the ai are non-negative integers. (This combines ear-
lier notation, reflecting the fact that descendant invariants couple Gromov–
Witten invariants (26.7) with topological gravity (25.7).)

As usual, the invariants are defined to vanish unless the dimension of
the integrand is correct. For simplicity, τ0(γ) will often be denoted by γ in
Eq. (26.9). Again, the genus subscript will often be suppressed if g = 0.

26.3. String, Dilaton, and Divisor Equations for Mg,n(X,β)

Let the map

ν : Mg,n+1(X,β) → Mg,n(X,β)

be the forgetful morphism, forgetting the last point. (Recall that this mor-
phism exists when the space on the right exists.) Three basic equations hold
for descendant invariants: the string, dilaton, and divisor equations. They
apply when ν exists, and the class assigned to the last marking is of total
codimension 0 or 1. In these formulas, any term with a negative exponent
on a cotangent line class is defined to be 0.

I. The string equation. Let T0 ∈ H∗(X) be the unit:

〈τa1(γ1) · · · τan(γn)T0〉g,β =
n∑

i=1

〈τa1(γ1) · · · τai−1(γi−1)τai−1(γi)τai+1(γi+1) · · · τan(γn)〉g,β.

II. The dilaton equation.

〈τa1(γ1) · · · τan(γn)τ1(T0)〉g,β = (2g − 2 + n)〈τa1(γ1) · · · τan(γn)〉g,β.

The string and dilaton equations specialize to the versions described in
Sec. 25.2 by taking X to be a point.

III. The divisor equation. Let γ ∈ H2(X). Then

(26.10) 〈τa1(γ1) · · · τan(γn)γ〉g,β =
(∫

β
γ

)
〈τa1(γ1) · · · τan(γn)〉g,β

+
n∑

i=1

〈τa1(γ1) · · · τai−1(γi−1)τai−1(γi ∪ γ)τai+1(γi+1) · · · τan(γn)〉g,β.

In the case of Gromov–Witten invariants (where no ψ-classes occur, or equiv-
alently where only τ0’s appear), notice that the divisor equation has a simple
intuitive interpretation. The second summand doesn’t occur, and the equa-
tion informally says that the number of maps of a certain sort in class β,
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with an additional marked point p required to map to a divisor γ, is pre-
cisely the number of maps of that sort, times the number of choices γ ∩β of
where the point p could map.

Exercise 26.3.1. Compute all the Gromov–Witten invariants of P1.
Note (as in Exercise 26.2.2) that most invariants vanish trivially for di-
mensional reasons.

Exercise 26.3.2. Assuming Eq. (26.8), compute all the genus 0 Gromov–
Witten invariants of P2, in terms of Nd.

The proofs of equations I–III rely upon the analogue of the comparison
lemma 25.2.3. In the convex case, we have:

Lemma 26.3.1 (Comparison lemma for genus 0 stable maps to convex
X). If X is convex, π : M0,n+1(X,β) → M0,n(X,β) is the forgetful map,
and 1 ≤ i ≤ n, then

ψi = π∗ψi + D({i, n + 1}, 0|{1, . . . , î, . . . , n}, β).

Exercise 26.3.3. Derive Equations I–III in the special case g = 0, X

convex. What properties must the virtual class have for your argument to
hold?

Exercise 26.3.4. How should this generalize to the higher genus or non-
convex case?

26.4. Descendant Invariants from Gromov–Witten Invariants in
Genus 0

In genus 0, the descendant integrals actually carry no more information
than the Gromov–Witten invariants:

Proposition 26.4.1 (Genus 0 descendant reconstruction, Dubrovin).
The genus 0 descendants of X can be uniquely reconstructed from the genus
0 Gromov–Witten invariants.

We prove this in the convex case; the general case is essentially identical
, given a good answer to Exercise 26.3.4.

The key idea is:

Lemma 26.4.2 (“ψ1 is boundary in genus 0”). If n ≥ 3, then
ψ1 =

∑
Γ DΓ, where the sum is over all boundary divisors with point splitting

separating 1 from {2, 3}.
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Proof. Consider the forgetful morphism

ν : M0,n(X,β) → M0,3,

forgetting all data except the first three markings. By a comparison result
analogous to Lemmas 25.2.3 and 26.3.1, ψ1−ν∗(ψ1) is equivalent to a linear
combination of boundary divisors of M0,n(X,β). Since ψ1 is 0 in H2(M0,3),
ψ1 is a boundary class on M0,n(X,β). As in Exercise 25.2.5, the divisors
that occur in ψ1 − ν∗(ψ1) are those with point splitting A ∪B where 1 ∈ A

and {2, 3} ⊂ B. �

Using the above lemma together with the recursive structure of the
boundary, we obtain a topological recursion relation among genus 0 descen-
dant integrals. First, let T0, . . . , Tm be a basis of H∗(X) (we assume here the
cohomology is all even-dimensional to avoid signs). Let gij =

∫
X Ti ∪ Tj be

the intersection pairing, and let
(
gij
)

be the inverse matrix. The recursion
relation is:

(26.11) 〈τa1(γ1)τa2(γ2)τa3(γ3)
∏
i∈S

τdi
(δi)〉β =

∑
〈τa1−1(γ1)

∏
i∈S1

τdi
(δi)Te〉β1g

ef 〈Tfτa2(γ2)τa3(γ3)
∏
i∈S2

τdi
(δi)〉β2 .

The sum is over all stable splittings β1 + β2 = β, S1 ∪ S2 = S, and over
the diagonal splitting indices e, f ; note that the class

∑
gefTe ⊗ Tf is the

Poincaré dual of the diagonal ∆ ⊂ X × X.
The proof of Proposition 26.4.1 follows easily from Eq. (26.11), by in-

duction on the number of cotangent line classes. A descendant with no
cotangent line classes is a Gromov–Witten invariant by definition. All β = 0
invariants are determined by the classical cohomology of X together with
the formula for cotangent line class integrals on M0,n of Exercise 25.2.8.
The topological recursion relations reduce descendants with at least three
markings to integrals with fewer cotangent line classes. Let 〈I〉β �=0 be a
descendant integral with only two markings. Let H be an ample divisor
on X. Add an extra marking subject to the divisor H condition: 〈I · H〉β.
The divisor equation, Eq. (26.10), then relates 〈I〉β and 〈I · H〉β modulo
descendants with fewer cotangent lines. Since 〈I · H〉β has three markings,
Eq. (26.11) equates 〈I ·H〉β with an expression involving descendants with
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fewer cotangent lines. Similarly, if 〈I〉β �=0 is an integral with only one mark-
ing, then consider 〈I · H · H〉β. This completes the proof of Proposition
26.4.1. �

26.5. The Quantum Cohomology Ring

The quantum cohomology ring, a deformation of the usual cohomology
ring, can be defined using Gromov–Witten invariants. This ring has played
an important role in the history of the subject, but it will not be used later
in these notes, so the reader may wish to skip this section on first reading.
Some notation introduced here will be needed later, however.

For the rest of this section, the genus g will be assumed to be 0. Let
T0 = 1 ∈ H0(X,Z), and let T1, . . . , Tm be a homogeneous basis for the other
cohomology groups, where T1, . . . , Tp are a homogeneous basis for the Kähler
part H1,1(X,Z) of H2(X,Z), and Tm is Poincaré dual to T0. (The Kähler
classes will be used in the definition of the small quantum cohomology ring
in Sec. 26.5.1.)

The (
∑

ni)-point Gromov–Witten invariant

〈T1
n1 · · ·Tm

nm〉β

is nonzero only when∑
ni (codim(Ti) − 1) = dimX +

∫
β
c1(TX) − 3.

In this case, it is the (possibly virtual) number of pointed genus 0 maps
meeting ni general representatives of (the Poincaré dual of) Ti for each i.

As in the proof of Proposition 26.4.1, define the numbers gij , 0 ≤ i,
j ≤ m, by the equations

gij =
∫

X
Ti ∪ Tj

((gij) is the intersection matrix of H∗(X)), and
(
gij
)

as the inverse matrix
to (gij). Note that

Ti ∪ Tj =
∑
e, f

(∫
X

Ti ∪ Tj ∪ Te

)
gefTf ,

and recall that
∫
X Ti ∪ Tj ∪ Te is the Gromov–Witten invariant 〈Ti·Tj ·Te〉X0

(see Exercise 26.2.1).
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We will define a “quantum deformation” of the usual cup multiplication

Ti ∪ Tj =
∑
e, f

〈Ti·Tj ·Te〉Xβ=0g
efTf

by allowing nonzero classes β.
Let γ =

∑
ti Ti, where the ti are supercommuting variables: if tj and tk

correspond to odd cohomology classes, then tjtk = −tktj .

Definition 26.5.1. The Gromov–Witten potential or quantum poten-
tial C(γ) = C(t0, . . . , tm) is a formal power series in Q[[t]] = Q[[t0, . . . , tm]]
given by

C(t0, . . . , tm) =
∑
n,β

〈γn〉β
n!

=
∑

n0+···+nm≥3

∑
β

〈T0
n0 · · ·Tm

nm〉β
t0

n0

n0!
· · · tm

nm

nm!
.

The first sum is over (n, β) where 〈γn〉β is defined, i.e., (n, β) �= (0, 0),
(1, 0), (2, 0). (The Gromov–Witten potential is sometimes denoted Φ in the
literature.)

Strictly speaking, a free variable should be included indexing the curve
class β, for example qβ. For simplicity of notation, we will omit it. In any
case, such a term will appear naturally later (see Eq. (26.13)).

Define Cijk to be the partial derivative

Cijk =
∂3C

∂ti ∂tj∂tk
.

Exercise 26.5.1. Prove that

Cijk =
∑
n≥0

∑
β

1
n!

〈γn · Ti·Tj ·Tk〉β.

(This is just a formal manipulation.) In general, derivatives of the Gromov–
Witten potential correspond to adding terms to the bracket.

We define a new “quantum” product ∗ by the rule:

(26.12) Ti ∗ Tj =
∑
e, f

Cije gef Tf .

Extend the product in Eq. (26.12) Q[[t]]-linearly to the Q[[t]]-module
H∗(X) ⊗� Q[[t]], thus making it a Q[[t]]-algebra. The product is commuta-
tive if X has no odd cohomology classes, or if we restrict to the even part
of H∗(X).

It is not difficult to see that T0 = 1 is a unit for the ∗-product:
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Exercise 26.5.2. Show that

C0jk = 〈T0·Tj ·Tk〉0 =
∫

X
Tj ∪ Tk = gjk,

and hence that T0 ∗ Tj =
∑

gje gef Tf = Tj .

The essential point, however, is the associativity of ∗:

Theorem 26.5.2. This definition makes H∗(X)⊗Q[[t]] into an associa-
tive Q[[t]]-algebra, with unit T0.

Definition 26.5.3. This ring H∗(X) ⊗ Q[[t]], with the unusual quan-
tum product structure, is called the quantum cohomology ring, or the big
quantum cohomology ring, denoted QH∗(X).

Associativity is a formal consequence of divisor relations on M0,4 (see
Exer. 23.4.7). These associativity relations are called the Witten–Dijkgraaf–
Verlinde–Verlinde (WDVV) equations.

Associativity is clearly equivalent to the statement that the coefficient
of Tl in ((Ti ∗ Tj) ∗ Tk) is the same as the coefficient of Tl in (Ti ∗ (Tj ∗ Tk)),
or equivalently

Cijeg
efCfkl = Cileg

efCfjk.

This in turn is true if the coefficients of
tn0
0

n0!
tn1
1

n1!
· · · t

nm
m

nm!

on both sides are equal. Let n =
∑m

i=0 ni.

Exercise 26.5.3. Show this, using the same strategy as the proof of The-
orem 25.1.1. If you wish, assume that X is convex. Feel free to make as-
sumptions about the virtual fundamental class, but make explicit what those
assumptions are.

Hint: Consider M0,n+4(X,β), where the points will be called pab

(0 ≤ a ≤ m, 1 ≤ b ≤ na), i, j, k, l. Define, in analogy with the proof
of Theorem 25.1.1, a one-dimensional homology class Y by intersecting
pull-backs of evaluation maps ev∗pab

Ta with the virtual fundamental class of
M0,n+4(X,β). Let φ be the forgetful map M0,n+4(X,β) → M0,{i,j,k,l}. Re-
strict the equivalence φ∗(D(ij|kl)) ∼ φ∗(D(jk|il)) to Y .

Exercise 26.5.4. Reinterpret the recursion (Theorem 25.1.1) as the
WDVV equations for P2.
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26.5.1. The Small Quantum Cohomology Ring. There is also a
“small” quantum cohomology ring, QH∗

s (X), that incorporates only the
three-point Gromov–Witten invariants in its product. QH∗

s (X) is obtained
by restricting the ∗-product to the parameters T1, . . . , Tp corresponding to
the Kähler classes. Most computations of quantum cohomology rings in the
literature have been of this small ring, which is often easier to describe.

It is simplest to define QH∗
s (X) in the basis T0, . . . , Tm. Define

Cijk := Cijk(t0, t1, . . . , tp, 0, . . . , 0) =
∫

X
Ti ∪ Tj ∪ Tk + Γijk.

To avoid convergence issues, for simplicity assume these cohomology classes
are Poincaré dual to a basis of effective curve classes in X. The modified
quantum potential Γijk is given by

Γijk =
∑
n≥0

1
n!

∑
β �=0

〈γn·Ti·Tj ·Tk〉β

where γ = t1T1 + · · · + tpTp.

Exercise 26.5.5. Use the divisor equation, Eq. (26.10), to show that

(26.13) Γijk =
∑
β �=0

〈Ti·Tj ·Tk〉βq1

�
β T1 · · · qp

�
β Tp ,

where qi = eti.

Note that only three-point invariants occur in Eq. (26.13).
The product

(26.14) Ti ∗ Tj =
∑
e,f

Cijeg
efTf = Ti ∪ Tj +

∑
e,f

Γijeg
efTf

then makes the Q[q1, . . . , qp]-module H∗(X)⊗� Q[q1, . . . , qp] into a commu-
tative, associative Q[q1, . . . , qp]-algebra with unit T0. By Eq. (26.13), the
small quantum cohomology is a deformation of H∗(X).

26.5.2. Example: The Small Quantum Cohomology of X = Pm.
If Ti is the class of a linear subspace of codimension i, and β is d times
the class of a line, then the number 〈Ti·Tj ·Tk〉β can be nonzero only if
i + j + k = m + (m + 1)d by an easy dimension count; this can happen
only for d = 0 or d = 1, and in each case the number is 1. For simplicity,
let q = q1. It follows that

(i) if i + j ≤ m, then Ti ∗ Tj = Ti+j ,
(ii) if m + 1 ≤ i + j ≤ 2m, then Ti ∗ Tj = qTi+j−m−1.
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Therefore the small quantum cohomology ring is:

(26.15) QH∗
s (Pm) = Q[T, q]/(Tm+1 − q),

where T = T1 is the class of a hyperplane.



CHAPTER 27

Localization on the Moduli Space of Maps

We now introduce the techniques of torus localization on the moduli
spaces of stable maps to Pm. The torus action on Pm naturally lifts to an
action on the space of maps, and integrals over the moduli space can be
reduced (via the Localization formula described in Ch. 4) to integrals over
the space of maps fixed by the torus. These integrals are much easier, and
they can be combinatorially manipulated in genus 0.

We assume the reader is comfortable with the contents of Ch. 4. In
order to apply these methods to M0,n(Pm, d), we identify the fixed loci with
decorated graphs, and compute their (equivariant) normal bundles. As an
example, localization is used to prove the Aspinwall–Morrison formula for
the contributions of genus 0 multiple covers of P1 ⊂ X, where X is Calabi–
Yau. Next, we discuss the localization techniques in higher genus in the
context of the virtual class (“virtual localization”). A sketch of the proof
of the full multiple cover formula for P1 ⊂ X is then given. We will later
see a connection between the full multiple cover formula and the conjectural
Gopakumar–Vafa invariants (Ch. 34).

27.1. The Equivariant Cohomology of Projective Space

In this section, we will establish facts about the equivariant cohomology
of Pm that will later prove essential.

Let T be the complex torus C∗×· · ·×C∗ (where there are m+1 factors,
indexed 0 through m). Suppose T acts on V = C ⊕ · · · ⊕ C (m + 1 times)
diagonally:

(27.1) (t0, . . . , tm) : (x0, . . . , xm) �→ (t0x0, . . . , tmxm).

On BT = (CP∞)m+1, let Li be the pull-back of O�∞(1) from the ith factor
(for 0 ≤ i ≤ m). By definition αi is c1(Li) in the standard presentation

H∗
� = H∗((CP∞)m+1) = Q[α0, . . . , αm].

535
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Note that αi corresponds to the dual of the standard representation obtained
by projecting T to the ith factor. The vector bundle on BT corresponding
to V is precisely L∗

0 ⊕ · · · ⊕ L∗
m.

The T-action on V induces an action on Pm. This corresponds to an
isomorphism of Pm

� with the projective bundle P := P(L∗
0 ⊕ · · · ⊕ L∗

m) on
(CP∞)m+1. From the splitting formula,

H∗
�(Pm) = H∗(P) = Q[H,α0, . . . , αm]/

(
m∏

i=0

(H − αi)

)
where H is the hyperplane class (complex codimension 1) of the projective
bundle P.

Exercise 27.1.1. Interpret the action (27.1) of T on V as a T-action on
the total space of the “tautological bundle” O�m(−1). This induces a natural
T-action on O�m(l) for all l, corresponding to the line bundle O�(lH) on the
projective bundle P over BT.

Exercise 27.1.2. Show that the weights of the T-action (given in the
previous exercise) on H0(Pm,O�m(1)) are α0, . . . , αm. In other words, the
vector space H0(Pm,O�m(1)) splits (as a T-representation) into the one-
dimensional T-representations α0, . . . , αm.

Choosing a different action on the total space of O�m(−1) would give a
different T-action on O�m(l). For example, the action

(t0, . . . , tm) : (x0, . . . , xm) �→ (x0, t
−1
0 t1x1, . . . , t

−1
0 tmxm),

corresponding to the line bundle O�(α0−H) on P, is a different linearization.
Let p0, . . . , pm be the fixed points of the T-action on Pm. Define

φi ∈ H2m
� (Pm) as the equivariant class of pi (0 ≤ i ≤ m).

Exercise 27.1.3. Show that the weights of the (canonical) T-action on
T�m |pi are (αi − αj) (j �= i).

Exercise 27.1.4. Show that the weights of the T-action on H0(P1, TP1)
are α0 − α1, 0, and α1 − α0.

For a, b ∈ H∗
�(Pm), define the pairing

(a, b) :=
∫
�m

(a ∪ b) ∈ H∗
� ∈ Q[α0, . . . , αm].

The following exercise contains important tools for working with the
equivariant cohomology of projective space.
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Exercise 27.1.5.
(a) Show that (φi, f(H,α)) = f(αi, α).
(b) Show that φj =

∏
i�=j(H − αi). Hence (φj , φj) =

∏
i�=j(αj − αi).

(c) Suppose a, b ∈ H∗
�(Pm). Show that a = b if and only if for all i,

(φi, a) = (φi, b).
(d) The Bott residue formula. Interpret the localization formula (4.4)

in this case as∫
�m

f(H,α) =
∑

ResH=α0,...,αm

f(H,α)∏
(H − αi)

=
1

2πi

∮
dH

f(H,α)∏
(H − αi)

.

As an example, we compute the intersection h · h = 1 on P2 using
localization, where h is the class of a line in P2, so h = c1(O�2(1)). We take
the “natural linearization” H on O�2(1) (see Exercises 27.1.1 and 27.1.2).
The Bott residue formula gives

h · h =
∑

Res H=α0,α1,α2

H2

(H − α0)(H − α1)(H − α2)

=
α2

0

(α0 − α1)(α0 − α2)
+

α2
1

(α1 − α2)(α1 − α0)
+

α2
2

(α2 − α0)(α2 − α1)
= 1.

This computation required some almost magical cancellation. However, by
choosing linearizations more carefully, we can make the computation much
simpler. On the “first” copy of h (in h · h), choose the linearization H −α0,
and on the “second” copy, choose the linearization H − α1. Then the Bott
residue formula gives

h · h =
∑

Res H=α0,α1,α2

(H − α0)(H − α1)
(H − α0)(H − α1)(H − α2)

= 0 + 0 + 1.

The moral of this story is that careful choice of linearization can drastically
simplify localization calculations. Another example with this flavor is the
proof of the Aspinwall–Morrison formula, Proposition 27.5.1.

Exercise 27.1.6. Use localization to prove that hm = 1 in Pm, where h

is the hyperplane class.
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27.2. Example: Branched Covers of P1

For future reference, we now compute the equivariant Chern classes (or
weights) of various vector bundles. In other words, we decompose the vector
bundles into T-representations.

Consider the usual action of T = (C∗)2 on P1, induced by

(27.2) (t0, t1) : (x0, x1) �→ (t0x0, t1x1).

Suppose f : Σ → P1 is a d-to-1 cover totally branched over 0 and ∞ (i.e.,
(0, 1) and (1, 0)), and branched nowhere else.

Exercise 27.2.1. Using the Riemann-Hurwitz formula, show that
Σ ∼= P1, and that the map is given by (z0, z1) �→ (zd

0 , z
d
1) = (x0, x1).

The weights of T on x0 and x1 (considered as elements of H0(P1,O�1(1)))
are α0 and α1 respectively. Hence the weights of T on z0 and z1 are α0/d

and α1/d respectively. (To think of the fractional weight, it may help to
assume that α0 and α1 are divisible by d.)

Exercise 27.2.2. Show that the torus acts on TΣf−1(p0) with weight
(α0 − α1)/d, and on TΣf−1(p1) with weight (α1 − α0)/d. The special case
d = 1 was part of Exercise 27.1.3.

If OΣ(l) is a line bundle on Σ with some T-action (l ≥ 0), then the T-
action on the vector space H0(Σ,OΣ(l)) can be easily found by the following
useful method.

Exercise 27.2.3. Let Wi be the weight of the T-action on the one-
dimensional vector space OΣ(l)|pi (i = 0, 1). Show that the weights of
the T-action on H0(Σ,OΣ(l)) are

iW0 + (l − i)W1

l
, (0 ≤ i ≤ l).

As an example, the T-weights on H0(Σ, TΣ) are

(α0 − α1)/d, 0, (α1 − α0)/d,

which may be verified directly as well — the d = 1 case was Exercise 27.1.4.

Exercise 27.2.4. Show that the weights of the T-action on
H0(Σ, f∗O�1(1)), with T-action induced by the action (27.2) on O�1(1) (cor-
responding to the equivariant class H, see Exercise 27.1.1), are

α0 +
i(α1 − α0)

d
, 0 ≤ i ≤ d.
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We could, however, choose a different T-action on H0(Σ, f∗O�1(1)) by
choosing a different action on O�1(1). For example, consider the action

(27.3) (t0, t1) : (x0, x1) �→ (t−1
1 t0x0, x1)

on the total space of the tautological bundle O�1(−1), corresponding to
O�(−H + α1), inducing a new linearization on the dual bundle O�1(1),
corresponding to O�(H − α1).

Exercise 27.2.5. Show that the weights of the T-action on
H0(Σ, f∗O�1(1)), with T-action induced by the action Eq. (27.3) on O�1(1)
are

i(α0 − α1)
d

, 0 ≤ i ≤ d.

We can compute the weights on other cohomology groups as well. For
example, note that the vector space H1(Σ, f∗O�1(−1)) has rank d−1 (by the
Riemann–Roch theorem 22.1.1 or Serre duality, see Sec. 3.5.4). Consider the
T-action induced on it by (27.3). To compute the characters of this action,
note that by Serre duality,

H1(Σ, f∗O�1(−1)) ∼= H0(Σ, ωΣ ⊗ f∗O�1(1))

canonically (where ωΣ
∼= OΣ(−2) is the sheaf of differentials on Σ, see Sec.

22.3, with T-action induced by Eq. (27.2)).

Exercise 27.2.6. Show that the weights of H1(Σ, f∗O�1(−1)) are

i

d
(α0 − α1), 1 ≤ i ≤ d − 1.

Hence the Euler class of the corresponding bundle on (CP∞)m is

(d − 1)!(α0 − α1)d−1/dd−1.

(Hint: The weight at p0 coming from ωΣ is (α1 − α0)/d, and the weight at
p0 coming from O�1(1) is α0 − α1.)

The above exercise will be useful in proving the Aspinwall–Morrison
formula (Proposition 27.5.1, see Exercise 27.5.1).
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27.3. Determination of Fixed Loci

We now apply localization to the moduli space of stable maps
M0,n(Pm, d). Many of our preliminary comments will apply for arbitrary
genus g (though the moduli space is singular), in order to set up our discus-
sion of the virtual localization formula in Sec. 27.6.

Throughout, the T-action on Pm will be taken to be the “standard” one
described in Sec. 27.1. This induces a T-action on Mg,n(Pm, d).

In order to apply localization, we first need to identify the fixed loci.
This is not difficult, and the reader may prefer to do this on his or her own
before reading on. Following Kontsevich, we will identify the components of
the fixed point locus of the T-action on Mg,n(Pm, d) with decorated graphs.
See Fig. 1 for an example.

1

2

g = µ = 1

g = µ = 1

g = µ = 2

2

2

2

2

Figure 1. An example of a marked graph Γ corresponding
to a component of M6,2(P2, 8) (# Aut Γ = 8, #AΓ = 24 · 8)

Let f : (Σ, p1, . . . , pn) → Pm be a T-fixed stable map. The image of Σ
is a T-invariant curve in PV , and the images of all marked points, nodes,
contracted components, and ramification points are T-fixed points. The T-
fixed points on Pm are p0, . . . , pm, and the only invariant curves are the lines
joining the points pi. It follows that each non-contracted component of Σ
must map onto one of these lines, and be ramified only over the two fixed
points. By Exercise 27.2.1, such a component must be rational, and the
map restricted to this component is completely determined by its degree.

We identify the components of the fixed locus with decorated graphs.
The construction will be reminiscent of the dual graphs of Sec. 22.2. To an
invariant stable map f , we associate a decorated graph Γ as follows. Γ has
one edge for each non-contracted component. The edge e is marked with
the degree d(e) of the map from that component to its image line. Γ has
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one vertex for each connected component of f−1({p0, . . . , pm}). Define the
labelling map

(27.4) µ : Vertices → {0, . . . ,m}

by f(v) = pµ(v). The vertices have an additional labelling g(v) by the arith-
metic genus of the associated component. (If the component is a single point,
we take the genus to be 0.) If g = 0, then each g(v) is 0, so this labelling may
be omitted. An edge is incident to a vertex if the two associated subsets of
Σ are incident. Finally, Γ has n numbered “tails” or half-edges coming from
the n marked points. These tails are attached to the appropriate vertex. (In
figures, we will show the tail labels in bold face.)

The set of all invariant stable maps whose associated graph is Γ is natu-
rally identified with a finite quotient of a product of moduli spaces of pointed
curves. Define

MΓ =
∏

vertices

Mg(v),val(v).

The valence of a vertex includes the markings/tails, as well as the inci-
dent edges. M0,1 and M0,2 are interpreted as points in this product. Let
π : C → MΓ be the universal family of T-fixed stable maps to Pm yielding
a morphism

γ : MΓ → Mg,n(Pm, d).

There is a natural automorphism group AΓ acting on C and MΓ. AΓ is
filtered by an exact sequence of groups

1 →
∏

edges

Z/d(e) → AΓ → Aut(Γ) → 1

where Aut(Γ) is the automorphism group of Γ (as a decorated graph).
Aut(Γ) naturally acts on

∏
edges Z/d(e) and AΓ is the semidirect product.

The induced map

γ/AΓ : MΓ/AΓ → Mg,n(Pm, d)

is a closed immersion of Deligne–Mumford stacks. It should be noted that
the subgroup

∏
edges Z/d(e) acts trivially on MΓ and that MΓ/AΓ is non-

singular. A component of the T-fixed stack of Mg,n(Pm, d) is supported on
MΓ/AΓ.

For future use, we make the following definitions.
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Definition 27.3.1. Define a flag F of the graph Γ to be an incident
edge-vertex pair (e, v). Define a labelling map for flags µ(F ) := µ(v) (where
µ is the labelling map on vertices, see Eq. (27.4)). Define

(27.5) ωF =
αµ(F ) − αµ(v′)

d(e)

where v′ is the other vertex of edge e. Let ψF denote the line bundle on MΓ

whose fiber over a point is the cotangent space to the component associated to
the flag F at the corresponding node (a ψ-class on the corresponding moduli
space of pointed curves Mg(v),val(v) corresponding to the vertex v).

By Exercise 27.2.2, ωF is the weight of the induced action of T on the
tangent space to the rational component Σe of Σ corresponding to F at its
preimage over pv.

27.4. The Normal Bundle to a Fixed Locus

In order to apply the localization formula (4.4) in genus 0 (where the
moduli space is a non-singular Deligne–Mumford stack), we must calculate
the (equivariant) Euler class of the normal bundle NΓ to each fixed locus.
As usual, we do this by comparing the tangent bundle of each fixed locus
MΓ/AΓ with the restriction of the tangent bundle of the entire moduli space
M0,n(Pm, d). It will be easier to perform these calculations on MΓ rather
than MΓ/AΓ; we must then remember to divide by |AΓ| when applying
localization.

Apply the deformation long exact sequence (24.2) for genus 0 stable
maps to Pm:

(27.6)
0 → Aut(Σ, p1, . . . , pn) → Def(f) → Def(Σ, p1, . . . , pn, f)

→ Def(Σ, p1, . . . , pn) → 0.

Here we use the vanishing h1(Σ, f∗TPm) = 0 of Lemma 24.4.3.
We consider the restriction of this exact sequence to the fixed locus

MΓ/AΓ (or more correctly, the pull-back to MΓ). If V is a vector bundle,
denote its fixed weight-zero part by V fix, and its moving (weight nonzero)
part by V mov. Note that Def(Σ, p1, . . . , pn, f) is the pull-back of the tangent
bundle of M0,n(Pr, d), Def(Σ, p1, . . . , pn, f)fix is the tangent bundle to MΓ,
and Def(Σ, p1, . . . , pn, f)mov is the normal bundle NΓ. In order to compute

e(NΓ) = Def(Σ, p1, . . . , pn, f)mov,
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we compute the moving parts of the other bundles in the exact sequence
(27.6), and combine them via

(27.7) e(NΓ) =
e((Def f)mov)e((Def(Σ, p1, . . . , pn))mov)

e((Aut(Σ, p1, . . . , pn))mov)

The bundle Aut(Σ, p1, . . . , pn). We first determine the fixed automor-
phisms. For each non-contracted component of Σ, there is a torus-fixed
piece coming from the infinitesimal automorphism of that component fixing
the two special points. These automorphisms correspond to the Lie algebra
of the C∗’s that are the automorphism groups of the non-contracted P1’s,
keeping the two preimages of 0 and ∞ fixed. (This fixed part will cancel
with a similar weight-zero term in Def f .)

There are, however, more automorphisms. They correspond to vertices
v of valence 1, as in this case the point mapping to µ(v) (call it qv) is not
a special point (see Definition 23.4.1). Hence we have an additional auto-
morphism corresponding to moving this point; this one-dimensional space is
isomorphic (as a T-representation) to the tangent space to Σ at qv, i.e., ωF

(see Eq. (27.5)), where F is the (unique) flag incident to v. Thus

e((Aut(Σ, p1, . . . , pn))mov) =
∏

val(v)=1

ωF .

The bundle Def(Σ, p1, . . . , pn). A deformation of the contracted com-
ponents (as marked curves) is a weight-zero deformation of the map that
yields the tangent space Def(Σ, p1, . . . , pn, f)fix of MΓ/AΓ as a summand
of Def(Σ)fix. The other deformations of Σ come from smoothing nodes of
Σ. This vector space splits into a product of spaces corresponding to de-
formations that smooth each node individually. By the boundary lemma
25.2.2, the one-dimensional space associated to each node is identified (as
a line bundle) with the tensor product of the tangent spaces of the two
components at the node.

(i) We deal first with the nodes that join contracted components to non-
contracted components; these correspond to flags F where val(µ(F )) ≥ 3.
The tangent space to the non-contracted curve forms a trivial bundle with
weight ωF . The tangent space to the contracted curve has class −ψF (see
Definition 27.3.1). Thus the contribution from these nodes is∏

F

(ωF − ψF )
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where the product only contains factors where ψF is defined, that is, where
val(µ(F )) ≥ 3.

(ii) We next deal with nodes that join two non-contracted components;
these correspond to vertices with valence 2, and no marked tails. By the
same argument, these contribute∏

val(v)=2

(ωFv,1 + ωFv,2)

where Fv,1 and Fv,2 are the two flags incident to v. (The product is taken
to only include factors that “make sense”, that is, when v is incident to two
edges, and hence has no marked tails.) Thus

e(Def(Σ, p1, . . . , pn)mov) =
∏
flags

(ωF − ψF )
∏

val(v)=2

(ωFv,1 + ωFv,2).

The bundle Def f = H0(Σ, f∗TPm). We consider the normalization
exact sequence (22.1) resolving all of the nodes of Σ which are forced by the
graph Γ:

0 → OΣ →
⊕

vertices

OΣv ⊕
⊕
edges

OΣe →
⊕
flags

OxF → 0.

Tensoring with f∗(TPm) and taking cohomology yields:

0 → H0(Σ, f∗TPm) →
⊕

vertices

H0(Σv, f
∗TPm) ⊕

⊕
edges

H0(Σe, f
∗TPm) →

→
⊕
flags

Tpµ(F )
Pm → 0

(here we use the vanishing h1(Σ, f∗TPm) = 0 of Lemma 24.4.3). Also note
that H0(Σv, f

∗TPm) = Tpµ(v)
Pm since Σv is connected and f is constant on

it. Hence, as representations (or in K-theory),

H0(Σ, f∗TPm) =


+

⊕
vertices

Tpµ(v)
Pm +

⊕
edges

H0(Σe, f
∗TPm)

−
⊕
flags

Tpµ(F )
Pm

As non-contracted components are rigid, we see that H0(Σe, f
∗TPm) is triv-

ial as a bundle. We determine its weights using the Euler sequence on Pm,
Eq. (26.2):

0 → O�m → O�m(1) ⊗ V → TPm → 0



27.4. THE NORMAL BUNDLE TO A FIXED LOCUS 545

where V is the vector space with T-action such that Pm = PV . Pulling back
to Σe and taking cohomology gives us

0 → C → H0(Σe,OΣe(d(e))) ⊗ V → H0(Σe, f
∗TPm) → 0.

Here the weight on C is trivial. The weights on H0(Σe,OΣe(d(e))) are given
by a

d(e)αi + b
d(e)αj for a+b = d(e) (by Exercise 27.2.4), and the weights on V

are −α0, . . . ,−αm, so the weights of the middle term are just the pairwise
sums of these, a

d(e)αi + b
d(e)αj −αk. There are exactly two weight-zero terms

here coming from a = 0, k = j and b = 0, k = i; they cancel the weight-zero
term from the C on the left, and the weight-zero term occurring in Aut(Σ).
Breaking up the remaining terms into two groups corresponding to k = i, j

and k �= i, j, we obtain the contribution of H0(Σe, f
∗TPm) to the Euler class

e(Def(f)mov):

(−1)d(e) d(e)!2

d(e)2d(e)
(αi − αj)2d(e)

∏
a + b = d(e)

k �= i, j

(
a

d(e)
αi +

b

d(e)
αj − αk

)
.

Hence 1/e(NΓ) is given by:

(27.8)
∏
flags

1
ωF − ψF

∏
ν �=µ(F )

(αµ(F ) − αν)

∏
vertices

∏
ν �=µ(v)

1
αµ(v) − αν

∏
val(v)=2

1
ωFv,1 + ωFv,1

∏
val(v)=1

ωF

∏
edges

(−1)d(e)d(e)2d(e)

(d(e)!)2(αi − αj)2d(e)

∏
a + b = d(e)

k �= i, j

1
a

d(e)αi + b
d(e)αj − αk

.

The following result will be used in the proof of the Aspinwall–Morrison
formula in the next section.

Exercise 27.4.1. Verify that for the one-edge graph given in Fig. 2,

1
e(Nvir)

=
(−1)d−1d2d−2

(d!)2(α0 − α1)2d−2
.

d

µ = 1µ = 0

Figure 2. The one-edge fixed locus
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27.5. The Aspinwall–Morrison Formula

A general quintic (Calabi–Yau) threefold X contains a finite number
of lines, and all such lines have normal bundle O�1(−1) ⊕ O�1(−1). The
normal bundle of any embedding P1 ⊂ X is a rank 2 bundle of degree −2,
as X has trivial canonical bundle and

∫
�1 c1(T�1) = 2. Since vector bundles

on P1 split completely, and the “balanced” splitting is the most general,
one may hope that a suitably general rational curve in X has balanced
normal bundle. Embedded P1’s in a Calabi–Yau threefold (not necessarily
lines) with normal bundle O�1(−1)⊕O�1(−1) are called rigid. The degree 1
(genus 0) Gromov–Witten invariant of X is the number of rigid lines. This
number was classically known to be 2875.

The degree 2 Gromov–Witten invariant of a generic quintic has two con-
tributions, one from the rigid conics, and one from double covers of the lines.
Thus we see that even in the generic case, the moduli space M0(X, 2) is not
equidimensional: it has 2875 components that are isomorphic to M0(P1, 2),
of dimension 2. It is clearly important to calculate the contribution of these
double covers. This question (and its generalization to higher degree) is
answered by:

Proposition 27.5.1 (Aspinwall–Morrison formula). Let P1 ⊂ X be a
rigid curve of class β. The genus 0, degree d covers of P1 contribute 1/d3 to
the genus 0, class dβ Gromov–Witten invariant of X.

As described above, one naively expects all rational curves in X to be
rigid, although this is not quite true (see Sec. 29.1.2).

In this section, we will use localization to prove the Aspinwall–Morrison
formula. The first localization proof was given by Manin. The proof here
uses an optimal localization choice leading to much simpler combinatorics
(and, later, to computations of higher-genus contributions).

We first note that the contribution to the degree dβ Gromov–Witten
invariant is naturally an integral over the non-singular space M0(P1, d), so
we are in the situation of the special case of Sec. 26.1.2. Thus the desired
contribution is the Euler class of the obstruction bundle. Hence to prove
the Aspinwall–Morrison formula, we (i) identify the obstruction bundle, and
then (ii) use localization to compute its Euler class.

We now identify the obstruction bundle. By Witten’s formula of Sec.
26.1.4, the obstruction bundle is canonically H1(Σ, f∗TX). (Recall that we
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are identifying bundles on M0(P1, d) by describing their fibers.) From the
long exact sequence of

0 → f∗T�1 → f∗TX → f∗N�1/X → 0

and the vanishing h1(Σ, f∗T�1) = 0 of Lemma 24.4.3, we have:

Lemma 27.5.2. The fiber of the obstruction bundle on M0(P1, d) is
canonically H1(Σ, f∗N�1/X) = H1(Σ, f∗(O�1(−1) ⊕O�1(−1))).

Note that (by the Riemann-Roch Theorem 22.1.1 or Serre duality) this
vector bundle is rank 2d − 2 = dimM0(P1, d) as expected.

The Aspinwall–Morrison formula now follows from:

Lemma 27.5.3.∫
M0(�1 ,d)

e(H1(Σ, f∗O�1(−1)) ⊕ H1(Σ, f∗O�1(−1))) = 1/d3.

Proof. The idea is to choose different linearizations on the two copies
of O�1(−1) (and hence on the two copies of f∗O�1(−1)). On the first copy,
choose −H + α0, and on the second choose −H + α1 (where as usual H is
the hyperplane class on P1). By the localization formula (4.4), the integral
in Lemma 27.5.3 has contributions from various decorated graphs Γ. We
will see that only one graph contributes.

Suppose Γ is not the graph of Fig. 2. Then Γ must have more than
one edge. We will see that the contribution of Γ is 0. This will follow by
showing that H1(Σ, f∗O�1(−1)) ⊕ H1(Σ, f∗O�1(−1)) has a (nonzero) fixed
part (and hence trivial equivariant Euler class).

Let f : Σ → P1 be any stable map in the fixed locus corresponding to Γ.
Let Σ̃ be the normalization of Σ, and let the node-branches be bi. Tensor
the normalization exact sequence (22.1) by f∗O�1(−1):

0 → f∗O�1(−1) →
⊕

(f |Σi)
∗O�1(−1) →

⊕
(f |bi

)∗O�1(−1) → 0.

The long exact sequence in cohomology begins

0 →
⊕

H0(bi, (f |bi
)∗O�1(−1)) → H1(Σ, f∗O�1(−1)).

Suppose f(b1) = p0. If O�1(−1) is linearized to be O(−H + α0) on P1
� ,

then T acts trivially on H0(b1, (f |b1)
∗O�1(−1)), which is a sub-bundle of

H1(Σ, f∗O�1(−1)). The same is true if f(b1) = p1 and O�1(−1) is linearized
to be O(−H + α1).
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Thus, as we have chosen the linearization H − α0 for one of the factors
and H − α1 for the other, if Σ has any nodes at all, H1(Σ, f∗(O�1(−1) ⊕
O�1(−1))) has a non-trivial fixed sub-bundle. The only fixed locus with no
node corresponds to the one-edge graph of Fig. 2. �

Exercise 27.5.1. Using Exercises 27.2.6 and 27.4.1, finish the proof of
Lemma 27.5.3 and hence the Aspinwall–Morrison formula.

Exercise 27.5.2. Suppose a Calabi–Yau threefold X contains a surface
S isomorphic to P1×P1 or P2 (with inclusion i : S → X). Given a homology
class β on S, explain how to calculate the contribution of S to the Gromov–
Witten invariant M0(X, i∗β) of M0(S, β). (Hint: Calculate NS/X , then
calculate the obstruction bundle on M0(S, β), and finally use localization.)

27.6. Virtual Localization

Although the moduli space Mg,n(Pm, d) is not non-singular or even
equidimensional, the technique of localization can be extended to deal with
intersections against the virtual fundamental class. What follows is only a
sketch.

The fixed loci of Mg,n(Pm, d) again correspond to graphs Γ, as described
in Sec. 27.3. Note that, unlike the genus 0 case, the vertices of Γ have an
additional labelling (of the arithmetic genus of the corresponding compo-
nent). Each fixed locus has a “virtual normal bundle”, which is found by a
careful analysis of the deformation long exact sequence (24.2).

Theorem 27.6.1 (Virtual localization formula for Pm). If φ is any equi-
variant cohomology class on Mg,n(Pm, d),

(27.9) φ ∩ [Mg,n(Pm, d)]vir =
∑
Γ

φ ∩ [MΓ]/AΓ

e(Nvir
Γ )

.

Virtual localization also applies to more general targets, in which case
the fixed loci may also have virtual fundamental classes.

27.6.1. The Virtual Normal Bundle. In order to apply the virtual
localization formula, we need to compute e(Nvir

Γ ). The formula is given in
Eq. (27.11); we sketch the derivation here.

As in the genus 0 case, we start with the deformation long exact sequence
(which is two terms longer than in Eq. (27.6), as we no longer have the genus
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0 vanishing of lemma 24.4.3):
(27.10)
0 → Aut(Σ, p1, . . . , pn) → Def(f) → Def(Σ, p1, . . . , pn, f) →

→ Def(Σ, p1, . . . , pn) → Ob(f) → Ob(Σ, p1, . . . , pn, f) → 0.

It turns out that the Euler class of the virtual normal bundle is given by

e(Nvir
Γ ) =

e((Def f)mov)e((Def(Σ, p1, . . . , pn))mov)
e((Aut f)mov)e((Aut(Σ, p1, . . . , pn))mov)

.

This is a natural generalization of Eq. (27.7).
As before, one computes the fixed and moving parts of the four bundles

above. The genus 0 arguments for Aut(Σ, p1, . . . , pn) and Def(Σ, p1, . . . , pn)
carry through without change.

The analysis of Def(f) and Ob(f) (whose fibers are canonically
H0(Σ, f∗TPm) and H1(Σ, f∗TPm) respectively) is slightly more subtle. As
before, consider the normalization exact sequence resolving all of the nodes
of Σ which are forced by the graph Γ:

0 → OΣ →
⊕

vertices

OΣv ⊕
⊕
edges

OΣe →
⊕
flags

OxF → 0.

Tensoring with f∗(TPm) and taking cohomology yields:

0 → H0(Σ, f∗TPm) →
⊕

vertices

H0(Σv, f
∗TPm) ⊕

⊕
edges

H0(Σe, f
∗TPm) →

→
⊕
flags

Tpµ(F )
Pm → H1(Σ, f∗TPm) →

⊕
vertices

H1(Σv, f
∗TPm) → 0.

Notice that our sequence is two terms longer than in the genus 0 case. Here
we have used the fact that there will be no higher cohomology on the non-
contracted components, as they are rational. As before, the following is true
as representations, or in K-theory:

H0(Σ, f∗TPm) − H1(Σ, f∗TPm) =⊕
vertices

Tpµ(v)
Pm +

⊕
edges

H0(Σe, f
∗TPm)

−
⊕
flags

Tpµ(F )
Pm −

⊕
vertices

H1(Σv, f
∗TPm).

As non-contracted components are rigid, we see that H0(Σe, f
∗TPm) is

trivial as a bundle. We determine its weights (exactly as in the genus 0
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case) to obtain the contribution of H0(Σe, f
∗TPm) to the Euler class ratio

e(Def(f)mov)/e(Ob(f)mov):

(−1)d(e) d(e)!2

d(e)2d(e)
(αi − αj)2d(e)

∏
a + b = d(e)

k �= i, j

(
a

d(e)
αi +

b

d(e)
αj − αk

)
.

Finally, we evaluate the contribution of

H1(Σv, f
∗TPm) = H1(Σv,OΣv) ⊗ Tpµ(v)

Pm.

As a bundle, H1(Σv,OΣv) is the dual of the Hodge bundle E = H0(Σv, ωΣv)
on the moduli space Mg(v),val(v) (Sec. 25.3). The bundle H1(Σv,OΣv) ⊗
Tpµ(v)

Pm splits into m copies of E∨, twisted respectively by the r weights
αµ(v) − αν for ν �= µ(v). Taking the equivariant Euler class of this bundle
yields ∏

ν �=µ(v)

(
c(E∨)

(
1

αµ(v) − αν

))
· (αµ(v) − αν)g(v)

where for a bundle Q of rank q:

c(Q)(t) = 1 + tc1(Q) + · · · + tqcq(Q).

Hence the inverse Euler class of the virtual normal bundle to the fixed
point locus corresponding to the graph Γ is given by:

1/e(Nvir) =
∏
flags

1
ωF − ψF

∏
ν �=µ(F )

(αµ(F ) − αν)

∏
vertices

∏
ν �=µ(v)

(
c(E∨)

(
1

αµ(v) − αν

))
· (αµ(v) − αν)g(v)−1

∏
val(v)=2

1
ωFv,1 + ωFv,1

∏
val(v)=1

ωF

∏
edges

(−1)d(e)d(e)2d(e)

(d(e)!)2(αi − αj)2d(e)

∏
a + b = d(e)

k �= i, j

1
a

d(e)αi + b
d(e)αj − αk

.

27.6.2. Application: Genus g Gromov–Witten Invariants of
Projective Space. Virtual localization is a powerful tool. For example,
it immediately gives a method for computing all Gromov–Witten invariants
of projective space as follows.
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Exercise 27.6.1. Use virtual localization to show that

(27.11) 〈H l1 , · · · , H ln〉�m

g,d =
∑
Γ

1
|AΓ|

∫
MΓ

∏n
j=1 α

lj
µ(j)

e(Nvir
Γ )

where H is the hyperplane class in Pm.

To evaluate the integral, one expands the terms of the form 1
ωF−ψF

as
formal power series, and then integrates all terms of the appropriate degree.
Each integral that is encountered splits as a product of integrals over the
different moduli spaces of pointed curves Mg(v),val(v).

There are natural methods of reducing the integrals of Hodge classes
arising in the localization formula Eq. (27.11) to the pure ψ-integrals de-
termined by Witten’s conjectures. At a computational level, Faber has
implemented an algorithm that evaluates Hodge integrals using Mumford’s
Grothendieck–Riemann–Roch formulas and Witten’s conjectures. Faber and
Pandharipande have found a natural sequence of differential operators anni-
hilating generating series of Hodge and ψ-classes, and have developed theo-
retical techniques for manipulating Hodge integrals. There is rich interaction
between Gromov–Witten theory, localization, and Hodge integrals.

27.7. The Full Multiple Cover Formula for P1

Let P1 ⊂ X be a rigid embedding in a Calabi–Yau threefold. The multi-
ple cover contributions of P1 may be expressed as integrals over the moduli
spaces of stable maps. More precisely, the genus g, degree d contribution
C(g, d) is

(27.12) C(g, d) =
∫

[Mg(�1 ,d)]vir

ctop(R1π∗µ
∗N),

where N = O�1(−1) ⊕ O�1(−1) denotes the normal bundle. (Here R1π∗

is the first “higher direct image sheaf” which generalizes the vector bundle
of Lemma 27.5.2.) The Aspinwall–Morrison formula computes the genus 0
case of Eq. (27.12).

Theorem 27.7.1 (Faber–Pandharipande). The multiple cover contribu-
tions are determined in higher genus by

C(1, d) =
1

12d
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for g = 1, and

(27.13) C(g, d) =
|B2g| · d2g−3

2g · (2g − 2)!
= |χ(Mg)|

d2g−3

(2g − 3)!
,

for g ≥ 2. B2g is the 2gth Bernoulli number and χ(Mg) = B2g/2g(2g − 2)
is the orbifold Euler characteristic of Mg.

Proof(Sketch). We will evaluate (27.12) by the virtual localization
formula. It is crucial to use the linearization choices introduced in Sec.
27.5.1. A study of the fixed component contributions yields a general genus
vanishing principle: if a graph Γ contains any vertex of valence greater than
1, then the contribution of Γ to Eq. (27.12) vanishes.

Hence, the contributing graphs have exactly 1 edge. The graph sum
reduces simply to a sum over partitions g1 + g2 = g of the genus. The
localization formula then yields the result for g ≥ 0:

(27.14) C(g, d) = d2g−3
∑

g1+g2=g
g1, g2≥0

bg1bg2

where bg is the Hodge integral

bg =


1, g = 0,∫
Mg,1

ψ2g−2
1 λg, g > 0.

As expected, Hodge integrals play a central role in the virtual localization
analysis.

The Aspinwall–Morrison formula is recovered from the genus 0 restric-
tion of Eq. (27.14). The formula for C(1, d) is immediately deduced from

b1 =
∫
M1,1

λ1 =
1
24

.

The Hodge integrals bg have been computed in generating series form:∑
g≥0

bgt
2g =

(
t/2

sin(t/2)

)
.

Eq. (27.14) implies
C(g, d) = d2g−3C(g, 1),∑

g≥0

C(g, 1)t2g =
(

t/2
sin(t/2)

)2

.

Formula (27.13) is then obtained from the definition of the Bernoulli num-
bers. �



CHAPTER 28

The Fundamental Solution of the Quantum

Differential Equation

We study here a solution of a differential equation that arises naturally in
mirror symmetry and quantum cohomology. One is forced here to consider
descendant invariants even if one is primarily interested in Gromov–Witten
invariants (as in the statement of the Mirror conjecture). The correlator Sb

defined via the fundamental solution will play an essential role in the proof
of the Mirror conjecture.

As in Sec. 26.5, let T0, . . . , Tm be a homogeneous basis of V = H∗(X)
such that T0 is the ring identity and Tm is its Poincaré dual. The tangent
space of V at every point is canonically identified with V . Let ∂0, . . . , ∂m

be the corresponding tangent fields. Let γ =
∑

tiTi be coordinates on V

defined by the basis. Let F =
∑

f i∂i be a vector field. Let C be the
Gromov–Witten or quantum potential (Definition 26.5.1):

C(t0, . . . , tm) =
∑
n≥3

∑
β

1
n!
〈γn〉β.

The quantum product is defined by

∂i ∗ ∂j =
∑
r,s

Cijrg
rs∂s.

This is the same quantum product defined earlier, in slightly different nota-
tion. Define a (formal) connection ∇� on the tangent bundle of V by

∇�,i(F ) = �
∂F

∂ti
− ∂i ∗ F =

∑
s

(
�
∂f s

∂ti
−
∑

r

Cijrg
rsf j

)
∂s.

Warning 28.0.1. In Givental’s notation � is the generator of the equi-
variant cohomology of C∗ — it does not correspond to a physical constant.

Exercise 28.0.1. Use the WDVV equations (Sec. 26.5) to show that
∇� is flat. Therefore, flat vector fields exist (at least formally).

553
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Rewrite the equations for flat solutions F as

(28.1) �
∂F

∂ti
= ∂i ∗ F for 1 ≤ i ≤ m.

This is called the quantum differential equation.
Define a matrix of formal functions in Q[[�−1, ti]]:

Ψab = gab +
∑

n≥0, β
(n,β) �=(0,0)

1
n!
〈Ta ·

Tb

� − ψ
· γn〉β

where 0 ≤ a, b ≤ m. (Intuitively, gab is the (n, β) = (0, 0) term.) The matrix
may be written more explicitly as

(28.2) Ψab = gab +
∑

n≥0, β
(n,β) �=(0,0)

∑
k≥0

�−k−1

n!
〈Ta · τk(Tb) · γn〉β.

Proposition 28.0.2. Ψ yields a fundamental solution of the quantum
differential equation

∇�,i

∑
a,s

Ψabg
as∂s = 0

for all b.

Note that the constant term of the solution
∑

a Ψabg
as is the identity matrix.

Proof. A direct calculation (see Exercise 26.5.1) gives the left side of
Eq. (28.1):

(28.3)
∑
a,s

�
∂Ψab

∂ti
gas∂s =

∑
a,s

∑
n≥0

β

∑
k≥0

�−k

n!
〈Ta · τk(Tb) · Ti · γn〉βgas∂s.

The coefficient of ∂s of the right side of Eq. (28.1),
∑

a,j ∂i ∗ Ψabg
aj∂j , is∑

a,j,r

Cijrg
rsΨabg

aj =
∑

r

Cibrg
rs+

∑∑
a,j,r

∑
k≥0

�−k−1

n1!n2!
〈Ta · τk(Tb) · γn1〉β1g

aj〈Ti · Tj · Tr · γn2〉β2g
rs(28.4)

where the first sum in the last term is over stable splittings n1 + n2 = n,
β1 + β2 = β.

The k = 0 terms of Eq. (28.3) sum to the first term
∑

Cibrg
rs of Eq.

(28.4). The k ≥ 1 terms of Eq. (28.3) may be replaced via the topological
recursion relation Eq. (26.11) relative to the first 3 markings to obtain the
second term in Eq. (28.4). �
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Exercise 28.0.2. Verify Eq. (28.4), using Eq. (28.2) and the explicit
formula for Cijr of Exercise 26.5.1.

28.1. The “Small” Quantum Differential Equation

The fundamental solution takes a simpler form after passing to small
quantum cohomology (see Sec. 26.5.1). Let T denote the vector of cohomol-
ogy classes (T1, . . . , Tp), and let t denote the vector of variables (t1, . . . , tp).
For β ∈ H2(X), let vβ denote the vector of constants (

∫
β T1, . . . ,

∫
β Tp). As

in Sec. 26.5.1, for simplicity we assume that T1, . . . , Tp are dual to a basis
of effective curve classes.

By Eq. (26.13) and Eq. (26.14), the small product may be written as

∂i ∗ ∂j =
∑
β,r,s

evβ ·t〈Ti · Tj · Tr〉βgrs∂s.

The matrix Ψ can be written after restriction to the Kähler classes as

(28.5) Ψab =
∑
β

evβ ·t〈Ta ·
eT ·t/�Tb

� − ψ
〉β.

The divisor equation Eq. (26.10) is again used, as in Exercise 26.5.5. In the
case β = 0, we follow the convention

(28.6) 〈Ta ·
eT ·t/�Tb

� − ψ
〉0 := 〈Ta · eT ·t/�Tb · T0〉0

(as 2-point degree 0 invariants are not defined).
Note that the series Eq. (28.5) is a sum of two-point invariants (with the

exception of the convention just described), and is an element of Q[�−1, t][[et]].

Exercise 28.1.1. Show that, modulo the variables ti and eti,
∑

a Ψabg
as

is the identity matrix.

The small quantum differential equation is

1 ≤ i ≤ p, �
∂F

∂ti
= ∂i ∗ F

where F is a vector field function of only t1, . . . , tp, and the product is the
small quantum product (cf. Eq. (28.1)). For 1 ≤ i ≤ p, the small analogue
of Proposition 28.0.2 holds for (28.5):∑

a

�
∂Ψab

∂ti
gas∂s =

∑
a

∂i ∗ Ψabg
as∂s,
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and the restricted matrix
∑

a Ψabg
as is a fundamental solution to this small

quantum differential equation.

28.2. Example: Projective Space Revisited

We now revisit the results of Sec. 26.5.2. Let X = Pm. Let H denote
the hyperplane class in H2(Pm), and let Ti = H i be the natural basis for
cohomology. Let t = t1. From Eq. (26.15), the small quantum ring structure
is

QH∗
s (Pm) = Q[∂1, e

t]/(∂m+1
1 − et).

Let
∑m

i=0 f i∂i be a vector field, where f i = f i(t). (The superscripts do not
denote powers!) The small quantum differential equation is then the system

i > 0, �
∂f i

∂t
= f i−1,

�
∂f0

∂t
= etfm.

The function fm determines a vector solution if and only if it is annihilated
by the operator

(28.7) D =
(

�
d

dt

)m+1

− et.

A (formal) fundamental solution to the equation Df = 0 is given by the
expression

(28.8) S ≡
∑
d≥0

e(H/�+d)t∏d
j=1(H + j�)m+1

(mod Hm+1).

Expand S in powers of H as

S =
m∑

b=0

SbH
m−b

where Sb is a formal series in Q[�−1, t][[et]].

Exercise 28.2.1. Use Eq. (28.8) to check that D annihilates Sb.

Define the matrix M of functions by

M s
b =

(
�

d

dt

)m−s

Sb.

Modulo t and et, the only contribution to M s
b occurs in the d = 0 summand

in Eq. (28.8); it is the identity matrix. M s
b ∂s defines a fundamental solution
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to the small quantum differential equation. By uniqueness of fundamental
solutions,

(28.9) Ψabg
as = M s

b .

(This uniqueness statement depends on the equality modulo t, et and the
fact that the solutions lie in Q[�−1, t][[et]].)

Eqs. (28.8) and (28.9) together with the solution Eq. (28.5) compute
all two-point invariants of Pm with a cotangent line class on one point. For
example, tracing through the equations yields

〈τdm+d−2(Tm)〉d =
∫
M0,1(�m ,d)

ev∗1(H
m) ∪ ψdm+d−2 =

1
(d!)m+1

.

The solution to the small quantum differential equation provides an elegant
organization of these two-point descendant invariants.





CHAPTER 29

The Mirror Conjecture for Hypersurfaces I: The

Fano Case

In this chapter, we will describe the relationship between hypergeo-
metric series and the quantum cohomology of hypersurfaces in projective
space. While the most general context for such relationships has not yet
been understood, tremendous progress has recently been made by numerous
researchers. We will follow the approach of Givental.

29.1. Overview of the Conjecture

In the early 1990s, Candelas, de la Ossa, Green, and Parkes made a
startling prediction of the number of rational curves on a quintic threefold
X ⊂ P4. We describe here an equivalent form of their prediction.

The expected dimension vdimM0(X, d) of the moduli space of genus 0
maps to X is 0. Let Nd be the genus 0 degree d Gromov–Witten invariant
of X, given by the degree of the virtual fundamental class of the space of
maps. The Aspinwall–Morrison formula (Proposition 27.5.1) already shows
that Nd is not enumerative. One might naively hope that all rational curves
in X are immersed with “generic” normal bundle O�1(−1)⊕O�1(−1). This
is not the case (see Sec. 29.1.2), but even if it were, each degree d such curve
would contribute 1/k3 to the degree dk invariants (k ≥ 1). We correct for
this by defining new numbers nd (called instanton numbers) via

∞∑
d=1

Nde
dt =

∞∑
d=1

∞∑
k=1

ndk
−3ekdt.

We describe the instanton numbers nd as virtually enumerative (see Sec.
29.1.2 for further discussion).

Define Ii(t) by

(29.1)
3∑

i=0

IiH
i ≡

∞∑
d=0

e(H+d)t

∏5d
r=1(5H + r)∏d
r=1(H + r)5

(mod H4).

559
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H will later be interpreted as the hyperplane class in P4. These functions
are a basis of the Picard–Fuchs differential equation (see e.g. Sec. 6.5.3)(

d

dt

)4

I = 5et

(
5

d

dt
+ 1
)(

5
d

dt
+ 2
)(

5
d

dt
+ 3
)(

5
d

dt
+ 4
)

I.

This equation arises in the B-model from the variation of Hodge structures
of a specific family of Calabi–Yau threefolds.

Define a new coordinate T by T (t) = I1(t)/I0(t). The functions
Ji = Ii(T )/I0(T ) in the new variable were predicted to equal an A-model
series:

(29.2)
3∑

i=0

JiH
i ≡ eHT +

H2

5

∞∑
d=1

ndd
3

∞∑
k=1

e(H+kd)T

(H + kd)2
(mod H4)

and satisfy the differential equation

(29.3)
d2

dT 2

(
1

5 +
∑∞

d=1 ndd3 edT

1−edT

)
d2

dT 2
Ji = 0

These formulas were completely unexpected, as the enumerative geometry
of quintic threefolds was not known to have any structure at all.

Givental’s approach is as follows. Let X be a hypersurface in Pm of
degree l ≤ m + 1. Motivated by the quantum product and related quantum
differential equation (see Sec. 28), we define the “correlator” SX(t) encap-
sulating Gromov–Witten and descendant invariants (see Sec. 29.2). It is
closely related to the hypergeometric series

S∗
X(t) ≡

∞∑
d=0

e(H+d)t

∏ld
r=1(lH + r)∏d

r=1(H + r)m+1
(mod Hm)

which arises as a solution to the Picard–Fuchs differential equation(
d

dt

)m

I ≡ let

(
l
d

dt
+ 1
)
· · ·
(
l
d

dt
+ (l − 1)

)
I (mod Hm).

The precise relationship is divided into three cases.

(i) Fano index > 1 case. If l < m, then SX(t) = S∗
X(t).

(ii) Fano index 1 case. If l = m, then SX(t) = e−m!et
S∗

X(t).
(iii) Calabi–Yau case. If l = m + 1, then SX and S∗

X are related by an
explicit Mirror transformation (see Ch. 30).

Recall that X is a Fano variety if the anti-canonical bundle K∗
X is ample.

The index of a Fano variety X is the largest integer l such that KX has an
lth root.
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Exercise 29.1.1. Interpret the case of projective space Pr (Secs. 26.5.2
and 28.2) as the special case l = 1 of (i) above (in the projective space of
dimension m = r + 1); interpret differential equation (28.7), i.e.(

�
∂

∂t

)r+1

f r = etf r,

as the Picard–Fuchs equation.

In the case of the quintic threefold, SX(t) is exactly the right side of Eq.
(29.2). The transformation (iii) then specializes to the mirror symmetry
prediction, proving Eq. (29.2). The differential equation Eq. (29.3) is a
consequence of the quantum differential equation. The results in cases (i)
and (ii) also have direct applications to the quantum cohomology ring of the
corresponding Fano hypersurfaces.

29.1.1. Overview of Proof. The correlator SX will be obtained from
the fundamental solution of the quantum differential equation for X. We
first analyze SX by torus localization on M0,2(Pm, d). The localization
formula immediately yields an algorithm to compute any given invariant.
However, a more subtle result is required here — we will use the graph
structure of the localization formulas to find linear recursions relating the
correlators.

In the Fano index > 1 case (i), SX(t) and S∗
X(t) satisfy identical re-

cursions, proving this case. In the Fano index 1 case (ii), the recursions
are almost identical — they differ by one term. The index 1 case is then
proved by studying the effect of this term. In the Calabi–Yau case (iii), the
recursions are related but quite different; this case is the most difficult, and
will be dealt with in Ch. 30.

29.1.2. The Clemens Conjecture. One might naively hope that for
a generic quintic threefold X the following conditions holds

(i) For each curve class β, there are only finitely many irreducible
rational curves C ⊂ V of class β, each of which is non-singular
with normal bundle isomorphic to O�1(−1) ⊕O�1(−1).

(ii) As β varies, these curves are disjoint from each other.

This strong assumption is false, however — there exist nodal degree 5 ra-
tional curves on a generic quintic X.
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If conditions (i) and (ii) are true for a Calabi–Yau threefold X, then the
invariant nβ (obtained by correcting the Gromov–Witten invariants, taking
into account multiple covers using the Aspinwall–Morrison formula) is a
true count of curves in class β. For this reason, the invariants nβ should be
viewed as carrying integral content. The study of the invariants nβ will be
taken up again in Ch. 34 — many open questions remain in this area.

A Calabi–Yau threefold is said to be ideal if conditions (i) and (ii) hold.
As there are essentially no known examples of ideal Calabi–Yau threefolds,
the definition is useful at present only for theoretical discussion.

For the quintic, the numbers nd are enumerative, at least for d ≤ 9.
A weaker condition on rational curves in the quintic may still be true:

Conjecture 29.1.1 (Clemens). Let V ⊂ P4 be a generic quintic three-
fold. Then for each degree d ≥ 1:

(i) There are only finitely many irreducible rational curves C ⊂ V of
degree d.

(ii) These curves, as we vary over all degrees, are disjoint from each
other.

(iii) If P1 → C is the normalization of an irreducible rational curve
C ⊂ V , then the normal bundle Nf to f : P1 → V is isomorphic to
O�1(−1) ⊕O�1(−1).

Note that the Clemens conjecture and the invariants nd together are not
sufficient to count curves on the general quintic.

29.2. The Correlators S(t, �) and SX(t, �)

Generalizing the example of projective space in Sec. 28.2, define the cor-
relator Sb = Ψ0b for a general space X, where Ψ is the matrix corresponding
to the small quantum differential equation (see Sec. 28.1 — just set

t0 = tp+1 = · · · = tm = 0

in the matrix corresponding to the big differential equation). For conve-
nience, as in Sec. 28.2, let Ti = H i be the natural basis for the cohomology
of Pm, and let t = t1.

Define the correlator S(t, �) by

(29.4) S(t, �) =
m∑

b=0

SbH
m−b =

m∑
b=0

∑
d

edt〈1, eHt/�

� − ψ
Hb〉Xd Hm−b.
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The second equality uses Eq. (28.5). Note that S(t, �) depends on l, but for
simplicity of notation, we suppress l in the notation.

Recall that the d = 0 case is special; the bracket should be interpreted
as 〈1, eHt/�

�−ψ Hb, 1〉Xd (as in Eq. (28.6)).
For notational convenience throughout this section, define

Ed := π∗f∗O�m(l). From Sec. 26.1.3, Ed is the bundle used to define
the virtual fundamental class of M0,n(X, d) (or more precisely, its push-
forward to M0,n(Pm, d)). Notice that there is a natural (surjective) map
Ed → ev∗2(O�m(l)). (Recall that the fiber of Ed above a point of M0,2(Pm, d)
is canonically a section of f∗(O�m(l)) on Σ. The value of this section at the
second marked point is naturally an element of the fiber of ev∗

2(O�m(l)).)
Let E′

d be the kernel of this morphism, so the sequence

0 → E′
d → Ed → ev∗2O�m(l) → 0

is exact. The rank of E′
d is 5d, and

(29.5) e(Ed) = lHe(E′
d).

Proposition 29.2.1.

(29.6) S(t, �) =
∑
d≥0

edteHt/�ev2∗

(
e(Ed)
� − ψ

)
.

Warning 29.2.1. Here ev2 is the evaluation map ev2 : M0,2(Pm, d) →
Pm, not ev2 : M0,2(X, d) → X.

When d = 0, ev2∗
(

e(Ed)
�−ψ

)
should be interpreted as dH.

Proof. We consider the d > 0 case here; the special case of checking
that the d = 0 conventions on both sides agree is left as an exercise.

To show two elements of H∗(Pm) are the same, it suffices to show that
the “Hm−b component” of both elements are the same, for all 0 ≤ b ≤ m.
The Hm−b component of the left side of Eq. (29.6) is

edt〈1, eHt/�

� − ψ
Hb〉 = edt

∫
[M0,2(X,d)]vir

eHt/�Hb

� − ψ

= edt

∫
M0,2(�m ,d)

e(Ed)
� − ψ

eHt/�Hb

(by Sec. 26.1.3)

= edt

∫
�m

ev2∗

(
e(Ed)
� − ψ

)
eHt/�Hb
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(by the projection formula), which is the Hm−b part of the right side of Eq.
(29.6). �

Note that by Eq. (29.5), S(t, �) is “divisible by lH”. Define SX(t, �) by

SX(t, �) :=
1
lH

S(t, �),

or equivalently,

SX(t, �) :=
∑
d≥0

edteHt/�ev2∗

(
e(E′

d)
� − ψ

)
.

29.2.1. The Correlator SX(t, �) Encodes Gromov–Witten In-
variants. The correlator SX(t, �) encodes Gromov–Witten invariants (gen-
eralizing the remarks at the end of Sec. 28.2). We show this in the special
case of the quintic threefold; the general case is similar. In this case, by
Proposition 29.2.1,

SX(t, � = 1) =
1

5H

∑
d>0

e(H+d)tev2∗

(
e(Ed)
1 − ψ2

)
.

Note that

ev2∗

(
e(Ed)
1 − ψ2

)
= ev2∗

(
e(Ed) + e(Ed)ψ2 + e(Ed)ψ2

2

)
.

Exercise 29.2.1. Show that no other terms can appear. Hint: Use

vdimM0,2(Pm, d) − rank(Ed) = 2.

Also, ev2∗(e(Ed)) = 0, as we can push forward via the composition

M0,{1,2}(P
m, d) → M0,{2}(P

m, d) ev2→ Pm.

Hence (using the same method as in the proof of Proposition 29.2.1):

ev2∗

(
e(Ed)
1 − ψ2

)
= H3〈1 · τ1(H1)〉Xd + H4〈1 · τ2(H0)〉Xd .

Exercise 29.2.2. Use the string, dilaton, and divisor equations (Sec.
26.3) to show that this is

dNdH
3 − 2NdH

4.

Define F (t) = 5
6 t

3 +
∑

d>0 Nde
dt. Mirror symmetry can then be inter-

preted as

F (t) =
5
2

(
I1(t)I2(t) − I3(t)I0(t)

I0(t)2

)
=

5
2

(
I1(t)
I0(t)

· I2(t)
I0(t)

− I3(t)
I0(t)

)
.

This is the standard form of the mirror prediction for quintic threefolds.
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29.3. The Torus Action

Consider the torus T and action on Pm as described in Sec. 27.1. From
here onwards, all geometric structures (sheaves, maps, pushforwards, coho-
mology groups, etc.) will be given their canonical equivariant interpreta-
tions. For example, the vector bundle Ed has a natural T-action, as it was
defined canonically.

The correlator

S(t, �) =
∑
d≥0

e(H/�+d)tev2∗

(
e(Ed)
� − ψ2

)
(see Eq. (29.6)) will be hereafter interpreted equivariantly, that is, as an
equivariant cohomology class. The non-equivariant version of S(t, �) can be
recovered by setting the αi to 0.

Recall that S(t, �) is completely determined by its pairings with the φi

(Exercise 27.1.5 (c)). Motivated by this, we compute

(φi, S(t, �)/lH) =
eαit/�

lαi

∑
d≥0

edt

∫
M0,2(�m ,d)

e(E′
d)lαi

� − ψ2
ev∗2(φi)

= eαit/�Zi(et, �)

(using Eq. (29.5), the projection formula, and Exercise 27.1.5 (a)), where

(29.7) Zi(et, �) = 1 +
∑
d>0

edt

∫
M0,2(�m ,d)

e(E′
d)

� − ψ2
ev∗

2(φi).

As the dimension of M0,2(Pm, d) is (m + 1)d + m− 1, the rank of E′
d is ld,

and the codimension of ev∗
2(φi) is m, the initial terms in the (1/�) expansion

of the above expression with ψ2-degree less than (m + 1− l)d− 1 vanish for
dimensional reasons. Hence if l ≤ m (cases (i) and (ii)),
(29.8)

Zi(et, �) = 1 +
∑
d>0

(
et

�m+1−l

)d ∫
M0,2(�m ,d)

ψ
(m+1−l)d−1
2

1 − ψ2/�
e(E′

d)ev
∗
2(φi).

In this case, define zi(Q, �) = Zi(Q�m+1−l, �).

29.4. Localization

We will use localization to analyze the correlators Zi. Recall (Sec. 27.3)
that the fixed loci of the T-action on M0,2(Pm, d) correspond to triples
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(Γ, µ, d) where Γ is a two-pointed (or two-tailed) tree, and

µ : Vert(Γ) → {p0, . . . , pm} and d : Edge(Γ) → Z>0.

As usual, we will let Γ denote the entire decorated graph structure. Let Gd

be the set of all possible Γ.
By the localization formula Eq. (4.4), if W is any equivariant cohomol-

ogy class on M0,2(Pm, d),

(29.9)
∫
M0,2(�m ,d)

W ev∗
2(φi) =

∑
Γ∈Gd

∫
MΓ

1
e(NΓ)

W ev∗
2(φi).

We will use this formula several times. For example, taking

W =
ψ

(m+1−l)d−1
2

1 − ψ2/�
e(E′

d),

we can compute Zi in the case l ≤ m using Eq. (29.8).
Fix an index 0 ≤ i ≤ m. We partition Gd into three disjoint subsets

Gi∗
d , Gi0

d , and Gi1
d .

• The set Gi∗
d consists of the fixed loci for which the second marked

point is not mapped to pi ∈ Pm. Equivalently, the vertex v con-
taining the second “tail” is not labelled i.

• The set Gi0
d consists of loci for which an irreducible component of

the source curve Σ containing the second marked point is collapsed
to pi. Equivalently, v is labelled i, and has valence at least 3.

• Finally, Gi1
d consists of loci for which the second marking is mapped

to pi without lying on a collapsed component. Equivalently, v is
labelled i, and has valence 2.

Fig. 1 schematically illustrates the three subsets.

Gi∗
d Gi0

d

2

2

µ �= i

Gi1
d

2

µ = iµ = i

Figure 1. The three types of graphs
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Let Gi
d = Gi0

d ∪ Gi1
d . Let Gi0 and Gi1 denote the unions

⋃
d>0 Gi0

d and⋃
d>0 Gi1

d respectively. Notice that these graphs have the following basic
properties with respect to integrals of type (29.9):

Type Gi∗
d . Let Γ ∈ Gi∗

d . As ev∗2(φi) vanishes when restricted to MΓ,
the contribution of Γ to Eq. (29.9) is 0.

Type Gi0
d . Let Γ ∈ Gi0

d . Let v ∈ Vert(Γ) be the vertex containing the
second tail. The restriction of ψ2 to MΓ carries the trivial T-action. Hence
a simple nilpotency result holds:

(29.10) ψ
dim(v)+1
2 = 0 ∈ H∗

�(MΓ)

where dim(v) = val(v) − 3 is the dimension of M0,val(v). As Γ has at most
d edges and two tails (and no loops), val(v) ≤ d + 2; equality holds only for
graphs with d edges (each labelled 1) and both markings, all incident to v.
The order of nilpotency of ψ2 is thus at most d.

Type Gi1
d . Let Γ ∈ Gi1

d . Again let v ∈ Vert(Γ) be the vertex containing
the second tail. It is incident to a unique edge e of Γ. Let v′ be the other
vertex of e, and let j = µ(v′). If d(e) < d, let Γj be the two-pointed graph
obtained by contracting (or “pruning”) e: Γj is the complete subgraph of Γ
not containing v, with the second marking placed at v′. The graph Γj is an
element of Gj

d−d(e)
. Note also that |Aut(Γ)| = |Aut(Γj)|. This pruning of

graphs will give recursion relations for the correlators.

Lemma 29.4.1 (Regularity). The correlators Zi(et, �) are naturally ele-
ments of the ring Q(α, �)[[et]]:

Zi(et, �) = 1 +
∑

d

edtζid(α, �).

The rational functions ζid(α, �) are regular at all values � = αi−αj

n where
i �= j and n ≥ 1.

Proof. Clearly, ζid(α, �) ∈ Q[[�−1]]:

ζid(α, �) =
∞∑

k=0

∫
M0(�m ,d)

ψk
2e(E′

d)
�k+1

ev∗2(φi).

Let Γ ∈ Gd. The contribution of Γ to ζid is :

ContΓ(ζid) =
∞∑

k=0

∫
MΓ

ψk
2e(E′

d)
�k+1e(NΓ)

ev∗2(φi).
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By Type Gi∗
d vanishing, we obtain:

(29.11) ζid =
∑

Γ∈Gi0
d

ContΓ(ζid) +
∑

Γ∈Gi1
d

ContΓ(ζid).

Let Γ ∈ Gi0
d . By the Type Gi0

d nilpotency condition,

(29.12) ContΓ(ζid) =
d−1∑
k=0

PΓ,k(α)
�k+1

where PΓ,k(α) ∈ Q(α). Let Γ ∈ Gi1
d . The restriction of ψ2 to MΓ is

topologically trivial with equivariant class (αj − αi)/d(e) (Exercise 27.2.2).
Hence, the contributions of Γ to the terms k ≥ 0 form a geometric series,
with sum

(29.13) ContΓ(ζid) =
PΓ(α)(

� + αi−αj

d(e)

) ,

where PΓ(α) ∈ Q(α). By Eqs. (29.11)–(29.13), ζid ∈ Q(α, �). The ex-
plicit forms of Eq. (29.12) and Eq. (29.13) prove the regularity claim at
� = (αi − αj)/n. �

29.4.1. Contributions of Gi0
d and Gi1

d in the Fano Cases (i) and
(ii). If l ≤ m (cases (i) and (ii)), the contributions of Gi0

d and Gi1
d to the

integrals in Eq. (29.8) yield linear recursion relations for the correlators
zi(Q, �). The contribution of Gi0

d will be the initial part of the relation.
This contribution is analyzed first.

Lemma 29.4.2. In cases (i) and (ii), if Ci(Q, �) is the contribution of
graph type Gi0

d to zi(Q, �), then

Ci(Q, �) =

{
0 if l < m,

−1 + exp
(
−m!Q + (mαi)m�

j �=i(αi−αj)
Q
)

if l = m.

Proof. Suppose Γ ∈ Gi0
d . If d > 0 and l < m, (m+1− l)d−1 ≥ d. The

restriction of the integrand of Eq. (29.8) to MΓ vanishes by Eq. (29.10) and
the valence bound, so Ci(Q, �) = 0.

If l = m, the (1/�)-expansion of the integrand Eq. (29.8) contains only
one possibly non-vanishing term after restriction to MΓ: ψd−1

2 e(E′
d)ev

∗
2(φi).

This term also vanishes unless the valence of v is d + 2, in which case (as
remarked earlier) the only contributing graphs are those in which v has
valence d + 2 (i.e., v is incident to d edges marked 1, and the two tails). It
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is then straightforward to explicitly compute the contribution Ci(Q, �) from
the combinatorics of these graphs via the localization formula. �

Suppose now that Γ ∈ Gi1
d . If d(e) = d, then the contribution of Γ to

zi is QdCj
i (d, �). Assume d(e) < d. Let Γj be the pruned graph obtained

from Γ ∈ Gi1
d as described in Type Gi1

d above. The linear recursion will be
obtained from

(29.14) ContΓ(zi(Q, �)) = Qd(e)Cj
i (d(e), �) · ContΓj

(
zj

(
Q,

αj − αi

d(e)

))
,

where ContΓ denotes the contribution of Γ to the argument. The flag (v′, e)
in the graph Γ corresponds to a node in the domain curve; the normal
bundle of MΓ ⊂ M0(Pm, d) has a line bundle quotient obtained from the
deformation space of this node. This nodal deformation is absent in the
normal bundle contributions for the graph Γj , but appears algebraically in
the evaluation of the correlator zj at � = (αj − αi)/d.

Exercise 29.4.1. Prove Eq. (29.14), using the graph-pruning strategy
and the explicit recursions.

By summing Eq. (29.14) over all graphs, we get linear recursion relations
for zi(Q, �):

(29.15) zi(Q, �) = 1 + Ci(Q, �) +
∑
j �=i

∑
d>0

QdCj
i (d, �)zj

(
Q,

αj − αi

d

)
,

where the recursion coefficients are

(29.16) Cj
i (d, �) =

1(
αi−αj

�

)
+ d

·
∏ld

r=1

(
ldαi

αj−αi

)
+ r∏m

k=0

∏d
r=1, (k,r) �=(j,d)

(
d(αi−αk)

αj−αi
+ r
) .

The initial term Ci in Eq. (29.15) is the contribution of Gi0 to zi, and the
double sum is the contribution of Gi1.

The substitution � = (αj − αi)/d in Eq. (29.15) is well defined by
the regularity lemma 29.4.1; it arises from a normal bundle factor in the
Localization formula.

Exercise 29.4.2. Show that Eq. (29.15) uniquely determines all zi.
(Hint: Use induction on increasing powers of Q.)
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29.4.2. Proof of Cases (i) and (ii). Define the correlators
Z∗

i ∈ Q[[�−1, et]] by

(29.17) Z∗
i (et, �) =

∞∑
d=0

edt

∏ld
r=1(lαi + r�)∏m

j=0

∏d
r=1(αi − αj + r�)

.

For all l ≤ m + 1, Z∗
i ∈ Q(α, �)[[et]], and the correlators Z∗

i satisfy the
regularity property of the regularity lemma 29.4.1.

When l ≤ m, let z∗i (Q, �) = Z∗
i (Q�(m+1−l), �).

Exercise 29.4.3. If l < m, show that the correlators z∗i (Q, �) satisfy the
recursion Eq. (29.15) (This is a direct algebraic computation.) Thus, as the
recursions have a unique solution, z∗i (Q, �) = zi(Q, �).

Define the correlators S∗(t, �) ∈ H∗
�(Pm)[[�−1, t, et]] by

(29.18) S∗(t, �) =
∑
d≥0

e(H/�+d)t
∏ld

r=0(lH + r�)∏m
j=0

∏d
r=1(H − αj + r�)

.

Then

(29.19) 〈φi, S
∗(t, �)〉 = eαit/�lαiZ

∗
i (et, �).

If l < m, we have in addition

eαit/�lαiZ
∗
i (et, �) = eαit/�lαiZi(et, �)

= 〈φi, S(t, �)〉.

Hence (by Exercise 27.1.5 (c)), S∗(t, �) = S(t, �). As the non-equivariant
correlator is recovered by setting the αi to 0, this proves Case (i) of the
Mirror conjecture.

For l = m, a direct calculation shows that the slightly modified correla-
tor e−m!Qz∗i (Q, �) satisfies Eq. (29.15). Thus e−m!Qz∗i (Q, �) = zi(Q, �) by
uniqueness, and the equality e−m!et/�S∗(t, �) = S(t, �) then follows analo-
gously, proving Case (ii) of the Mirror conjecture.



CHAPTER 30

The Mirror Conjecture for Hypersurfaces II: The

Calabi–Yau Case

30.1. Correlator Recursions

Write Zi in partially expanded form:

Zi(et, �) = 1 +
∑
d>0

edt

(
d−1∑
k=0

�−k−1

∫
M0(�m ,d)

ψk
2e(E′

d)ev
∗
2(φi)

)
(30.1)

+
∑
d>0

(
et

�

)d ∫
M0(�m ,d)

ψd
2

� − ψ2
e(E′

d)ev
∗
2(φi).(30.2)

Define zi(Q, �) = Zi(Q�, �).

Warning 30.1.1. This is a different zi from the proofs of Cases (i) and
(ii) of the Mirror conjecture, although its role will be similar.

Lemma 30.1.1 (z-Recursion). The linear recursions for zi in the Calabi–
Yau case take the form

zi(Q, �) = 1 +
∑
d>0

Qd

d!
Rid +

∑
d>0

∑
j �=i

QdCj
i (d, �)zj

(
Q,

αj − αi

d

)
,

where Rid =
∑d

j=0 Rj
id�d−j is a polynomial in Q[�] of �-degree (at most) d,

and
(30.3)

Cj
i (d, �) =

1
αi − αj + d�

∏(m+1)d
r=1

(
(m + 1)αi + r

αj−αi

d

)
d!
∏

k �=i

∏d
r=1,(k,r) �=(j,d)

(
αi − αk + r

αj−αi

d

) .

The proof of this recursion relation is similar (but not identical) to the
proof of Eq. (29.15), which was derived by separating the contribution of
graph types Gi0

d and Gi1
d . Here, we instead separate the contributions of the

terms (30.1) and (30.2) in the expansion of Zi(et, �).

Exercise 30.1.1. Show that the contribution of the sum (30.1) is
1 +
∑

d>0 QdRid/d! for some polynomials Rid.

571
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We next analyze the contribution of (30.2). The Gi0
d -type contributions

vanish since the power of ψ2 appearing is too high (see Sec. 29.4). Hence
only graphs of type Gi1

d contribute to (30.2); once again, we count them
recursively by “pruning”.

In this case, we include the details of the required localization calcula-
tion. Let Γ ∈ Gi1

d . Two equations, (30.4) and (30.5), are needed.
Suppose first that Γ is the unique graph of type Gi1

d with a single edge e

connecting fixed points i and j �= i and satisfying d(e) = d. We now prove:

(30.4) ContΓ

(
Qd

∫
M0(�m ,d)

ψd
2

� − ψ2
e(E′

d)ev
∗
2(φi)

)
= QdCj

i (d, �).

The Deligne–Mumford stack MΓ is zero-dimensional with automorphism
group AΓ of order d (see Sec. 27.3). Let

f : (Σ, x1, x2) → Pm

be the fixed map corresponding to Γ. Note that

e(E′
d)|MΓ

=
(m+1)d∏

r=1

(
(m + 1)αi + r

αj − αi

d

)
.

From Eq. (27.8), after a short calculation,

e(NΓ) =
m∏

k=0

d∏
r=0,(k,r) �=(i,0),(j,d)

(
αi − αk + r

αj − αi

d

)

= d!
(

αj − αi

d

)d

·
∏
k �=i

(αi − αk)

·
∏
k �=i

d∏
r=1,(k,r) �=(j,d)

(
αi − αk + r

αj − αi

d

)
.

The classes ψ2 and ev∗
2(φi) restrict to (αj −αi)/d and

∏
k �=i(αi−αk) respec-

tively. Since

ContΓ

(
Qd

∫
M0(�m ,d)

ψd
2

� − ψ2
e(E′

d)ev
∗
2(φi)

)

=
Qd

|AΓ|

∫
MΓ

ψd
2

(� − ψ2)e(NΓ)
e(E′

d)ev
∗
2(φi),

Eq. (30.4) follows as an algebraic consequence of these weight calculations
(pulled back to H∗

�(MΓ)).
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Suppose next that Γ ∈ Gi1
d satisfies d(e) < d. We will show that

(30.5) ContΓ

(
Qd

∫
M0(�m ,d)

ψd
2

� − ψ2
e(E′

d)ev
∗
2(φi)

)
= Qd(e)Cj

i (d(e), �)

· ContΓj

((
αj − αi

d(e)
Q

)d−d(e) ∫
Md−d(e)

e(E′
d−d(e))

αj−αi

d(e) − ψ2

ev∗2(φj)

)
.

Standard weight calculations (via a natural restriction sequence of sections
of f∗(O�m(m + 1)) to the component corresponding to edge e) yield:

(30.6) e(E′
d)|MΓ

= e(E′
d−d(e))|MΓj

·
(m+1)d(e)∏

r=1

(
(m + 1)αi + r

(
αj − αi

d(e)

))
.

From our formula (27.8) for the Euler class of the normal bundle to the
fixed locus, again after a short calculation,

ev∗
2(φi)

e(NΓ)
=

1
αj−αi

d(e) − ψ2

ev∗2(φj)
e(NΓj )

· 1

d(e)!
(

αj−αi

d(e)

)d(e)
·
∏

k �=i

∏d(e)
r=1,(k,r) �=(j,d(e))

(
αi − αk + r

αj−αi

d(e)

) ,

where the left and right sides are naturally classes on MΓ and MΓj respec-
tively. The first term on the right is the nodal deformation corresponding
to the pruned node.

Finally, |AΓ| = d(e)|AΓj |. Eq. (30.5) now follows.
The linear recursions are obtained from Eqs. (30.4) and (30.5) by sum-

ming over graphs of type Gi1
d . This completes the proof of the z-recursion

lemma 30.1.1. �

30.2. Polynomiality

The Calabi–Yau case is difficult for several reasons. The recursion rela-
tions for zi are not yet determined as the functions Rid are unknown. It is
necessary to find additional conditions satisfied by the correlators zi. Given-
tal’s idea here is to prove a polynomiality constraint satisfied by a related
double correlator Φ. Define Φ(z, et) ∈ Q(α, �)[[z, et]] by

(30.7) Φ(z, et) =
m∑

i=0

(m + 1)αi∏
j �=i(αi − αj)

eαizZi(et+z�, �)Zi(et,−�).
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We will find a “polynomiality” constraint on Φ(z, et) that can be interpreted
as a further condition on the correlators zi.

A geometric construction is needed for the polynomiality constraint.
Consider a new one-dimensional torus C∗. Let Q[�] be the equivariant co-
homology ring of C∗. (Again, � is the first Chern class of the dual of the
standard representation of C∗.) Let C∗ act on the vector space V = C2 via
the exponential weights (0,−1), and let y1, y2 be the respective fixed points
for the induced action on P1 = PV . The equivariant Chern classes of the
tangent representations at the fixed points are �,−� respectively. There are
naturally induced (C∗ ×T)-actions on PV × Pm and M0,2(PV × Pm, (1, d)),
induced by the C∗ action on V , and the T-action on Cm+1 of Eq. (27.1).
The space of interest to us will be

Ld = ev−1
1 ({y1} × Pm) ∩ ev−1

2 ({y2} × Pm) ⊂ M0,2(PV × Pm, (1, d)).

Ld is easily seen to be a non-singular, (C∗ × T)-equivariant substack.
Let L′

d denote the polynomial space P(Cm+1 ⊗ Symd(V ∗)) with the
canonical (C∗ × T)-representation. A degree d algebraic map PV → Pm

canonically yields a point in L′
d. There is a natural (C∗ × T)-equivariant

morphism

f : M0,2(PV × Pm, (1, d)) → L′
d

obtained by identifying an element of the left moduli space with the graph
of a uniquely determined map PV → Pm. It may be shown that f ex-
tends to a (C∗×T)-equivariant morphism from the Deligne–Mumford stack
M0,2(PV × Pm, (1, d)). Let f : Ld → L′

d be the induced map and let
P ∈ H∗

� ∗×�(L′
d) be the equivariant first Chern class of OL′

d
(1). Let Ed be the

equivariant bundle on Ld with fiber over a stable map
[(f�V × f�m) : Σ → PV × Pm] equal to H0(Σ, f∗

�m(O�m(m + 1))).

Lemma 30.2.1.

(30.8) Φ(z, et) =
∑
d≥0

edt

∫
Ld

ef∗(P )·ze(Ed),

where the integral on the right is the (C∗ × T)-equivariant push-forward to
a point.

Proof. The remarkable feature of this equality is the following. On
the left side of Eq. (30.8), � is a formal parameter. On the right side, it
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is an element of equivariant cohomology. As Ld is a non-singular Deligne–
Mumford stack, the (C∗ × T)-localization formula yields an explicit graph
summation form for the integral on the right that is directly matched with
Eq. (30.7).

The first step is to identify the graph types of the fixed loci of Ld.
Recall the definitions of Gi0

d and Gi1
d from Sec. 29.4. Let Gi

d = Gi0
d ∪

Gi1
d ∪{Triv(i)} where Triv(i) is the edgeless two pointed graph with a single

vertex v satisfying f(v) = pi. Let deg(Triv(i)) = 0. The components of
L� ∗×�

d are in bijective correspondence to triples (i,Γ1,Γ2) where 0 ≤ i ≤ m

and Γ1,Γ2 ∈ Gi
d satisfy deg(Γ1) + deg(Γ2) = d. The graphs Γ1,Γ2 describe

the configurations lying over the points y1, y2 ∈ PV respectively. A fixed
map

f : (Σ, x1, x2) → PV × Pm

in the corresponding component satisfies the following properties. The do-
main is a union of three subcurves Σ = Σ1 ∪ Σm ∪ Σ2. The curve Σm is
mapped isomorphically by f to PV ×{pi}. Σ1 and Σ2 contain x1 and x2 and
lie over y1 and y2 respectively. Lemma 30.2.1 will follow from the calculation
of the contribution of (i,Γ1,Γ2) to the integral in Eq. (30.8).

Let Γ = (i,Γ1,Γ2). Let d1, d2 equal deg(Γ1), deg(Γ2) respectively. We
treat the generic case: d1, d2 > 0. The degenerate cases in which either Γ1

or Γ2 equals Triv(i) are computed analogously. The “contribution equation”
is:

ContΓ

(
edt

∫
Ld

ef∗(P )·ze(Ed)
)

=
(m + 1)αi∏
j �=i(αi − αj)

eαiz

· (et+z�)d1 · ContΓ1

(∫
Md1

e(E′
d1

)
� − ψ2

ev∗
2(φi)

)

· ed2t · ContΓ2

(∫
Md2

e(E′
d2

)
−� − ψ2

ev∗2(φi)

)
.

The “contribution equation” in the degenerate cases is identical (with the
convention ContTriv(i) = 1).

The equation is proven by expanding the localization formula for the
left side. Note first that the fixed stack MΓ ⊂ Ld is naturally isomorphic
to MΓ1 ×MΓ2 . As

f(MΓ) = [Σi ⊗ [(y∗1)
d2(y∗2)

d1 ]],
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the class f∗(P ) is pure weight equal to αi +d1�. The class e(Ed)|MΓ
is pure

weight and factors as

(m + 1)αi · e(E′
d1

)|MΓ1
· e(E′

d2
)|MΓ2

by the restriction sequence to Σm. Similarly,∏
j �=i(αi − αj)

e(NΓ)

is computed to equal the product of ev∗2(φi)/((� − ψ2)e(NΓ1)) from MΓ1

with ev∗2(φi)/((−� − ψ2)e(NΓ2)) from MΓ2 . This normal bundle expres-
sion is obtained by the restriction sequence of tangent sections to Σm and
an accounting of nodal deformations. As NΓ is the normal bundle in Ld,
only tangent sections of H0(Σ, f∗T�V ) vanishing at the markings x1 and x2

appear in the normal bundle expression. The “contribution equation” now
follows directly.

We finally obtain Eq. (30.8) from the “contribution equation”, the def-
inition of Zi(et, �), and a sum over graphs. �

By Lemma 30.2.1, Φ(z, et) may be rewritten as

(30.9) Φ(z, et) =
∑
d≥0

edt

∫
L′

d

ePzf∗(e(Ed)).

The group C∗ × T acts with (m + 1)(d + 1) isolated fixed points on L′
d. A

weight calculation of the representation Cm+1 ⊗ Symd(V ∗) yields the stan-
dard presentation

H∗
� ∗×�(L′

d) = Q[P, α, �]/

 m∏
j=0

d∏
r=0

(P − αj − r�)

 .

As f∗(e(Ed)) ∈ H
(m+1)d+1
� ∗×� (L′

d), there is a unique polynomial

EZ
d (P, �, α) ∈ Q[P, α, �]

of homogeneous degree (m + 1)d + 1 satisfying f∗(e(Ed)) = EZ
d (P, α, �) in

H∗
� ∗×�(L′

d). The localization formula Eq. (4.4) for the integral in Eq. (30.9)
then yields

(30.10) Φ(z, et) =
1

2πi

∮
ePz
∑
d≥0

edtEZ
d (P, α, �)∏m

j=0

∏d
r=0(P − αj − r�)

dP.
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Givental’s polynomiality constraint is the following: Φ(z, et) is expressible
as a residue integral of the form Eq. (30.10) where EZ

d (P, α, �) ∈ Q[P, α, �]
is of P -degree at most (m + 1)d + m.

30.3. Correlators of Class P

Let {Yi(et, �)}m
i=0 ⊂ Q[[�−1, et]] be a set of functions (called correla-

tors). Assume the correlators Yi satisfy the rationality and regularity con-
ditions of the regularity lemma 29.4.1: Yi ∈ Q(α, �)[[et]] with no poles at
� = (αi − αj)/n (for all j �= i and n ≥ 1). Let yi(Q, �) = Yi(Q�, �), and
suppose yi satisfies the recursion relation

(30.11) yi(Q, �) = 1 +
∑
d>0

Qd

d!
Iid +

∑
d>0

∑
j �=i

QdCj
i (d, �)yj

(
Q,

αj − αi

d

)
,

where Iid =
∑d

j=0 Ij
id�d−j ∈ Q(α)[�] is an element of �-degree at most d.

The recursions Eq. (30.11) determine yi uniquely from the initial data Iid

(by the same method as in Exercise 29.4.2). A direct algebraic consequence
of Eq. (30.11) is the existence of a unique expression,

(30.12) yi(Q, �) =
∑
d≥0

Qd Nid

d!
∏

j �=i

∏d
r=1(αi − αj + r�)

,

where Nid ∈ Q(α)[�] is a polynomial of �-degree at most (m + 1)d, and
Ni0 = 1. We may also consider the double correlator ΦY ∈ Q(α, �)[[z, et]]:

(30.13) ΦY (z, et) =
m∑

i=0

(m + 1)αi∏
j �=i(αi − αj)

eαizYi(et+z�, �)Yi(et,−�).

After the substitution of Eq. (30.12) in Eq. (30.13), a straightforward
algebraic computation shows that

(30.14) ΦY (z, et) =
1

2πi

∮
ePz
∑
d≥0

edtEY
d (P, α, �)∏m

j=0

∏d
r=0(P − αj − r�)

dP,

where EY
d =

∑(m+1)d+m
k=0 fk(α, �)P k is the unique function of P -degree at

most (m+1)d+m determined by the values at the (m+1)(d+1) evaluations
P = αi + r� (0 ≤ i ≤ m, 0 ≤ r ≤ d):

(30.15) EY
d (αi + r�) = (m + 1)αiNir(�)Ni(d−r)(−�).

In general, the coefficients fk(α, �) ∈ Q(α, �) will be rational functions. The
correlators Yi satisfy Givental’s polynomiality condition if EY

d ∈ Q[P, α, �].
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Lemma 30.3.1. The correlators Yi satisfy Givental’s polynomiality con-
dition if and only if ΦY (z, et) ∈ Q[α, �][[z, et]].

Proof. By the localization formula Eq. (4.4), the integral

(30.16)
1

2πi

∮ ∑
d≥0

P k∏m
j=0

∏d
r=0(P − αj − r�)

dP

computes the (C∗ × T)-equivariant push-forward to a point of the class
P k ∈ H∗

� ∗×�(L′
d). We therefore see:

(a) for k < (m + 1)d + m, (30.16) vanishes,
(b) for k = (m + 1)d + m, (30.16) equals 1,
(c) for k > (m + 1)d + m, (30.16) is an element of Q[α, �].

Expand the integrand of (30.14) in power series by ePz =
∑∞

k=0(Pz)k/k!.
Properties (a)–(c) then prove that the polynomiality of the coefficients of
EY

d =
∑(m+1)d+m

k=0 fk(α, �)P k is equivalent to the polynomiality of all coef-
ficients of the terms {zkedt}∞k=0 in ΦY (z, et). �

A set of correlators Yi ∈ Q[[�−1, et]] is defined to be of class P if the
following three conditions are satisfied.

I. The rationality and regularity conditions hold.
II. The correlators yi satisfy relations of the form Eq. (30.11).

III. Givental’s polynomiality condition is met.

A suitable interpretation of II actually implies I, but we separate these
conditions for clarity.

The most important property of class P is Givental’s uniqueness result.

Lemma 30.3.2 (Uniqueness). Let Yi, Y i ∈ Q[[�−1, et]] be two sets of cor-
relators of class P. If for all i,

(30.17) Yi ≡ Y i (mod �−2),

then the sets of correlators agree identically: Yi = Y i.

The class P assumption is essential.

Proof. Let Iid and I id be the respective initial data in the associated
recursions Eq. (30.11). By the recursion formula Eq. (30.11) and the
coefficient formula Eq. (30.3), we obtain the equality

(30.18) Yi ≡
∑
d≥0

edt

(
I0
id +

I1
id

�

)
(mod �−2)
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(and analogously for Y i). Assumption Eq. (30.17) therefore implies I0
id = I

0
id

and I1
id = I

1
id for all i and d. In particular, Ii1 = Ii1.

To establish the lemma, we prove that Iid = Iid by induction. Assume
Iik = Iik for all 0 ≤ i ≤ m and k < d. The equality Nik = N ik for k < d

then follows from the recursions. By Eq. (30.15), δEd = EY
d −EY

d vanishes
at P = αi + r� for all i and 1 ≤ r ≤ d − 1. Hence, the polynomial δEd is
divisible by

∏m
j=0

∏d−1
r=1(P −αj − r�). By Eq. (30.15) and the recursion Eq.

(30.11), a computation shows that

δEd(P = αi + d�) = (m + 1)αi

∏
j �=i

d∏
r=1

(αi − αj + r�)(Iid − Iid).

By the polynomiality condition δEd ∈ Q[P, α, �] and the above divisibility,
we find �d−1 divides Iid − Iid. Therefore the initial data is allowed to differ
only in the �d and �d−1 coefficients. However, these coefficients are precisely
the two appearing in Eq. (30.18) which agree by assumption Eq. (30.17).
We have proven the equality Iid = I id, completing the induction. �

By the results of Sec. 30.2, the correlators Zi(et, �) are of class P.
Recall the hypergeometric correlators Z∗

i (et, �) defined by Eq. (29.17). A
straightforward exercise in algebra shows the correlators Z∗

i also to be of
class P. The polynomials EZ∗

d (P, α, �) associated to the correlators Z∗
i are

EZ∗
d =

(m+1)d∏
r=0

((m + 1)P − r�) .

The two sets of correlators Zi, Z
∗
i do not agree modulo �−2. The expan-

sions modulo �−2 may be explicitly evaluated. From expression Eq. (30.1),
the �0 term in Zi is 1. The �−1 term in Eq. (30.1) vanishes since the classes
in the relevant integrals over Md are pulled back via the map forgetting the
first marking. Hence, Zi ≡ 1 (mod �−2). A direct computation yields

Z∗
i ≡ F (et)+

αi(m + 1)(Gm+1(et) − G1(et)) + G1(et)
∑m

j=0 αj

�
(mod �−2),

where the functions F (et) and Gl(et) are defined by

F (et) =
∞∑

d=0

edt ((m + 1)d)!
(d!)m+1

, Gl(et) =
∞∑

d=1

edt ((m + 1)d)!
(d!)m+1

(
ld∑

r=1

1
r

)
.

The last step in the proof of the Calabi–Yau case (iii) is the following. An
explicit transformation Zi of the correlator Zi is found that satisfies
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(1) Zi is of class P,
(2) Zi ≡ Z∗

i (mod �−2).

Then, by the uniqueness lemma 30.3.2, Zi = Z∗
i . This transformation will

yield the mirror prediction in the quintic threefold case.

30.4. Transformations

Let Yi be a set of correlators of class P. We define three transformations:

(a) Y i(et, �) = f(et)Yi(et, �),
(b) Y i(et, �) = exp(αig(et)/�)Yi(qeg(et), �),
(c) Y i(et, �) = exp(Cg(et)/�)Yi(et, �),

where f(et), g(et) ∈ Q[[et]] satisfy f(0) = 1 and g(0) = 0, and C is a
homogeneous linear function of the α’s.

Lemma 30.4.1. In each case (a)–(c), Y i is a set of correlators of class P.

Proof. Since rational functions in α, � satisfying the regularity condi-
tion of the regularity lemma 29.4.1 form a subring, the correlators Y i clearly
satisfy condition I of class P. A direct algebraic check shows the correlators
yi satisfy recursion relations of the form Eq. (30.11). The initial terms Iid

change, but remain in Q(α)[�] of �-degree at most d. The values f(0) = 1
and g(0) = 0 are needed for this verification. Condition II therefore holds
for Y i.

Condition III of class P is checked using Lemma 30.3.1. The transfor-
mations (a)–(c) have the following effect on the double correlator:

(a) ΦY (z, et) = f(et+z�)f(et) · ΦY (z, et),
(b) ΦY (z, et) = ΦY (z + (g(et+z�) − g(et))/�, et+g(et)),
(c) ΦY (z, et) = exp(C · (g(et+z�) − g(et))/�) · ΦY (z, et).

In each case, ΦY is easily seen to remain in Q[α, �][[z, et]]. Case (a) is clear.
Since

g(et+z�) − g(et)
�

∈ Q[α, �][[z, et]],

the change of variables in case (b) and multiplication in case (c) preserve
membership in Q[α, �][[z, et]]. �
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The transformation from Zi(et, �) to Z∗
i (et, �) can now be established.

Define the correlators Zi by

Zi(et, �) = F (et)·exp

(
(m + 1)αi(Gm+1(et) − G1(et)) + G1(et)

∑m
j=0 αj

�F (et)

)

· Zi

(
et exp

(
(m + 1)(Gm+1(et) − G1(et))

F (et)

)
, �

)
.

By a composition of transformations established in Lemma 30.4.1, the corre-
lators Zi are of class P. An explicit calculation using the results of Sec. 30.3
shows Zi(et, h) ≡ Z∗

i (et, �) (mod �−2). By the uniqueness lemma 30.3.2,
Zi(et, �) = Z∗

i (et, �).
Consider the change of variables defined by

(30.19) T = t +
(m + 1)(Gm+1(et) − G1(et))

F (et)
.

Exponentiating Eq. (30.19) yields

eT = et · exp
(

(m + 1)(Gm+1(et) −G1(et))
F (et)

)
.

Together these two formulas define a change of variables from formal series
in T, eT to formal series in t, et. This transformation is easily seen to be
invertible.

Let S(T, �) ∈ H∗
�(Pm)[[�−1, T, eT ]] be the equivariant correlator (29.6) in

the variable T . Let the correlator S(t, �) ∈ H∗
�(Pm)[[�−1, t, et]] be obtained

from S(T, �) by the change of variables Eq. (30.19) followed by multiplica-
tion by the function

F (et) · exp

(
G1(et)

∑m
j=0 αj

�F (et)

)
.

By Eq. (29.19) and the definition of Zi, we find

〈φi, S(t, �)〉 = eαit/�lαiZi(et, �).

Consider the correlator S∗(t, �) ∈ H∗
�(Pm)[[�−1, t, et]] defined by Eq. (29.18).

By Eq. (29.19), the equality Zi(et, �) = Z∗
i (et, �), and Exercise 27.1.5 (c),

we conclude S(t, �) = S∗(t, �).
After passing from equivariant to standard cohomology (that is, setting

αi = 0) and setting � = 1, we obtain case (iii) of the Mirror conjecture. The
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series S∗
X(t, � = 1), SX(t, � = 1) ∈ H∗(Pm)[t][[et]] are determined by

S∗
X(t, � = 1) =

1
(m + 1)H

S∗
�(t, �)|αi=0,�=1

=
m−1∑
i=0

Ii(t)H i,

SX(t, � = 1) =
1

(m + 1)H
S�(T, �)|αi=0, �=1 ,

where Ii(t) ∈ Q[t][[et]]. The following equalities hold:

I0(t) = F (et), I1(t)/I0(t) = t +
(m + 1)(Gm+1(et) − G1(et))

F (et)
.

We have shown SX(t, � = 1) is obtained from
∑m−1

i=0 Ii(t)/I0(t) by the change
of variables T = I1(t)/I0(t). The proof of this explicit transformation be-
tween S∗

X(t, � = 1) and SX(t, � = 1) completes case (iii) of the Mirror
conjecture.



Part 5

Advanced Topics





CHAPTER 31

Topological Strings

Our discussion of two-dimensional QFTs so far has assumed a fixed
worldsheet geometry, i.e., a fixed Riemann surface. It is natural to ask
whether there is a modification of the theory that allows us to integrate
over worldsheet geometries. This idea is the starting point of string the-
ory. In particular, maps from the worldsheet geometries to target space
are interpreted as “Feynman diagrams” for string theory. In this context,
integrating over the shapes of Feynman diagrams is the same as integrating
over the complex structure of the Riemann surface (i.e., metric variation
up to conformal equivalence). Integrating over metrics, i.e., including the
metric tensor as one of the fields one integrates over, is what is referred
to as “quantum gravity.” Thus string theory perturbation can be viewed
as studying certain quantum gravity theories on the worldsheet. There are
some distinct types of string theories depending on which precise quantum
gravity one considers on the worldsheet (in particular distinguished by the
number of supersymmetries on the worldsheet). We will not discuss this
vast topic here. Instead we will concentrate on one such class of string the-
ory, known as topological strings (which can be viewed as a special type of
“bosonic string”).

31.1. Quantum Field Theory of Topological Strings

In topological strings one would like to couple the topological sigma
models to worldsheet gravity; in other words we would like to define what it
means to integrate over worldsheet geometries in the context of topological
sigma models.

In Ch. 16 we discussed the twisting of N = 2 supersymmetric two-
dimensional theories to get topological field theories. We found that there
were, up to conjugation, two inequivalent twistings — the A-twist and the B-
twist — depending, respectively, on a conserved vector or axial U(1) charge.
Landau–Ginzburg (LG) theories could be B-twisted and non-linear sigma

585



586 31. TOPOLOGICAL STRINGS

models (NLSMs) on Kähler target spaces could be A-twisted. Calabi–Yau
sigma models preserve both U(1) charges and admit both kinds of twist.
Here we will discuss the A-twisted sigma model with Kähler target M and
we will see that the case where M is a Calabi–Yau threefold is special. The
case of the B-twisted theory with a Calabi–Yau target or an LG theory can
be similarly defined, where again dimension 3 and quasi-homogeneity of the
LG superpotential make it more special.

Recall that the A-twisting amounts to the replacement of the worldsheet
holonomy (corresponding to the canonical U(1)E bundle) with U(1)E →
diag(U(1)E × U(1)V ). The supercharge Q = Q− + Q+ becomes a nilpotent
scalar (spin 0) supercharge under this twisting. The (a, c) ring elements are
the physical operators (Q-cohomology representatives) of this topological
field theory and can be identified with differential forms on M via

(31.1) ω = ωi1···ipj1···jq
(z, z)dzi1 · · · dzjq

→ Oω = ωi1···ipj1···jq
(z, z)χi1 · · ·χipχj1 · · ·χjq .

The Q-cohomology is realized, as discussed before, as the de Rham cohomol-
ogy of M, and the path-integral localizes to holomorphic maps (φ : Σ → M

such that ∂φ = 0).
Counting of the fermion zero modes led to a selection rule for correlation

functions in the topological theory — we found that

(31.2) #(χi zero modes)) − #(χi zero modes))

=
∫

Σ
φ∗(c1(M)) + dim� (M)(1 − g)

As discussed in Ch. 10, this is the index of the R-twisted Dolbeault complex
on Σ computed by the Hirzebruch–Riemann–Roch theorem:

dimH0(φ∗TM ) − dimH1(φ∗TM ) =
∫

Σ
ch (φ∗TM ) · td (TΣ)

= (1 − g)dimC(M) − deg(φ∗KM )

and this is the (virtual) complex dimension of the moduli space M of maps
in this class. The fermion zero modes give rise to a net violation of axial
fermion number which gives the selection rule:
(31.3)

〈O1 · · · Os〉 = 0 unless
s∑

i=1

pi =
s∑

i=1

qi = c1(M)[β] + dim� (M)(1 − g)
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where β ∈ H2(M,Z) is the homology class of the image of Σ, and pi, qi are
the holomorphic and anti-holomorphic degrees of the differential form on M

corresponding to the operator Oi.
Notice that if c1(M) > 0, then a given correlator at fixed genus g gets

contributions only from a finite set of classes of maps. For this reason the
calculation is more trivial for manifolds with c1 > 0. We already saw an
example of this in the context of the sigma model on CP1, in Sec. 15.1.1.
The case where c1 = 0 is much more interesting because arbitrary classes
of holomorphic maps can contribute to a given correlator at a fixed genus:
the quantum cohomology ring can get contributions from holomorphic maps
of any degree. It is also more natural to consider the case where c1 = 0,
because in this case the two-dimensional quantum field theory is believed
to flow to a conformal theory, i.e., one which only depends on the complex
structure of the Riemann surface. From this point on we will focus on this
case, although similar aspects can be also developed for the case of Kähler
manifolds with c1 > 0.

Let us focus on the Calabi–Yau case: c1(M) = 0. Let us first ig-
nore coupling to gravity and consider just the ordinary topological sigma
model we have already discussed. For this case, the vector symmetry is
conserved, but we have seen in Ch. 16 that the axial fermion number gets
violated by an amount equal to 2dim� (M)(g − 1). When g = 0, the selec-
tion rule tells us that the non-vanishing correlators are 〈

∏
O(pi,qi)〉 where∑

i pi =
∑

i qi = dim� (M). Geometrically, this corresponds to the fact that
the integral

∫
M ω(p1,q1) ∧ · · · ∧ ω(pr ,qr) makes sense when the form degrees

add up to the dimension of the manifold, and this classical fact remains
true in the quantum theory for the Calabi–Yau case. In fact the path-
integral reduces to precisely this computation when one considers constant
maps (degree 0 holomorphic maps). But there are also contributions from
higher-degree maps. The nonzero correlators at genus 0 on a Calabi–Yau
threefold are of the form 〈Oi

(1,1)O
j
(1,1)O

k
(1,1)〉. The degree 0 contribution is

the classical intersection number of Di, Dj , Dk (the divisors Poincaré dual
to the forms ωi, ωj, ωk) — i.e., constant maps to the intersection points.
The higher-degree contributions count maps of a CP1 into M whose image
intersects the divisors Di, Dj , Dk. In this way the classical cohomology ring
gets deformed into a quantum cohomology ring, as discussed before.
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Are there any other correlators that have a chance of being nonzero in
genus 0? Recall the topological descendants that were discussed in Ch. 16:
given a topological observable O, one could consider the corresponding two-
form observable O(2) integrated over the worldsheet:

∫
Σ O(2). This operator

has axial charge 0, and so arbitrary numbers of these can be inserted in
the path-integral without changing the axial charge (consistent with the
selection rule). Notice that these operators are precisely those that can
be used to deform the action: δS =

∑
i ti
∫
Σ O(2)

i . An insertion of
∫
Σ O(2)

i

therefore corresponds exactly to varying the original correlator with respect
to ti (the corresponding Kähler parameter):

(31.4)
δ

δti
〈OjOkOl〉 = 〈OjOkOl

∫
Σ
Oi(2)〉.

Hence these correlators carry no extra information (beyond that contained
in the cijk(t)). By conformal invariance it does not matter whether we fix
the three points corresponding to operators j, k, l and integrate over the one
corresponding to i or exchange i with any of the other three operators. This
simple statement implies that

(31.5) ∂lCijk(t) = ∂iCljk(t).

This equation is known as the WDVV (Witten–Dijkgraaf–Verlinde–Verlinde)
equation. Together with the symmetry of Cijk under permutation of its la-
bels, it follows that we can define a function (called the genus 0 free energy)
F0(t) with the property that

(31.6) Cijk(t) = ∂i∂j∂kF0(t).

Actually this presupposes a particular choice of coordinates (known as topo-
logical flat coordinates). In a more invariant form one has to replace the
above derivatives with covariant derivatives. We will discuss this further
below. F0 thus defined is known as the genus 0 topological string partition
function. Note that for three-point functions, given the rigidity of P1 with
three punctures, there is no integration over moduli of a Riemann surface
to do. This is consistent with the notion one wants of a topological string
as integrating over all worldsheet geometries for this case.

Exercise 31.1.1. Show that the n-point functions of topological strings
can be defined as nth partial derivatives of F0 and that the integration is
automatically over the correct moduli space of P1 with n punctures.
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For genus g = 1, the axial anomaly vanishes, and in this case no opera-
tors need to be inserted in the path-integral to keep it from vanishing and
the path-integral computes the partition function, which is the Euler char-
acteristic of M . However one would also want, not a fixed genus 1 curve, but
a sum over all possible complex structures. This has to be incorporated in
some way. Similarly, when g > 1, the axial anomaly is equal to 6(g−1) > 0,
so no insertions of topological observables (which have positive axial charge)
can absorb the required number of fermion zero modes and all correlators
vanish — the higher genus correlators are all trivial. Mathematically, this
corresponds to the fact that for a fixed Riemann surface, there are generi-
cally no holomorphic higher genus maps to M. However, we could consider
allowing the metric (complex structure) on Σ to vary and integrate over all
metrics – physically speaking, this corresponds to coupling the topological
sigma model to topological gravity. We will see below how to define this
theory for g ≥ 1, extending the definition for g = 0.

We will now discuss why the case of the Calabi–Yau threefold is espe-
cially nice for coupling to topological gravity. The complex dimension of
the moduli space of maps for a fixed Riemann surface (g ≥ 2) in these cases
is formally negative: dim� M = (dimM)(1 − g) = 3(1 − g) < 0. On the
other hand, we know that the dimension of the moduli space of metrics
up to conformal transformations on a genus g ≥ 2 surface has dimension
3(g−1). This suggests that if we consider integrating over the moduli space
of Riemann surfaces we should “formally” have isolated points where there
are holomorphic maps. In other words the formal dimension of this moduli
space problem, where we do not fix the complex structure of the worldsheet,
is zero. So in this case allowing integration over the complex structure of the
Riemann surface exactly soaks up the positive violation of the axial charge.
Three is the critical dimension of Calabi–Yau for this to happen, because
the complex dimension of the moduli space of Riemann surfaces is 3(g− 1).
This is why the case of the Calabi–Yau threefold is so special.

In order to define topological string theory for Calabi–Yau threefolds we
need to recall a few ingredients. We saw in Ch. 16 that for the twisted
theory, we have

Tµν = {Q,Gµν}(31.7)
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where T is the stress-energy tensor, defined as

Tµν =
1
√

g
δS/δgµν .(31.8)

Since we started with a conformal theory (Calabi–Yau sigma model), the
trace of the stress tensor Tµ

µ = 0 (i.e., action is invariant under changes in
the metric by rescaling). Therefore the only nonzero components of T are
Tzz := T++ and Tzz := T−−. So we see that

(31.9) T++(z, z) = {Q,G++(z, z)}, T−−(z, z) = {Q,G−−(z, z)},

where G++, G−− are the currents that correspond to the charges Q+, Q−.
Since T has axial charge 0 and Q has axial charge 1, the G’s have axial charge
−1 (in the left and right sectors, respectively). We wish to use the G’s to
define a measure on the moduli space Mg of Riemann surfaces of genus g. In
other words, for a given point Σ ∈ Mg and a choice of 6g−6 tangent vectors
we wish to get a number (with the appropriate multilinearity property). The
tangent to Mg at a point Σ corresponds to a choice of Beltrami differential
on the Riemann surface Σ. That is, TMg|Σ = H1(TΣ), which we think of as
holomorphic vector-valued (0, 1)-forms. Let µi denote 3g − 3 such Beltrami
differentials which span the complex tangent space to Mg at the point Σ.

The measure on Mg is defined by

(31.10)

〈
3g−3∏
i=1

G++(µi)
3g−3∏
i=1

G−−(µi)

〉
where

(31.11) G++(µi) :=
∫

Gzzµ
z
zd

2z

with a similar definition for G−−(µi). Here µi, i = 1, . . . , 3g − 3, are the
Beltrami differentials. Since the G’s each have axial charge −1, the product
has charge (3−3g, 3−3g) which cancels the axial charge anomaly, hence the
measure is, a priori, nonzero. So the genus g topological string amplitude
(for g > 1) is defined by

(31.12) Fg =
∫
Mg

3g−3∏
i=1

dmidmi〈
3g−3∏
i=1

G++(µi)
3g−3∏
i=1

G−−(µi)〉,

where dmi are the dual one-forms to the µi. For the case of g = 1 we define
F1 by considering the one-point function. This is related to the fact that
an elliptic curve has isometries and we thus have to fix a point on it to
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make it rigid. So if we insert one observable in the Kähler class of axial
charge (1,1) at a point, this is exactly what will cancel the (−1,−1) axial
charge from the insertion of the pair (G++, G−−) (corresponding to having
a one-dimensional complex moduli space of elliptic curves). In other words
we define

(31.13) ∂iF1 =
∫
M1,1

dmdm〈G++(µ)G−−(µ)Oi〉.

It is not difficult to show that this can be integrated in the form

(31.14) F1 =
1
2

∫
d2τ

τ2
Tr(−1)FFLFRqHLqHR

where the integral is over the fundamental domain of the moduli space of
elliptic curves and τ is the standard parametrization of the Teichmüller
space. Here q = exp(2πiτ). This definition is well defined up to addition of
a constant to F1.

Exercise 31.1.2. Derive the above result for F1. Hint: you will need
the explicit realization of the FL and FR currents, and the equivalence of the
operator and path-integral representations.

An important question to ask is whether this definition of topological
string amplitudes is consistent with the topological symmetry, Q? In other
words we would like to demonstrate that the correlation functions involving
Q-trivial fields vanish. So consider

(31.15) 〈QΛ〉

where by 〈· · · 〉 we mean the measure defined in Eq. (31.12), in addition to
the insertion of QΛ. Were it not for the insertion of G’s in the correlation
functions, this would have vanished by the Q-symmetry of the path-integral.
Thus the only potential non-vanishing terms will come from the Q-variation
of G++ and G−− insertions in Eq. (31.12). But according to Eq. (31.9),
these variations give T++ and T−− folded in with the Beltrami differentials.
However, from the definition of the energy-momentum tensor, Eq. (31.8),
this is simply the derivative of the action along the variation of the corre-
sponding moduli of the Riemann surface. Thus we obtain in this way a total
derivative of a lower degree form on the moduli space of Riemann surfaces,
Mg, and so barring contributions from boundaries of moduli space this gives
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zero. As we will discuss later, for most choices of Λ there are no contribu-
tions from infinity and this shows that topological symmetry is respected by
this extension of the theory to include integration over moduli of Riemann
surfaces. But for some choices of Λ there are contributions from the bound-
aries of Mg to Q-trivial fields. These will be topological anomalies (also
known as holomorphic anomalies), and the appreciation of their structure is
crucial to the computation of higher-genus topological string amplitudes.1

We shall discuss these anomalies in the next section.
There is one important point we have to take into account. Fg is not to

be viewed as a function on the moduli space of Calabi–Yau manifolds, but
as a section of a bundle over it. Let L denote the line bundle corresponding
to the lowest dimension (a, c) state (or (c, c) field in the case of B-twisted
topological theory). In the case of A-model twisting this state corresponds
to the cohomology element H0(M) (and in the B-model case it corresponds
to the holomorphic three-form). We will now argue that

(31.16) Fg ∈ Γ(L2g−2)

i.e., Fg is a section of the line bundle L2g−2. From the path-integral definition
of Fg, this arises because of choices in the Grassmann integration over the
fermionic modes due to the axial violation of charge in the path-integral.
For example, as discussed in the context of the B-model twisting in Ch. 16,
F0 is a section of L−2, where L is the line bundle on the moduli space of
complex structures of a Riemann surface corresponding to a holomorphic
three-form on the Calabi–Yau. This is reflected in the fact that

(31.17) Cijk =
∫

X
Ω ∧ ∂i∂j∂kΩ

(see Eq. (31.6)), where X denotes the threefold and Ω is a choice for the
holomorphic three-form on the Calabi–Yau. In other words, if we rescale Ω
by a factor λ, then Cijk is rescaled by a factor of λ2. Thus F0 takes values

1The definition of topological string is modeled after the definition of bosonic strings,

and it should be viewed as providing simple examples of bosonic strings. In fact in some

cases the relation is clearer. For example, the non-critical bosonic string on a target circle

at the self-dual radius is equivalent to the B-model topological string at the conifold. The

identification between fields in bosonic strings and those in the topological strings is as

follows: Q ≡ QBRST , T ≡ T, G++ ≡ b, G−− ≡ b, and ghost number ≡ fermion number.

The ghost number violation by (3g− 3) in the bosonic string on a genus g surface mirrors

the axial charge violation by the same amount in the topological string.
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in the dual bundle to L2. This result, of course, is related to the fermion
number violation of genus 0 which in the B-model is (−3, 3); now Ω, as a
state, has charge (3/2,−3/2), so putting two insertions of it will soak up
the zero modes. This is also related to the fact that on the hemisphere
(as discussed in Ch. 17 in the context of tt∗ equations), the topologically
twisted theory gives the lowest charge ground state. The result for higher
genus follows by similar reasoning, using the axial charge violation. Again
it is most easily understood in the context of B-model topological twist-
ing. Namely at genus g we have left-right fermion number violation of
(3g − 3,−3g + 3). Ω has charge (3/2,−3/2) and so 2g − 2 insertions of it
neutralizes it. Thus Fg is a section of L2g−2.

31.2. Holomorphic Anomaly

In this section we would like to discuss how the decoupling of some of the
topologically trivial terms fails in the context of topological strings. Recall
that for Calabi–Yau threefolds there are two, up to complex conjugation,
topological twistings, A and B. Let us also denote their complex conjugate
twisting by A and B. Topological symmetry suggests that if we are consid-
ering say the A topological theory, then the A,B,B observables are trivial
(and similarly the D-terms). Here we will discuss how this fails for the A
observables, but continues to be true for the B and B observables. Similarly
if we consider the B topological theory, the partition function will depend
on the B observable, but not on A or A.

To be concrete, let us focus on the A model. Let us recall the argument
that led to localization of the path-integral to holomorphic maps: the sigma
model action is given by

(31.18) S ∼
∫

d2z[tgij∂φi∂φj + tgij∂φi∂φj + fermionic terms].

Here t is a complex variable that parametrizes the complexified Kähler class.
In general there are many Kähler classes parametrized by complex variables
ti, and here we have exhibited only one of them explicitly. Since t variations
are Q-trivial, i.e., belong to A observables, if we have Q-invariance we can
take t → ∞ without affecting the computation of the partition function. In
this limit the path-integral receives contributions only from the holomorphic
maps. In other words, we consider the asymmetric limit of fixing t but taking
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t → ∞. We have

(31.19) Fg(t, t) = limt→∞Fg(t, t) =
∑

d

Fg,de
−dt.

Here Fg,d define the Gromov–Witten invariants in terms of the genus g

partition function of the topological string.
However, we will see that the holomorphic anomaly (or the topological

anomaly) implies that Fg(t, t) is not quite independent of t. (Even though Fg

depends on t it still does not depend on the complex structure deformation
parameters.)

We now discuss how the t dependence arises. We will be rather brief
here, and just discuss the main features that arise. We will first summarize
the results. The genus 0 correlators have no holomorphic anomaly (i.e., the
quantum cohomology ring and its B-model version are purely holomorphic).
For genus 1 we have

(31.20) ∂i(∂jF1) =
1
2
trCjCi −

Tr(−1)F

24
Gji

where Ci and Cj were defined in Eq. 17.15 of Ch. 17, and correspond to the
action of chiral and anti-chiral fields on the ground states. Gij denotes the
metric on the moduli space of Calabi–Yau manifolds (see Ch. 17), which we
discussed in the context of the tt∗ equations. In general, for genus g > 2,

(31.21) ∂iFg(tj, tj) =
1
2
Cjk

i

(
g−1∑
r=1

DjFg−r DkFr + DjDkFg−1

)
The covariant derivatives on the RHS reflect the fact that the free energies
Fg are not numbers — they are sections of bundles (Fg ∈ L2g−2), as well as
the fact that there is a metric connection on the moduli space (in taking the
second derivative). The fact that the covariant derivative does not appear on
the LHS reflects the fact that the topological theory chooses a holomorphic
section of the bundle so that the anti-holomorphic part of the connection is
zero, as was discussed in our derivation of the tt∗ equations. Also

Cjk

i
≡ Cijkg

jjgkk,

where g denotes the metric on the ground states and is related to Gij = eKgij

where g00 = e−K .
The general structure of contributions to the anomaly can be understood

in the following way for g ≥ 2. We argued that the holomorphic anomaly
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would come from the boundaries of the moduli space Mg. There are two
classes of terms on the right-hand side. The first class of terms on the right-
hand side reflects the contribution coming from the boundary component of
the moduli space corresponding to the degeneration of a genus g curve to a
curve of genus r and another of genus (g − r) with one added puncture on
each curve, connected by a tube with an anti-chiral field φi inserted. See
Fig. 1.

j

i

k

Figure 1. Degeneration of a genus g curve to two discon-
nected curves

The second term comes from the boundary component corresponding to
curves of genus (g− 1) with two extra punctures, again with the φi inserted
on a tube connecting the two punctures. See Fig. 2.

i

k

j

Figure 2. Degeneration of a genus g curve to a genus (g − 1) curve

The arguments leading to this result are very much in the spirit of the
derivation of the tt∗ equations, which we discussed in detail in Sec. 17.1,
and so here we will be brief in the presentation of the proof. Differentiating
∂iFg is equivalent to the additional insertion of∫

Σ
Q−Q+φi
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in the correlation function defining the topological string. Using both Q−

and Q+ and the discussion after Eq. (31.15) we obtain

(31.22) ∂iFg =
∫
Mg

∂∂ω

where ω is a (3g − 4, 3g − 4)-form on Mg. ω is defined through the cor-
relation function involving the insertion of 3g − 4 pairs of G++ and G−−

(folded in with the corresponding Beltrami differentials) and in addition the
insertion of the integral of

∫
φi on the Riemann surface. Integrating the

total derivative in Eq. (31.22), we are led to consider the boundaries of Mg

with the further derivative in the normal direction to this boundary, i.e., we
have

(31.23)
∫
Mg

∂∂ω =
∫

∂Mg

∂nω.

As discussed before there are two kinds of boundaries, each involving a long
tube. The normal derivative in Eq. (31.23) corresponds to changing the
length T of the tube. There are two possibilities for where the

∫
φi is placed

relative to the tube: on or off it. The parts where the integral is off the tube
give zero, because the infinitely long tube will project to ground states, and
then ∂T exp(−TH) → 0. The part corresponding to

∫
φi being inserted

on the tube gives a factor of T corresponding to integration of φi and the
∂T simply gets rid of it. So we end up with φi (integrated over a circle)
on an infinite tube. The infinite tube projects the states to the ground
states. The insertion of φi on these states is represented by the matrix Ci

acting on the ground states as in our discussion of the derivation of the tt∗

equations. It is not difficult to see that the only relevant ground states on
either side of the tube will correspond to charge (1, 1) states (other states
are annihilated by the action of G’s on either end of the tube). Let us label
the two states by j and k on either end of the tube. The two points of the
connection of the tube to the rest of the Riemann surface are integrated over
and thus correspond to the insertion of

∫
Q+Q−φi and

∫
Q+Q−φj on the two

ends. This is equivalent to taking derivatives of the corresponding partition
functions with respect to ti and tj . This explains the above anomaly formula
for g > 1, Eq. (31.21) (the factor of 1/2 comes from the symmetry factor
in this decomposition and avoids a double counting). It is not too difficult
to extend this to the observables of the other two topological theories and
show that they would not lead to any anomalies.
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Exercise 31.2.1. Demonstrate the above statement.

The derivation of the anomaly equation for genus 1, Eq. (31.20), follows
a similar reasoning. The only additional subtlety comes from the fact that
we have already one field inserted (the chiral field corresponding to φj) so
there is an additional boundary corresponding to when φi is near φj and
this gives rise to the second term in Eq. (31.20) involving Gji.

As we see, the anomaly is associated with integration over moduli of
Riemann surfaces, which is why the genus 0 theory, being rigid, does not
suffer from holomorphic anomalies.2

Taking into account the holomorphic anomaly turns out to be essential
in computing Fg for g > 0, especially in the context of B-model topological
twisting. The basic idea is that if Fg had no anomalies it would have been
a holomorphic section, and using the global geometry of the moduli space
of the Calabi–Yau and physical insight into the behaviour of the partition
function near the boundaries of the moduli space of the Calabi–Yau, one
could write down Fg, up to a finite number of undetermined constants. Fg

is not holomorphic, but the anomaly equation tells exactly how it fails to be
holomorphic. So one first constructs any F ′

g that satisfies the holomorphic
anomaly equation. Then Fg −F ′

g is a purely holomorphic section which can
be determined up to a finite number of constants parametrizing the finite-
dimensional space of holomorphic sections with fixed order poles at various
singularities. This will be discussed in more detail in Ch. 35. We will
also discuss there the connection between the genus 1 holomorphic anomaly
Eq. (31.20) in the context of the B-model topological twisting and the
holomorphic anomaly corresponding to the curvature of the determinant
line bundle of certain operators on the Calabi–Yau, known as the Quillen
anomaly.

2If a sufficient number of fields are inserted on the Riemann surface then there is an

anomaly even at genus 0 coming from the boundary of the moduli space of spheres with

many punctures. In this case, the anomaly is equivalent to the relation between properties

of the metric on the moduli space and the the chiral ring matrices.





CHAPTER 32

Topological Strings and Target Space Physics

In this chapter we will discuss a reinterpretation of topological string
amplitudes from the target space viewpoint. Thus far we have been talking
about two-dimensional field theories on Riemann surfaces as probes of target
space geometry. In the context of string theory, one is interested in the
spectrum of particles and their interactions in the target space. In other
words, worldsheets of strings correspond to Feynman diagrams of a theory
in target space. In order to introduce the target space viewpoint, we need
a little background in string theory.

32.1. Aspects of Target Space Physics

There are two kinds of superstring theories of closed strings with left-
moving and right-moving supersymmetry on the worldsheet: Type IIA and
Type IIB (the nomenclature A,B is not unrelated to that of the A and
B models that we have talked about on the worldsheet). Consistency of
these theories1 imposes the condition that the target space should be ten-
dimensional. One is then led to consider maps Σ → M (10) of Riemann
surfaces to some ten-dimensional space-time.

In “first-quantized” string theory, there is a perturbative expansion, in
terms of genus of the worldsheet, that parallels the loop expansion of Feyn-
man diagrams in field theory. However, as we know, there is a richer struc-
ture to QFT than is seen at the level of the perturbation expansions (e.g.,
instantons), and the same goes for string theory. One viewpoint on per-
turbative QFT (parallel to the worldsheet point of view) is to view it as
the quantum mechanics system of maps R → M , where R represents the
wordline of a particle. As we know, the target space interpretation of this
is as a QFT on M . In string theory, there is a similar interpretation — a

1“Consistency” can mean worldsheet conformal invariance, which allows us to inte-

grate over worldsheet metrics with a finite-dimensional moduli space integral, or it can

mean ten-dimensional Poincaré invariance.

599
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fixed time picture of it looks like a map from a circle, known as the string,
to a spatial slice of M . Thus the study of the worldsheet theory induces
a QFT in the ten-dimensional space-time. The states in the Hilbert space
of the two-dimensional theory will correspond to particle states from the
viewpoint of the target space. There are infinitely many such states, corre-
sponding to particles of increasing mass, as seen from the target space. One
of these states is a massless spin 2 particle in space-time, interpreted as the
graviton describing the fluctuations of the metric in the target space — this
was one of the original motivations for studying string theory: the fact that
it seemed to produce gravity in the target space automatically.

In a field theory, one usually starts with a “vacuum configuration,” one
that solves the equations of motion at the classical level. One of the equa-
tions of motion in the target space is the Ricci-flatness condition on the met-
ric, a condition obeyed by Calabi–Yau manifolds. As we saw in Sec. 14.2.4,
Ricci flatness is also the condition of conformality of the worldsheet sigma
model at one loop. Conformality of the worldsheet theory thus corresponds
to the classical equations of motion in space-time being satisfied. Since we
are interested in Ricci-flat target spaces as classical string vacua, one start-
ing point is R9,1, ten-dimensional Minkowski space. This theory in target
space also enjoys supersymmetry with 32 supercharges.

A physically more interesting starting point is R3,1 × X(6), the product
of a four-dimensional Minkowski space with a six-dimensional compact (“in-
ternal”) manifold, which we take to be a Calabi–Yau threefold.2 Calabi–Yau
threefolds, in addition to enabling us to use the classical equations, allow
the preservation of some supersymmetry in four dimensions. If the three-
fold has trivial holonomy, i.e., a six-dimensional flat torus, then the spinor
bundle is trivial and all 32 supercharges are preserved: this corresponds to
N = 8 supersymmetry in four dimensions. If the Calabi–Yau threefold has
an SU(2) holonomy, for example X(6) = K3 × T 2, half the supersymme-
tries are preserved and we get an N = 4 theory in four dimensions. If we
consider a generic Calabi–Yau threefold with SU(3) holonomy, only a quar-
ter of the supersymmetries are preserved, and that corresponds to N = 2
supersymmetric theories in four dimensions (with eight supercharges).

When X = X(6) is sufficiently small, the space-time looks macroscopi-
cally four-dimensional. One is typically interested in the spectrum of light

2“Three” refers to the complex dimension.
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particles and their interactions in four dimensions, and all this data depends
on the data of the Calabi–Yau. The effective theory we obtain in four dimen-
sions is called the Kaluza–Klein reduction of the ten-dimensional theory on
the Calabi–Yau manifold. Typically the light modes in four dimensions are
related to zero modes of an appropriate Laplace operator acting on forms
on the Calabi–Yau. For example, consider a massless scalar field Φ in ten
dimensions satisfying Laplace’s equation: ∆(10)Φ(xµ, yi) = 0, where xµ are
coordinates on four-dimensional space-time and yi are coordinates on the in-
ternal space. Decomposing the Laplacian operator into a four-dimensional
piece and a six-dimensional piece, with the ansatz Φ(x, y) = φ(x)ψ(y), we
see that (∆(4) +m2)φ(x) = 0 if ψ is an eigenfunction of the Laplacian on the
internal space with eigenvalue m2 — i.e., from the four-dimensional view-
point we have a particle with mass m. Since the eigenvalues of the Laplacian
on the internal space scale with its size as 1/R2, where R is the “radius”
of the Calabi–Yau, we see that, if the internal space is very small, most of
the modes living on it will be very massive and we will end up with a field
theory in four dimensions, by dimensional reduction, with some finite num-
ber of massless or light degrees of freedom (i.e., the very massive modes can
be “integrated out”). Massless degrees of freedom in the low-energy theory
will therefore correspond to zero modes of the appropriate differential oper-
ator (the Laplacian, for a scalar field) on the internal space. For example,
variations of the metric of the Calabi–Yau (the complex and Kähler defor-
mations), which are zero modes of certain operators, correspond to massless
fields in four dimensions. In other words, if t parametrizes the moduli space
of the Calabi–Yau, then t(x) is a four-dimensional field, where x denotes
a point in four-dimensional space-time. Geometrically, this corresponds to
varying the Calabi–Yau metric over space-time.

32.2. Target Space Interpretation of Topological String
Amplitudes

We are now ready to discuss what topological strings compute in con-
nection with target space physics questions. Let us focus on X being a
generic Calabi–Yau threefold. If we consider superstring compactification
on X, in the left-over four-dimensional space we then obtain an N = 2 the-
ory (with eight supercharges). It turns out that the superspace properties of
this four-dimensional theory are analogous to the N = 2 superspace aspects
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in two dimensions. Namely we have, up to complex conjugation, two differ-
ent kinds of F-terms, which correspond to integrating over

∫
d4θ and

∫
d4θ̃.

Fields that can appear in one F-term cannot appear in the other three. For
example, the Kähler moduli of the Calabi–Yau, which correspond to scalars,
will appear in one F-term superspace, whereas the complex structure moduli
fields will appear in the other. This is surprisingly similar to the situation we
found in the two-dimensional case, where the Kähler deformation and com-
plex deformation of the sigma model corresponded to F-terms in the (c, c) or
(c, a) superspace. Moreover, generic deformations of the four-dimensional,
N = 2 theory will involve integration over d8θ and are analogous to the
D-terms we discussed in the two-dimensional theory with N = 2.

Since we saw in the context of two-dimensional theories that F-terms are
particularly nice objects to compute, it is natural to ask if we can compute
the corresponding F-terms in the N = 2 theory in four dimensions. It turns
out that this question is related to computations in the topological string
theory.

It can be shown that for certain superpotential terms in the four-dimen-
sional effective theory, the string theory integral over the space of all maps
from Riemann surfaces to the target space manifold reduces to (or localizes
on) the topological string computations. In particular, if Fg(ti) denotes the
genus g topological amplitude, then in the four-dimensional action there is
a term generated which looks like

(32.1)
∫

d4xd4θW2gFg(ti) =
∫

d4xFg(ti)R2
+F 2g−2

+ + · · · .

Here W is the superfield multiplet in the four-dimensional space-time that
contains as its top component the field strength of the gravitational multi-
plet (the self-dual part of the curvature) and as its lowest component the
graviphoton field strength (the U(1) gauge field in the same supersymmetry
multiplet as the graviton). In particular R2

+ is a contraction of the self-
dual part of the Riemann tensor with itself, while F+ = F + ∗F is the
self-dual part of the field strength of the graviphoton field strength. Let us
now concentrate on Type IIA superstrings on a Calabi–Yau. Fg will denote
the A-model partition function on X. The ti parametrize the (complexified)
Kähler classes of the Calabi–Yau, and corresponding to each one we get a
U(1) vector multiplet in four dimensions whose scalar is ti(x) (the bosonic
field content of a vector multiplet in four dimensions is a gauge field and a
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complex scalar). In the Type IIB superstring, we get the same statement for
the B-model topological string partition function, where in that case ti pa-
rametrize complex moduli of the Calabi–Yau. Mirror symmetry relates the
A-model to the corresponding B-model on the mirror Calabi–Yau. In par-
ticular, the theory of Type IIA superstrings on a Calabi–Yau is equivalent
to type IIB superstrings on the mirror Calabi–Yau.

A special case is g = 0 where (after we integrate over the superspace in
Eq. (32.1)) we get a term in the effective action of the form∫

d4x(∂i∂jF0)F+
i ∧ F+

j

where F+
i is the self-dual part of the field strength of the gauge field in the

ith vector multiplet (in the same multiplet as the scalar ti). F0 is the genus
0 prepotential and

∂i∂jF0 ≡ τij

is the two-point function in genus 0, which is interpreted as the gauge cou-
pling in four dimensions. So the genus 0 prepotential tells us the gauge
coupling of the U(1) gauge fields.

As in two dimensions, there is a twisting that makes the vector multiplet
fields of the A-model dynamical while decoupling the other sectors. Since
the string coupling constant lies in a hypermultiplet which can thus appear
in a different superspace, and since as discussed before the different types of
F-terms decouple in the four-dimensional effective theory, we learn that the
A-model topological string cannot depend on the string coupling constant
and thus actually captures exact (non-perturbative in the string coupling
constant) information about the effective action in four dimensions.3

It is natural to think of giving a vacuum expectation value to the self-
dual part of the graviphoton field strength, i.e., setting

(32.2) F+ = λ.

3Studying the four-dimensional topological theory on four-manifolds (Witten’s refor-

mulation of Donaldson invariants) can be related to studying string theories propagating

on special non-compact Calabi–Yau threefolds, which is an example of “geometric engi-

neering of quantum field theories.” (See Ch. 36,) In this context, the geometry of the

U(1) gauge coupling constant captured by second derivatives of the prepotential F0 is a

key ingredient.
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Then the full (nonperturbatively exact) result for these F-terms is

(32.3)
∫

d4xR2
+F (ti)

where F (ti) is the full partition function of the topological string theory
(notational warning: F (ti) is not a field strength):

(32.4) F (ti) =
∑

g

λ2g−2Fg(ti).

As we have seen, the topological string suffers in general from a holomor-
phic anomaly, so that F depends not only on the ti but also the ti. However,
we can still expand the expression for F (ti, ti) around the basepoint ti → ∞.
F (ti) represents the leading term in that expansion.

In summary, topological string amplitudes on R3,1 × X, which are con-
structed from integrals over Riemann surfaces of varying moduli and all gen-
era, compute certain terms in the effective four-dimensional action. These
terms have a particularly simple form (Eq. (32.3)) against the background
of a constant self-dual graviphoton field strength.

32.2.1. Target Space Viewpoint of the Generation of F-term.
Now we ask the following question: How does target space physics view
the generation of the term in Eq. (32.3)? The answer turns out to be that
there are certain hidden degrees of freedom (solitons in the form of minimal
D2-branes wrapped over two-cycles of the Calabi–Yau) that have been in-
tegrated out and have led to the effective action of Eq. (32.3). To explain
this, we will need to digress a little and go back to the early days of quantum
field theory when Schwinger did a computation of the effect of integrating
out a charged scalar field coupled to a constant U(1) field strength. In other
words, the question is the following: How is the existence of a charged scalar
field reflected in the properties of the U(1) gauge theory alone?

Consider the two-dimensional version of this: a charged scalar field φ

is coupled to a constant (background) field strength Fµν = εµνF . The
path-integral over the complex field φ will depend on F and is naturally in-
terpreted as the effect on the U(1) gauge theory of integrating out a charged
field.

(32.5) e−S =
∫

Dφexp
(
−
∫

|(∂µ − eAµ)φ|2 + m2|φ|2
)

.
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As discussed in Sec. 10.1.1, this computation involves a simple Gaussian
integral involving the determinant of an operator. We have

(32.6) S = ln det[∆ + m2] = Tr ln(∆ + m2) =
∫ ∞

ε

ds

s
Tr e−s(∆+m2).

In order to evaluate this integral, we note that

∆ = D2
1 + D2

2

and

[D1, D2] = eF.

This algebra in the 2d computation is the same algebra as that of the har-
monic oscillator we studied in the context of quantum mechanics in Ch. 10.
We can thus evaluate the above evolution operator as in Eqs. 10.36 and
10.47 and find

(32.7) S =
∫ ∞

ε

ds

s

e−sm2

2 sin(seF/2)
.

In the four-dimensional case, we are interested in the self-dual part of F

coupled to a charged scalar field. The relevant part of the computation
involves the determinant of the four-dimensional ∆ operator. The compu-
tation splits into two parts, one for each two-dimensional subspace of the
four-dimensional space, and gives (where F12 = F34 = F )

(32.8) S =
∫ ∞

ε

ds

s

e−sm2

(2sin(seF/2))2
.

Here we have been considering charged scalar fields coupled to a U(1) gauge
field in four dimensions. If, instead, we integrate out charged fields of
mass m, transforming in a non-trivial representation of the four-dimensional
Lorentz group, the computation above is easily modified, and the main ad-
ditional term comes from the fact that the relevant Laplacian ∆ has an
additional term

∆ → ∆ + 2eσµν
R Fµν ,

where σµν
R denotes the Lie-algebra representation of the SO(4) Lorentz group

acting on the field which is in the representation R of the Lorentz group.
Note that at the Lie-algebra level SO(4) = SU(2)L × SU(2)R and for the
the self-dual field strength configuration, where F12 = F34, only the SU(2)L

content of the representation R will enter the above formula.
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We thus find, taking into account that fermions and bosons have opposite
powers of determinant (leading to the (−1)F insertion below):

(32.9) S = ln det(∆ + m2 + σLF ) =
∫ ∞

ε

ds

s

Tr(−1)F e−sm2
e−2seσLF

(2 sin(seF/2))2
,

where σL denotes the Cartan element of SU(2)L. For later convenience, we
rescale s → sλ/e and rewrite Eq. 32.9 as

(32.10) S =
∫ ∞

ε

ds

s

Tr(−1)F e−sm2λ/ee−2sσLλF

(2 sin(sλF/2))2
.

With this technology in hand, we can try to understand the generation
of these F-terms in the context of integrating out charged degrees of freedom
from the target space viewpoint. Then comparing to the topological string
partition function will give us a reinterpretation of the topological string.

32.3. Counting of D-branes and Topological String Amplitudes

As already noted, the basic idea is that the terms in Eq. (32.3) arise
from integrating out some degrees of freedom — in this case, D2-branes
wrapped around two-cycles of the Calabi–Yau threefold. These are mini-
mally wrapped branes and are BPS states. They are similar to the kind of
equations we studied in the context of BPS states in two dimensions in Ch.
18, namely the Landau–Ginzburg solitons, which preserved half of the super-
symmetry. In fact, the situation is very similar to the case of the Schwinger
computation: a wrapped D2-brane in class Q ∈ H2(X,Z) corresponds to a
charged particle in four dimensions with charge Q whose mass is given by

m =
1
λ

∫
Q

k =
1
λ
tQ

where λ is the string coupling constant and where k denotes the Kähler form
on X. Moreover the particle is charged with respect to the graviphoton field,
with its charge equal to the mass, i.e.,

e = m.

There is one more difference between the case at hand and the Schwinger
case. Here we have more supersymmetry than the original problem studied
by Schwinger. This means that the SO(4) = SU(2)L × SU(2)R representa-
tion content of states preserving half of the supersymmetry is of the form

(32.11) [(1/2, 0) + 2(0, 0)] ⊗R,



32.3. COUNTING OF D-BRANES AND TOPOLOGICAL STRING AMPLITUDES 607

where R is some representation of SO(4). However, if for this particle
content we compute the correction induced in the action of the form

∫
R2

+, it
can be shown that the computation becomes equivalent to that of Schwinger
for the non-supersymmetric computation above with the represention R.
Thus the extra R2

+ insertion has “absorbed” the extra representation in front
of Eq. (32.11). In other words, for the computations involving corrections to∫

R2
+ for integrating out particles with representation given by Eq. (32.11),

we might just as well consider the equivalent Schwinger computation with
representation R. Substituting e = m in Eq. (32.10), using m = tQ/λ, and
absorbing the field strength F into λ (i.e., replacing λF by λ), we find
(32.12)

S =
∫

F (t, λ)R2
+ where F (t, λ) =

∫ ∞

ε

ds

s

Tr(−1)F e−stQe−2sσLλ

(2 sin(sλ/2))2
.

In evaluating the above contribution we need to know the degeneracy of the
wrapped D2-branes, as well as the SO(4) content of the field they correspond
to. First of all, we have to explain how a massive particle, which in four
dimensions will transform according to some representions of the SO(3)
rotation group, gives rise to an SO(4) representation. Secondly, it turns out
that for each BPS state corresponding to a wrapped D2-brane, there is an
infinite number of them labelled by an integer4 with the replacement

(32.13) tQ → tQ + 2πin

in Eq. (32.12). To explain these observations and to gain some further
insight into the structure of these BPS states it turns out to be useful to use
a duality that relates Type IIA superstrings in ten dimensions to a theory
known as M-theory in 11 dimensions. The basic relation between the two
is that the Type IIA superstring on the manifold R4 × X is equivalent to
M-theory on R4 × X × S1, where the radius R of the S1 becomes large in
the limit that the coupling constant λ of the Type IIA superstring becomes
large (R3 = λ2).

M-theory has M2-branes (membranes) which are somewhat like the
D2-branes of Type IIA. In the limit of small radius for the S1, (eleven-
dimensional) M-theory reduces to (ten-dimensional) Type IIA. Under this
dimensional reduction, the M2-brane with one dimension wrapping the S1

4This integer can be identified with the first Chern class of the line bundle on the

D2-brane.
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corresponds to the string of Type IIA, and the unwrapped membrane corre-
sponds to the D2-brane. Thus in a sense M-theory unifies these two objects
into one!

Since, as already mentioned, the F-terms are independent of the string
coupling under suitable normalizations (for example F → F/λ in the above
expressions), we can take λ → ∞, in which case we have a new description
of the Schwinger type of compuation in terms of M theory on R5 × X.

In the resulting five-dimensional effective theory, the particles will form
representations of the spatial rotation group SO(4) ∼ SU(2)L × SU(2)R.
We can label these representations in terms of left- and right- SU(2) spins
jL and jR, which are (integers or) half-integers. The relevant BPS states
are M2-branes wrapped on two-cycles in the Calabi–Yau X. Upon reduction
on an extra circle, they correspond to the wrapped D2-branes of Type IIA
superstrings we have been discussing. In fact each such M2-brane may
have an additional momentum of n units around the extra circle. Thus
for each M2 brane we get an infinity of wrapped D2-branes indexed by n,
whose masses are proportional to |tQ + 2πin|. This in fact explains Eq.
(32.13). We also see how to assign SO(4) representations for wrapped D2-
branes: The M-theory rotation group in one higher dimension gives rise to
an unambiguous SO(4) content for each particle.

Let us introduce the numbers nQ
(jL,jR) which count the number of BPS

M2-branes (i.e., minimally-embedded curves) in the Calabi–Yau in the class
Q, which give rise to particles that form the representation of the five-
dimensional rotation group SO(4) given by

[(1/2, 0) + 2(0, 0)] ⊗ (jL, jR).

It turns out that the numbers nQ
(jL,jR) are very sensitive to the data of the

Calabi–Yau; they change as we change the complex structure, for instance.
However the numbers

nQ
jL

=
∑
jR

(−1)2jR(2jR + 1)nQ
(jL,jR)

are invariant under smooth deformations of the theory. This is very similar
to the phenomenon we discussed in Ch. 10 in the context of lifting of the
ground states in the supersymmetric theories. It turns out that this com-
bination of BPS states is protected by a similar supersymmetry argument.
In other words, the nQ

(jL,jR) change because pairs of them can join to form a
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non-BPS multiplet. This is the analogue of two ground states with opposite
fermion numbers joining and both becoming massive. The fact that only
nQ

jL
is invariant is quite satisfactory as precisely this kind of combination

appears in Eq. (32.12). In particular only the SU(2)L content of the SO(4)
representation is relevant for the topological string computations.

Now we wish to return to Eq. (32.12) and compute the effect of all
wrapped D2-branes. For our purposes, it is convenient to choose a non-
standard basis for the SU(2)L representations given by

Ir ≡ I⊗r
1 ≡ [(1/2) + 2(0)]⊗r,

with I0 defined to be the trivial representation. A relevant fact that is easy to
establish is that the Ir (r = 0, . . . ,∞) form a basis for SU(2) representations
with integer coefficients. So we have

(32.14)
∞∑

r=0

nQ
r Ir =

∑
jL

nQ
jL

[jL],

where we have just defined a new set of numbers nQ
r (not necessarily positive)

and we have denoted the spin-jL representation as [jL] to avoid confusion.
Note that

(32.15)
TrI1(−1)F e−2sσLλ = [2 sin(sλ/2)]2,

TrIr(−1)F e−2sσLλ = [TrI1(−1)F e−sσLλ]r = [2 sin(sλ/2)]2r.

Exercise 32.3.1. Verify the above statement.

In other words each BPS particle with SU(2)L spin content Ir (in addi-
tion to the overall I1) will contribute [2sin(sλ/2)]2r to Eq. (32.12).

As noted before, each wrapped D2-brane gives rise to infinitely many
BPS states, labeled by n, the momentum around the extra circle in the M-
theory. Thus using Eq. (32.13) for each wrapped D2-brane in the charge
class Q in the Ir representation the contribution to F (t) is given by

(32.16)
∑

n

∫
ds

s
e−s(tQ+2πin)[2 sin(sλ/2)]2r−2.

This expression can be recast by first summing over n and using∑
n

exp(−2πins) =
∑
m

δ(s− m)



610 32. TOPOLOGICAL STRINGS AND TARGET SPACE PHYSICS

and then integrating over s. The answer is

(32.17)
∑
m≥0

1
m

e−mtQ [2 sin(mλ/2)]2r−2.

There are also contributions to the F (t) from the unwrapped D2-branes, i.e.,
in the class Q = 0. These would be constant additions to Fg independent of
t. For g = 0, 1 the constant part of Fg is ambiguous (recall that we need to
fix three points for genus 0 and 1 point for genus 1 to define the amplitude,
which corresponds to taking derivatives with respect to t), so let us consider
the contribution that unwrapped D-branes make for g ≥ 2. These would
have mass zero, were it not for the momentum n in Eq. (32.13). In other
words they give rise to m = 2πin. However here we restrict to n > 0 because
negative n corresponds to an anti-particle state. There are effectively −χ

such particles where χ is the Euler characteristic of the Calabi–Yau.5 Now,
using ∫

ds

s

e−sZ

[2 sin(sλ/2)]2
=
∑

(
λ

Z
)
2g−2

χg

where χg = (−1)g−1Bg/2g(2g − 2) (which is also the Euler characteristic of
moduli space of genus g curves) and Bg is the gth Bernoulli number, we find
that the contribution of unwrapped D-branes is given by
(32.18)
−χ

2
λ2g−2χg

∑
n �=0

(2πin)2−2g = (−1)g−1χgχ
ζ(2g − 2)
(2π)2g−2

=
−χBgBg−1

4g(2g − 2)(2g − 2)!
.

As noted before these only contribute to g > 1. For genus 0 and genus 1,
there are additional t-dependent terms that are present even if we have no
wrapped D2-branes, and that can be viewed as coming from the massless
modes, which we have to take into account in order to get the full answer
for F0 and F1. For genus 0 we have the leading term of F0 which comes

5The way this arises is that the moduli space of D0-branes in the Calabi–Yau is itself

the Calabi–Yau, and the particles are in one-to-one correspondence with the ground states

of the corresponding supersymmetric theory, i.e., as discussed in Ch. 10, the cohomology

elements of the Calabi–Yau. Moreover, in this case the Lefschetz SU(2) action on the

cohomology of the Calabi–Yau coincides with the SU(2)R quantum number of the SO(4)

rotation group. In other words the particle content will correspond to the representation

of [(0, 3/2)] + (h1,1 − 1)[(0, 1/2)] + (2h2,1 + 2)[(0, 0)]. Thus the SU(2)L content of the

particles is just minus the Euler characteristic of the Calabi–Yau.
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from the classical triple intersection and is of the form

(32.19)
∫

X
k3 + P2(t) =

1
6
Cijkt

itjtk + P2(t),

where Cijk denotes the classical intersection and P2(t) is ambiguous,6 in the
sense that strictly speaking the topological string at genus 0 is only defined
through ∂3/∂t3. Similarly, for genus 1, one can show that there is a leading
term of the form

(32.20)
−1
24

∫
X

k ∧ c2 =
−1
24

ci
2ti + const.,

where the const. reflects the ambiguity of addition of a constant to F1. Here
c2 denotes the second Chern class of X. Putting together the contribution of
wrapped and unwrapped D2-branes to the topological string amplitude from
Eq. (32.17) and Eq. (32.18), as well as the massless mode contributions, we
find

(32.21) F (t, λ) =
1
λ2

[
1
6
Cijkt

itjtk + P2(t)
]

+
−1
24

ci
2ti + const.

+
∑
g>1

−χBgBg−1

4g(2g − 2)(2g − 2)!
λ2g−2 +

∑
m,Q,r

e−mtQ

m[2 sin(mλ/2)]2−2r
nQ

r ,

where the sum on the RHS is over all m > 0, r ≥ 0, Q ∈ H2(X,Z) and
the nQ

r are all integers and are known as Gopakumar–Vafa invariants. We
have thus been able to rewrite the topological string partition function in
terms of integral quantities related to spectrum of wrapped BPS D2-branes.
This implies that Gromov–Witten invariants at all genera, which are not in
general integral, can be captured by integral Gopakumar–Vafa invariants.

In order to obtain various Fg from Eq. (32.21) we need to expand the
above expression in powers of λ and collect the terms with power λ2g−2. For
example, the genus 0 term comes from the nQ

r with r = 0 and by replacing
sin(mλ/2) by mλ/2 in the last terms of the above expression.

(32.22) F0(t) =
[
1
6
Cijkt

itjtk + P2(t)
]

+
∑

m>1,Q

nQ
0

m3
e−mtQ .

The rational GW invariants at genus 0 are thus captured by the integral GV
invariants nQ

0 . This integrality prediction is in line with the result obtained
thus far from all computations of GW invariants at genus zero. This is

6However, there seems to be a structure of the form P2(t) = −χ
2

ζ(3)− π2

6

�
X

c2 ∧ k +

Aijt
itj , where Aij is not caonically defined.
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also consistent with the contributions coming from isolated genus 0 rational
curves, as discussed in Ch. 33. Notice that all representations Ir (r > 0)
have equal numbers of bosons and fermions, so nQ

0 computes the net number
(weighted by (−1)F ) of BPS states.

From the structure of Eq. (32.21) it is clear that for a given Fg only
the nQ

r with r ≤ g contribute. This allows us to compute nQ
r recursively, if

we know all Fg with g ≤ r. In fact this is one reason for the organization
of the BPS degeneracies in the representations given by Ir. As we have
briefly mentioned, the holomorphic anomaly equation is ideally applied to
the computation of Fg in an inductive fashion; in other words starting from
genus 0 and working up towards higher g. Aspects of this will be discussed
in Ch. 33. 7

32.4. Black Hole Interpretation

Wrapped BPS M2-branes are particles, and if they have sufficiently large
mass they can be viewed as five-dimensional black holes in the context of
M-theory compactification on Calabi–Yau threefolds. Then the numbers of
BPS states nd

r are related to computations of the entropy (the logarithm
of the number of quantum states) of spinning black holes of “charge” d.

For large degrees d, these black holes are very massive, and the appropriate
description in that regime is gravity. We can use this description to make
predictions about the growth of these numbers nd

r based on our understand-
ing of black holes (due to the so-called Bekenstein–Hawking entropy). The
prediction is that

(32.23)
∑

r

nd
r

(
2r + 2

r + 1 + m

)
∼ exp(

√
d3 − m2),

in the limit d # 1, d # m where d is the charge of the black hole and m

is its spin. There is no known way to prove in general the validity of these
predictions (though they have been verified in special cases).

7How should one think about this reformulation of GW invariants in terms of GV

invariants? It might be useful to draw an analogy to Donaldson invariants, which are

related to intersection theory on the moduli space of instantons on four-manifolds. Seiberg

and Witten reformulated the problem in terms of a simpler U(1) gauge theory and this

led to a reformulation of the Donaldson invariants in terms of some simpler invariants —

the Seiberg-Witten invariants. This is roughly analogous to what we are seeing here.
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We now turn to the question of how one goes about computing the GV
invariants nQ

r .





CHAPTER 33

Mathematical Formulation of Gopakumar–Vafa

Invariants

We have just noted in Ch. 32 that the GV invariants completely de-
termine the topological amplitudes. Here we would like to discuss a math-
ematical framework that can be used to compute them directly. Related
mathematical issues, especially integrality issues in Gromov–Witten theory,
will be discussed in Ch. 34.

Recall from Ch. 32 that nQ
r capture the SU(2)L content of the number

of wrapped BPS D2-branes with charge Q ∈ H2(X,Z) in a particular basis
for the SU(2)L representation ring.

As we noted in our discussion of D2-branes, there is a flat vector bundle
living on the brane which pulls back to the the boundary of the worldsheet.
Now we have to consider the condition of being a BPS state. This essentially
amounts to the condition that the D2-brane wraps a holomorphic curve
in X and that the bundle is stable.1 In other words, the mathematical
notion of stability is the same as the physical notion of stability, namely the
notion of being a ground state. Thus, roughly speaking, we are studying
components M̂ of the moduli space MQ of stable sheaves F in the CY
where the class of the sheaf is given by c1(F ) = Q. In order to count the
degeneracy of D2-branes we have to study the supersymmetric quantum
mechanics problem whose target manifold is the moduli space M̂ of stable
sheaves under consideration. The spectrum of BPS states is therefore given
by the cohomology of M̂. We also have to give the SU(2)L content of the
cohomology of this moduli space.

In order to see how to read off the nQ
r , we have to understand how the

SU(2)L and SU(2)R act on the cohomology of M̂. Kähler manifolds admit
an SU(2) action on their cohomology, where the SU(2) raising operator J+

1The condition is more subtle, as the curves can have several components, the com-

ponents can have multiplicities, and the bundle needs to be replaced by sheaves more

generally. We will see this in later examples.

615
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corresponds to wedging with the Kähler class, J− corresponds to its adjoint
and J3 acting on Hp,q has an eigenvalue given by

(33.1) (p + q − dimCM̂)/2.

For example, the cohomology of CPn forms a spin n/2 representation of
SU(2), which we will denote by (n/2).

Since M̂ is a Kähler manifold, there is a natural Lefschetz SU(2) action
on its cohomology. It turns out that this SU(2) corresponds to the diagonal
embedding, i.e., SU(2) = diag(SU(2)L × SU(2)R). In order to identify the
further SU(2)L and SU(2)R decomposition of the moduli space we need
further data which turns out to come from the fibration structure of M̂.

Let M denote the moduli space of the embedded curve, i.e., forgetting
the bundle data in M̂. Then there is a bundle structure

(33.2) M̂ → M

where the fibers correspond to the moduli space of the flat bundle for a
fixed embedded curve. In the case of a genus g curve Σ and line bundles,
the fiber is generically isomorphic to the Jacobian Jac(Σ), which is the g

complex dimensional torus parametrizing moduli of flat U(1) bundles over Σ.
Roughly speaking, the SU(2)L is identified with the fiber Lefschetz action
and the SU(2)R with that of the base. Since we are only interested in the
SU(2)L action, let us discuss that in more detail. What this action means
is as follows: there is a (1, 1)-form kf corresponding to the Kähler class of
the fiber of M̂. 2 This is expected to be true even if there are degenerate
fibers in the fibration Eq. (33.2) (consider for example elliptic surfaces). We
can consider the action of kf on the cohomology of M̂ and deduce from that
the SU(2)L content of the cohomology of M̂.

There are two easy consequences of the above statement:

(33.3) nQ
0 = (−1)dimC(�M)χ(M̂) nQ

g = (−1)dimC(M)χ(M)

The first statement follows from what we already noted before, that n0

counts the total number of BPS states alternating between bosons and
fermions.

The statement about nQ
g follows by noting that the cohomologies cor-

responding to highest SU(2)L spin g/2 is given by (1, kf , ..., k
g
f ) times the

2This is to be understood as a heuristic formulation, since we can add the pull-back

of any Kähler class on the base to kf without changing the Kähler class of the fiber.
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cohomology elements of M. Said differently, the SU(2)L × SU(2)R repre-
sentation contains a summand of the form

(33.4)
(g
2

)
⊗ H∗(M),

where the (g/2) denotes an SU(2)L representation and H∗(M) is an SU(2)R

representation via the Lefschetz action on the base, and furthermore, this is
the total content of the (g/2) of SU(2)L. Since the SU(2)R measures the
cohomology with respect to the base, but nQ

r are insensitive to them (except
for the parity (−1)FR), we obtain the above formula.

Let us formulate the problem in a mathematical setting. We will see in
Ch. 34 that, for a general X, we have

Fg =
∑

β∈H2(X,�)

Ng
βqβ

where Ng
β ∈ Q are GW-invariants. When X is a Calabi–Yau threefold, the

GW-invariants are given by the degree of the virtual fundamental class

(33.5) Ng
β = deg

[
Mg,0(X,β)

]virt
.

Despite the precise definition Eq. (33.5), there are relatively few situations
where the virtual fundamental class can be computed explicitly. A general
situation where the virtual fundamental class can be computed arises when
the computation can be translated into a computation on a space admitting
a torus action. When g = 0, this is the case for hypersurfaces and complete
intersections in projective spaces, and the virtual fundamental class can be
expressed in terms of the Euler class of a bundle on M0,0(CPr, d) for the
appropriate r and d. These ideas have been discussed extensively in Part 4.
This formula holds even without assuming the existence of a torus action,
but is only useful if there is a torus action. No such formulas exist for g > 0.

The data of the Ng
β is entirely encoded in the BPS invariants nr

β
3 which

are related by

(33.6) F =
∑

λ2g−2Fg =
∑

nr
β

1
m

(
2 sin

mλ

2

)2r−2

qmβ

3There is an unfortunate mismatch between standard notation in the mathematics

and physics literature. The notation nr
β is standard in the mathematics literature and also

matches usage in the next chapter. Furthermore, the genus 0 invariants nd introduced in

Part 4 could be expressed as n0
d in this notation. But nr

β would have been written as nβ
r

in the previous section. When we want to make a direct reference to the previous section

we will use the explicit symbol Q in place of β and will revert to the old notation nQ
r .
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as in Ch. 32. This can be thought of physically as a formula for the Fg in
terms of the BPS states, or as a mathematical definition of the ng

β which is
made rigorous through Eq. (33.5). In this form, it is not clear that the ng

β

are even integers. Verifying the integrality is an important mathematical
question, and is the subject of investigation.

A more modest goal is to attempt to define the ng
β geometrically, so that

their integrality is manifest. Then Eq. (33.6) becomes a conjecture that
needs to be proven. Our main goal is to understand how to define these
invariants.

Let us look at some simple examples:

Example 33.0.1. Consider the local geometry in the Calabi–Yau given
by

O(−1) + O(−1) → CP1.

Choose a class Q = d[CP1] and look at M̂. In the d = 1 case, there are
no normal deformations for the D2-brane wrapped on the CP1, so the base
M is trivial. There are also no flat connections on the CP1, so the fiber
is trivial as well. The moduli space M̂ is thus a point. Therefore n0

1 = 1.
Also n0

d = 0 because the moduli space of stable rank d bundles on CP1 is the
empty set (this is the statement that there are no D2-brane bound states on
CP1). Also nr

d = 0 for r > 0 as there are no higher genus embedded curves
in this example (recall that we are not considering maps to the target space,
but embedded curves). We thus obtain for the contribution of non-trivial
holomorphic maps in the GW theory,

(33.7) F (t, λ) =
∑
m

e−mt

m(2 sin(mλ/2))2

We see that even this trivial example captures a lot of non-trivial informa-
tion.

In Example 33.0.2 below, we will consider the local geometry

O(−3) → CP2,

and study D2-branes wrapping curves in CP2 of degrees d = 1, 2. For ease
of exposition, we pause to give some formulas for plane curves of arbitrary
degree d. A degree d curve in CP2 is the zero-locus of an equation of the
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form

(33.8)
∑

i+j+k=d

aijkx
i
0x

j
1x

k
2 = 0,

where (x0, x1, x2) are coordinates on CP2. There are (d2 + 3d + 2)/2 coef-
ficients in this equation, and scalar multiplication of the equation does not
alter the curve, so

(33.9) M = CP(d2+3d)/2.

The genus of a smooth plane curve of degree d is

(33.10) g =
(d − 1)(d− 2)

2
.

In particular, curves in CP2 with d = 1, 2 have g = 0.

Example 33.0.2. We now study this local geometry O(−3) → CP2, and
D2-branes wrapping curves with d = 1, 2. Since g = 0 in each case, the
bundles have no deformations, and M̂ = M.

For the case d = 1, we let Q = [H] be the hyperplane class. Now M is
itself a CP2, by Eq. (33.9), whose cohomology is in the (1) representation.
Since g = 0, Eq. (33.4) says that BPS states contain the (0,1) representation
of SU(2)L ×SU(2)R. Since M̂ = M, this is the entire BPS spectrum. This
gives us the element 3(0) = 3I0 of the SU(2)L representation ring. Using∑

r nQ
r Ir =

∑
nQ

jL,jR
(−1)2jR(2jR +1)[jL], we see that n0

1 = 3 and nr
1 = 0 for

r > 0.
Next, we consider d = 2, so we put Q = 2[H]. Again g = 0 and

there are no flat bundles, so M̂ = M, which is CP5 by Eq. (33.9). We
deduce as above that the BPS states form the representation (0,5/2) of
SU(2)L×SU(2)R, and are led to the element −6(0) = −6I0 of the represen-
tation ring of SU(2)L (note the minus sign, since the (5/2) representation
is fermionic). We conclude that n0

2 = −6 and nr
2 = 0 for r > 0. These

numbers are in agreement with low-genus computations of Gromov–Witten
invariants.

Example 33.0.3. Now for a case where the base is trivial, i.e., M is a
point (no deformations of the curve) but the fibre is nontrivial (flat connec-
tions exist). This is the case of a rigid curve Σg of genus g > 0 in a CY.
Here M̂ = Jac(Σg) = T 2g. Now we have a non-trivial SU(2)L action on
the cohomology, and in fact the SU(2)L raising operator is given by wedging
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with the Kähler class θ of the theta divisor on Jac(Σg). It is easy to see that
the BPS states are in the left-representation Ig. To see this, notice first that
the cohomology of T 2 forms the representation (1

2) + 2(0) = I1 and that the
cohomology of T 2g forms the gth tensor product of this representation, which
is the Ig representation. In fact, this is the reason for the definition of Ig.
So

ng
[Σg ] = 1

and the rest of nr
[Σg ] vanish.

What about higher degrees (Q = d[Σg])? Let us look at Σg = T 2 for
simplicity. In this case the moduli space is once again T 2 (the moduli space
of stable rank d bundles on T 2 is itself a T 2, for all d), so we find that
n1

d[T 2] = 1 and nr
d[T 2] = 0 for r > 1, this being true for all d. For Σ a

higher genus curve, the higher-degree cases are harder because the moduli
space has singularities. Though we start out with a rigid curve (one with
no normal deformations), there are some loci on the moduli space of flat
connections on the curve from which there emerge branches of the moduli
space corresponding to normal deformations. This would be interesting to
study in greater detail.

Example 33.0.4. We return to O(−3) over CP2, and now consider d=3.
We have in this case g = 1 by Eq. (33.10), and by Eq. (33.9) we have
M = CP9, which has Lefschetz decomposition (9/2).

By Eq. (33.4) we get

(33.11) H∗(M̂) =
(

1
2
,
9
2

)
⊕ (0, R)

for some SU(2)R representation R (not necessarily irreducible). To find R,
recall that the diagonally embedded SU(2) ⊂ SU(2)L×SU(2)R gets identified
with the Lefschetz decomposition of H∗(M̂). Restricted to the diagonal,

(33.12) H∗(M̂) =
(

1
2

)
⊗
(

9
2

)
⊕ R = (4) ⊕ (5) ⊕ R.

This is as far as we can get with the techniques of the previous examples,
but we can do better fairly easily. We want to study M̂ = {(C,L)}, where C

is a cubic plane curve, L is a line bundle, where we are free to fix a degree.
If C is smooth, then degree 1 bundles are given by L � O(p) for some p ∈ C.
Therefore,

M̂ � C = {(C, p) : p ∈ C},
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the universal curve over M.4 We now turn to the computation of the coho-
mology of C and its Lefschetz decomposition. We have the diagram

(33.13)
CP8 → C ⊂ CP2 × CP9

↓ ↓ π

p ∈ CP2

where the fiber of π over p ∈ CP2 is isomorphic to CP8, as indicated in
Eq. (33.13). To see this, note that π−1(p) = {C : p ∈ C} ⊂ CP9. If C

is described by Eq. (33.8), then the condition p ∈ C is a non-trivial linear
equation in the coefficients aijk. So π−1(p) is a hyperplane in CP9, justifying
our assertion. Thus C is a CP8 fibration over CP2.

This is all that we need. We get e(C) = e(CP2)e(CP8) = 27 for the Eu-
ler characteristic, but we can see the Lefschetz decomposition just as easily.
Since H∗(CP2) = (1) and H∗(CP8) = (4) as SU(2) Lefschetz representa-
tions, we conclude that

(33.14) H∗(C) = (1) ⊗ (4) = (3) ⊕ (4) ⊕ (5).

Comparing Eq. (33.14) with Eq. (33.12), we conclude that R = (3). Then
substituting into Eq. (33.11), we get

(33.15) H∗(M̂) =
(

1
2
,
9
2

)
⊕ (0,3).

Restricting Eq. (33.15) to SU(2)L and taking the sign into account, we get

H∗(M̂) = −10
(

1
2

)
+ 7 (0) = −10I1 + 27I0.

Since H∗(C) =
∑

nr
3Ir, we have n0

3 = 27 and n1
3 = −10, while all other ng

3

are zero.
As a check, note that n0

3 = (−1)dim �Me(M̂) = e(C) = 27 and
n1

3 = (−1)dimMe(M) = −e(CP9) = −10, so that Eq. (33.3) holds.

We now proceed to a more general situation. Our starting point is to
explain a relationship between the SU(2) weights of the cohomology of the
Jacobian of a smooth curve C and the cohomology of its symmetric product.

4When we investigate the situation more carefully below to include singular curves,

we will see that we actually need to consider bundles of degree −1, which are of the form

L � O(−p) for some p ∈ C if C is smooth. Since the moduli space of the O(p) is the same

as the moduli space of the O(−p), we can and will ignore this subtlety for the moment.
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The symmetric products arise naturally since an element {z1, . . . , zp} of the
symmetric product gives rise to a sheaf OC(

∑
zi) on C.

We start with the simplest case and relate H∗(C) to H∗(Jac(C)).
For illustration purposes, we expand the first few Ig = Ig

1 in terms of
the irreducible representations of SU(2).

(33.16)
I1 =

(
1
2

)
+ 2(0),

I2 = (1) + 4
(
1
2

)
+ 5(0),

I3 =
(
3
2

)
+ 6(1) + 14

(
1
2

)
+ 14(0).

Applying θg−1 for g = 1, 2, 3 to Eq. (33.16), we get

(33.17)
I1 =

(
1
2

)
+ 2(0),

θI2 = (1
2) + 4 (0) ,

θ2I3 =
(
1
2

)
+ 6(0).

Note that the left-hand side of Eq. (33.17) is not an SU(2) representa-
tion, but does have well-defined SU(2) weights. So the right-hand side of
Eq. (33.17) should be interpreted in the same fashion. A quantity (a) now
denotes a vector space with weights equal to the weights of the (a) represen-
tation, possibly shifted. It is with this modified meaning that the formulas
below involving θ and its powers are to be understood.

The generalization of Eq. (33.17) is clearly

(33.18) θg−1Jac(C) =
(

1
2

)
⊕ 2g (0)

as is easily checked by induction. Note that we have identified Ig with J(C).
Note that H∗(C) = (1/2) ⊕ 2g(0). Comparing with Eq. (33.18), we

conclude that

(33.19) H∗(C) = θg−1Jac(C),

which is the promised relationship.
Now, let Sym2(C) be the symmetric product of C, consisting of un-

ordered pairs of points of C (possibly identical). We will exhibit a relation-
ship between the cohomology of Jac(C) and the cohomology of Sym2(C).
We consider H∗(C) = (1/2) ⊕ 2g(0) as a superalgebra where (1/2) is even
and 2g(0) is odd (since they represent even and odd cohomology, respec-
tively). Then H∗(Sym2(C)) � Sym2H∗(C), where the symmetric product
on the right is taken in the sense of superalgebras. The result is
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(33.20) H∗(Sym2C) = (1) ⊕ 2g
(

1
2

)
⊕
(

2g
2

)
(0).

We now apply θg−2 to Eq. (33.16) for g = 2, 3 to get

(33.21)
I2 = (1) ⊕ 4

(
1
2

)
⊕ 5(0),

θI3 = (1) ⊕ 6(1
2) ⊕ 14 (0) .

The generalization of Eq. (33.21) is

(33.22) θg−2Ig = (1) ⊕ 2g
(

1
2

)
⊕ (2g2 − g − 1)(0)

with the same interpretation as in Eq. (33.17). Conventionally putting
Sym0(C) equal to a point, we have H∗(Sym0C) = (0). Comparing Eq. (33.22)
and Eq. (33.20), we obtain

(33.23) H∗(Sym2C) = θg−2Ig ⊕ H∗(Sym0C).

The techniques leading to Eq. (33.19) and Eq. (33.23) generalize. The result
is

(33.24) H∗(SympC) = θg−pH∗(Jac(C)) ⊕ H∗(Symp−2C).

In generalizations, we will need to consider singular curves. As we will
see below, it will be possible to associate sheaves to elements of the Hilbert
scheme Hilbp(C). The Hilbert scheme coincides with the symmetric product
Symp(C) if C is smooth, but differs from the symmetric product in general.
An element of Hilbp(C) consists of a subscheme Z ⊂ C of length p. This
means that Z is the zero-locus of equations forming an ideal IZ ⊂ OC , and
that the quotient OZ = OC/IZ is a vector space of dimension p. A typical
example is a set Z = {z1, . . . , zp} of distinct points of C, but fewer points
with some points having multiplicity greater than 1 can occur.

We now let C vary in a family M as in the beginning of this section.
Since M typically contain singular curves, we will need to consider the
Hilbert schemes of these curves. We actually consider the relative Hilbert
scheme

(33.25) C(p) = {(C,Z) | C ∈ M, Z ∈ Hilbp(C)}.
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Looking at Eq. (33.24), we see that since C varies as the fibers of the
family C = C(1) over M, then Symp(C) varies as the fibers of the family C(p)

over M. Furthermore, Jac(C) varies as the fibers of the family M̂ over M.
Our natural proposal is that Eq. (33.24) generalizes to

(33.26) H∗(C(p)) = θg−pH∗(M̂) ⊕ H∗(C(p−2)).

The strategy is to use Eq. (33.26), the geometry of the C(p), and the
implicit definition of the nr

[C] as

H∗(M̂) =
∑

nr
[C]Ir

to compute the nr
[C] in explicit cases.

Before we turn to examples, it will be helpful to first write down some
consequences of Eq. (33.26). In the case p = 0, Eq. (33.26) is simply

(33.27) H∗(M) = θgH∗(M̂)

since C(0) = M. We apply Tr(−1)F to Eq. (33.27) and obtain

(33.28) (−1)dimMe(M) = ng
[C]

and we have recovered the second formula in Eq. (33.3).
The sign on the left of Eq. (33.28) arises from a statement for M anal-

ogous to Eq. (33.1).
In the case p = 1, Eq. (33.26) reads

(33.29)

H∗(C) = θg−1H∗(M̂)
= θg−1(ng

[C]Ig + ng−1
[C] Ig−1 + · · · )

= ng−1
[C]

(0) ⊕ ng
[C]

((
1
2

)
⊕ 2g(0)

)
.

Applying Tr(−1)F to Eq. (33.29), we get

(33.30) (−1)dimM+1e(C) = (2g − 2)ng
[C] + ng−1

[C] ,

where we have used dim C = dimM + 1.

Example 33.0.5. We continue with X = O� �2(−3) and now choose
d = 4, so that g = 3 by Eq. (33.10) and M = CP14 by Eq. (33.9). By
Eq. (33.28), we have n3

4 = e(M) = e(CP14) = 15.
We now compute n2

4 using Eq. (33.30), which reads

(33.31) −e(C) = n2
4 + 4n3

4
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in this case. The method of Example 33.0.4 applies, and in particular
Eq. (33.13) gets replaced by

CP13 → C ⊂ CP2 × CP14

↓
CP2

whereby C is exhibited as a CP13 fibration over CP2. We therefore compute
that e(C) = 3 · 14 = 42. Substituting the known values into Eq. (33.31),
we solve for n2

4 and obtain n2
4 = −102. To find n1

4, we need to use higher
Hilbert schemes. The generalization of Eq. (33.28) and Eq. (33.30) to p = 2
is easily computed using Eq. (33.18), Eq. (33.22), and Eq. (33.26) to be

(33.32) (−1)dimMe(C(2)) = (2g2 − 5g + 3)ng
[C]

+ (2g − 4)ng−1
[C]

+ ng−2
[C]

.

To compute n1
4, all we need is the Euler characteristic of the relative

Hilbert scheme C(2). The fiber of the natural map C(2) → Hilb2(CP2) over
{p, q} ∈ Hilb2(CP2) over a degree 4 curve C is {C | p, q ∈ C} ⊂ CP14,
which is isomorphic to CP12. To see this, note that the conditions p, q ∈ C

become two independent linear equations in the aijk when C is represented
by Eq. (33.8). The fiber can be seen to still be isomorphic to CP12 even
when Z ∈ Hilb2(CP2) is a single point with multiplicity 2. Thus C(2) is a
CP12 fibration over Hilb2(CP2). It follows that e(C(2)) = 9 · 13 = 117. Then
substituting the known quantities in Eq. (33.32), we get n1

4 = 231.

The formulas Eq. (33.28), Eq. (33.30), and Eq. (33.32) which compute
ng

[C], ng−1
[C] , and ng−2

[C] can be extended to compute more general ng−δ
[C] . We will

give a heuristic mathematical argument for this generalization in Eq. (33.35)
below which differs from the arguments given previously in the literature.

Our formulas for the ng−δ
[C] can also be arrived at by an extension of

the familiar techniques used in the K3 situation. Let X be a Calabi–Yau
threefold, and imagine that we have a complete family C of Riemann surfaces
of genus g in X that is parametrized by a 1-dimensional base M. In addition,
suppose that the only singular curves in the family have a single node for
their singularity. We assume that the general curve is smooth, so that there
are only finitely many of these singular curves. We will usually think of C
as a fibration over M with singular fibers, as depicted in Fig. 1.

Each of the singular curves is the image of a holomorphic map from a
Riemann surface of genus g−1, as shown in Fig. 1. Each of these maps is the
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g-1

p1 png−1

M

C

Figure 1. A genus g fibration with degenerate fibers

normalization map, which glues together two points of the Riemann surface
to form the node. There are ng−1

[C] of these maps by the Gromov–Witten

interpretation of ng−1
[C] . So there are ng−1

[C] singular fibers in the family C. We
denote the discriminant locus of the family by {p1, . . . , png−1} ⊂ M.

The Euler characteristic of a generic fiber is 2− 2g, and the Euler char-
acteristic of a singular fiber is 3 − 2g, since a singular fiber is obtained by
pinching a one-cycle of a smooth genus g Riemann surface. Note that by
Eq. (33.28) we have e(M) = −ng

[C]. We then compute

e(C) = e(M−{p1, . . . , png−1})(2 − 2g) + ng−1
[C] (3 − 2g)

= (−ng
[C] − ng−1

[C] )(2 − 2g) + ng−1
[C] (3 − 2g)

= (2g − 2)ng
[C] + ng−1

[C] ,

in complete argreement with Eq. (33.30). This argument can be modified
to apply to higher dimensional families M, again reproducing Eq. (33.30).

Similarly, the Euler characteristic of C(p) can be computed by fibering
it over M. We also need to compute the Euler characteristic of the Hilbert
scheme of a nodal curve to complete the computation. We arrive at a simple
formula relating e(M), various e(C(k)), and ng−p

[C] . This formula is seen to be

equivalent to the formulae for the ng−δ
[C] which has appeared in the literature

and was alluded to above.
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There is much evidence that justifies the computations which we have
described above, but there is much work that needs to be done to make
this mathematically rigorous. We also do not have a complete proposal
for a direct mathematical definition of the ng

[C] (only the indirect definition
Eq. (33.6)). The goals are to give a complete and intrinsic mathematical
definition of the ng, and then to prove that Eq. (33.6) holds using this
definition. We concentrate on the first goal in the remainder of this chapter.

We begin our discussion by casting our problem in the context of de-
formation theory. Let us recall one way to approach Gromov–Witten the-
ory. We deform the complex structure of the Calabi–Yau manifold X to
an almost complex structure, and see which holomorphic curves deform to
pseudo-holomorphic curves (i.e., curves satisfying the perturbed Cauchy-
Riemann equation) in the almost complex structure. We expect finitely
many holomorphic curves to deform to curves that are pseudo-holomorphic
relative to the nearby almost complex structure.

It is necessary to consider almost complex structures, since there are
many situations in which there exist infinitely many curves in a given ho-
mology class for a general complex structure. The case of O(−3) over CP2

is a perfect example, as the CP2 is preserved under any small deformation of
complex structure, and there are infinitely many curves of any degree d > 0.

If all curves are isolated, we just count the curves and address the issue
of multiple covers. Since this ideal situation does not always occur in com-
plex geometry, we must pass to almost complex geometry in the hopes of
achieving an analogous situation. Unfortunately, it is not known whether or
not this good situation can be realized, not even for g = 0.

A deformation is depicted in Fig. 2 for d = 4 in O(−3). We see ng
4

pseudo-holomorphic curves of genus g = 0, 1, 2, 3 approaching degree 4
curves with δ = 3−g nodes as the almost complex structure approaches the
complex structure that we started with.

Note that the family of all d = 4 curves contains all of the information
that is needed to compute the ng

4 for 0 ≤ g ≤ 3. We view this as analogous
to the family of all d = 4 stable maps, which contains all of the information
needed to compute the Gromov–Witten invariants Ng

4 , 0 ≤ g ≤ 3. This
latter computation is carried out (at least in principle) by formulating a
tangent-obstruction theory as in Ch. 26 and computing the associated vir-
tual fundamental class. We expect there to be a similar tangent-obstruction
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g=0 g=1

g=2g=3

n0
4

n1
4

n2
4

n3
4

Figure 2. Curves of varying genus mapping to degree 3
plane curves

theory associated to the family of curves and sheaves on these curves, whose
virtual fundamental class will compute the sought-after ng

β . These numbers
are expected to agree with the counts of pseudo-holomorphic curves dis-
cussed above. We will need a different tangent-obstruction theory for each
genus.

We will not describe here the precise meaning of a tangent-obstruction
theory or any of the definitions of the virtual fundamental class, but will
make some general comments. The “tangent” essentially refers to the tan-
gent space to moduli, and contains needed information about infinitesimal
deformations. The “obstructions” reflect the fact that there may be ob-
structions to extending infinitesimal deformations to higher order. In nice
situations, the obstruction theory defines an obstruction bundle over the
moduli space in question, and the virtual fundamental class is the Euler
class of that obstruction bundle. A deformation of complex structure or
a C∞ deformation of almost complex structure yields a section of the ob-
struction bundle, whose zero-locus coincides with the limits of the pseudo-
holomorphic curves that we have described above. Since the zero-locus of a
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regular section of a bundle represents its Euler class in general, we see that
the virtual fundamental class captures the information that it was designed
to compute.

We now consider the simplest case. Let C be a curve in a Calabi–Yau
threefold X and let N = NC/X be the normal bundle of C in X. There is a
tangent-obstruction theory on the moduli space M of C.

The deformation space of C is well known to be H0(C,N). One way to
understand this is to think of a deformation of C as a “motion” of C inside
X. As C moves inside X infinitesimally, we can think of each point p ∈ C as
moving infinitesimally in X, giving rise to a tangent vector to X at p. Since
C is not deformed by vector fields that point in the direction of C itself, we
must mod out by these fields and conclude that infinitesimal deformations
are in fact described by normal vector fields, as claimed.

The obstruction space turns out to be H1(C,N). In good cases, we
can understand the obstruction space more intrinsically. First note that
H0(C,N) = TM,C , the tangent space of M at C. If M is smooth, then
H0(C,N) globalizes to give the tangent bundle of M. We now assert that
H1(C,N) globalizes to the cotangent bundle Ω1

M. To see this, note that
there is a perfect pairing

(33.33) H0(C,N) ⊗ H1(C,N) → H1(C,Λ2N) = H1(C,KC) = C,

where the first equality follows from the fact that X is Calabi–Yau. This
perfect pairing between H0(C,N) and H1(C,N) sets up a global duality be-
tween the tangent and obstruction bundles, showing that H1(C,NC) glob-
alizes to Ω1

M as claimed. The virtual fundamental class is then given by
e(Ω1

M) = (−1)dimMe(M) = ng
[C]. Note that this coincides with Eq. (33.28).

Continuing to assume that M is smooth, we can see directly how a de-
formation gives rise to a section of the obstruction bundle. Suppose that
we have a family of curves in X. We want to deform the complex structure
of X and see if these curves stay holomorphic. Recall that an infinites-
imal deformation of the complex structure on X is given by an element
ρ ∈ H1(TX), the Kodaira-Spencer class. The natural map TX → N =
TX |C/TC induces a map H1(TX) → H1(C,N), and the image of ρ gives an
element of H1(C,N), depending on C. As C varies, we get a section s of the
obstruction bundle, and computation shows that C ⊂ X stays holomorphic
under this deformation (at least to first-order) if and only if s(C) = 0. If
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there are finitely many C that remain holomorphic, then s has finitely many
zeros, and the zero-locus of s represents the Euler class of the obstruction
bundle.

In the case of O(−3), the obstruction bundle has no sections. Never-
theless, we can compute its Euler class. For degree d curves, we see from
Eq. (33.9) and (33.28) that this Euler class is (−1)(d

2+3d)/2(d + 1)(d + 2)/2.
The desired tangent-obstruction theory is more subtle in general, and we

will not attempt to describe it here. Instead, we describe a related tangent-
obstruction theory, and show how it should yield Eq. (33.28), Eq. (33.30),
Eq. (33.32), and their generalizations.

Let C be a curve of arithmetic genus g in a Calabi–Yau threefold X.
Let M be the connected component of the Hilbert scheme of C in X. To
compute the contribution of M to ng−k

[C] we will need to consider certain
sheaves on the curves C ∈ M. We study the ideal sheaves IZ ⊂ OC of
length k subschemes Z ∈ Hilbk(C). These can be viewed as sheaves of OX-
modules if one wishes to view them in the context of homological mirror
symmetry. These sheaves are parametrized by the relative Hilbert scheme
C(k) that we have already considered.

If C(k) is smooth, there is a natural tangent-obstruction theory on C(k)

where the obstruction space is the cotangent space, just as we were able to
deduce from the perfect pairing Eq. (33.33) in the special case considered
above. The virtual fundamental class has degree equal to the Euler class of
the cotangent bundle, which is just the Euler characteristic of C(k) with a
sign determined by the parity of the dimension of C(k).

As we mentioned above, this tangent-obstruction theory is not the one
that we ultimately want, but it is enough to calculate what we need. Suppose
that we can deform the complex structure (or almost complex structure) so
that M splits up into ng−δ

[C] (pseudo-)holomorphic curves of genus g − δ, for
each δ = 0, . . . , k. Consider one of these curves with the deformed structure,
say Cg−δ of genus g−δ. It is not difficult to see that the family of sheaves IZ

for Z ∈ C(k) deforms to the union over all δ and curves Cg−δ of the families
of ideal sheaves IZk−δ

, where

Zk−δ ∈ Hilbk−δ(Cg−δ).

A weaker statement, which is easier to check and suggests the above asser-
tion, is the equality of Chern characters ch(IZ) = ch(IZk−δ

).
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The IZk−δ
are parametrized by the (k−δ)th symmetric product of Cg−δ.

This symmetric product has Euler characteristic

(33.34)
(

2 − 2g + k + δ − 1
k − δ

)
.

It turns out that the virtual fundamental classes considered here are in-
variant under deformation. Equating the virtual fundamental classes before
and after the deformation, using Eq. (33.34), and noting that the (k − δ)th

symmetric product of Cg−δ has dimension k − δ, we obtain the formula

(33.35) (−1)dim C(k)
e(C(k)) =

k∑
δ=0

(−1)k−δng−δ
[C]

(
2 − 2g + k + δ − 1

k − δ

)
.

Note that for k = 0, 1, 2, Eq. (33.35) becomes respectively Eq. (33.28),
Eq. (33.30), and Eq. (33.32).

Aside from Example 33.0.3, we have been silent about higher rank bun-
dles that arise in D-branes. We give a general context to illustrate some of
the subtleties that can arise. Other interesting subtleties will be discussed
in Ch. 34.

Consider a contractible curve C � CP1 in a Calabi–Yau threefold

(33.36)
C � CP1 ⊂ X

↓ ↓ π

p ∈ Y

where π : X → Y is the map that contracts C to a point p. The contributions
of multiples of C to Fg were computed for all g. When Eq. (33.6) is then
used to compute the ng

d = ng
d[C] for all d and g, the result is that the ng

d

are always integers, as expected. In particular, it is found that ng
d[C] = 0

if g > 0 or if d > 6. However, nonzero n0
d can and do arise, and if d > 1

these invariants correspond to higher rank bundles (actually sheaves). These
sheaves define scheme structures on C with multiplicity d, and n0

d counts the
number of isolated curves that each of these schemes splits up into under a
general deformation of complex structure. The integer d can take any value
up to and including the length � of C, which is defined to be the multiplicity
of C in the scheme π−1(p). In particular, the multiplicity � scheme alluded
to above is just π−1(p) itself.

We illustrate with an example.

Example 33.0.6. Suppose that NC/X = O ⊕ O(−2). We can be very
explicit in this case.
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We can construct X locally as the union of two C3 patches, X = C3∪C3.
We choose coordinates (x, y1, y2) for the first C3, and (w, z1, z2) for the
second C3. The two patches are glued together via

(33.37) z1 = x2y1 + xyn
2 , z2 = y2, w = x−1.

The curve C is obtained by gluing together the curve {y1 = y2 = 0} in
the first patch and the curve {z1 = z2 = 0} in the second patch, and it is
immediate to see that C � CP1.

The integer n occurs in Eq. (33.37) because the normal bundle
N = O ⊕ O(−2) is not enough information to fix C ⊂ X locally near C.
The extra data can be completely described by this single integer n ≥ 2. If n

were taken to be 1 in Eq. (33.37), then the normal bundle of C in X would
have been O(−1) ⊕O(−1).

Let us try to deform C inside X. To first order, the deformation must
be in the O direction in the normal bundle, as O(−2) has no global holomor-
phic sections. A glance at the form of Eq. (33.37) shows that this direction
corresponds to the variable y2 in the first patch, and z2 in the second patch.
We can choose the deformation to be given in the first patch by

y1 = 0, y2 = ε.

¿From Eq. (33.37), we get in the second patch the deformation

z1 = εnx, z2 = ε.

Since x = w−1 is not holomorphic in the (w, z1, z2) patch, we are forced to
formally require εn = 0. This says that our moduli space is therefore a non-
reduced point, described by a single variable ε with εn = 0. The multiplicity
is n0

[C] = n.
To see the n deformations, we can for instance deform the complex struc-

ture of X, replacing Eq. (33.37) with, for instance,

(33.38) z1 = x2y1 + xyn
2 + txy2, z2 = y2, w = x−1

depending on a deformation parameter t. Then C defined by y1 = y2 = 0
and z1 = z2 = 0 remains holomorphic for all t, but there are n−1 additional
curves defined by

y1 = 0, y2 = (−t)1/(n−1), z1 = 0, z2 = (−t)1/(n−1).

Hence C deforms to n curves, as claimed.
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In general, with notation as in Eq. (33.36), it is known that p ∈ Y is
a cDV singularity, which means that a general surface section S ⊂ Y con-
taining p has a rational double point at p. These generic surface singularity
types have been classified. The main result is that these are determined by
length � as shown in the following table.

� S

1 A1

2 D4

3 E6

4 E7

5 E8

6 E8

In general, one gets thickenings of C up to multiplicity �, i.e. multiplicity
d schemes Cd for each d ≤ �. It can be checked that the Chern character
ch(OCd

) of OCd
coincides with the Chern character of a degree d multiple

cover of the original curve C. When the complex structure of X is deformed,
the result is that Cd splits up into n0

d curves in the class d[C].
We anticipate that the GV invariants can be defined more generally

in terms of sheaves. It is straightforward to define a natural tangent-
obstruction theory in the context of the immediately preceding discussion
for which the virtual fundamental class has degree n0

d, as required. Work is
underway to extend the applicability of this construction.





CHAPTER 34

Multiple Covers, Integrality, and Gopakumar–Vafa

Invariants

In this chapter, we discuss the integrality conjectures of Gopakumar
and Vafa, and state a generalized integrality conjecture for Gromov–Witten
invariants of threefolds.1

Let X be a Calabi–Yau threefold. Consider the genus 0 Gromov–Witten
potential of non-constant maps:

(34.1) F̃ 0(q) =
∑

0 �=β∈H2(X,�)

N0
βq

β,

where N0
β is the genus 0 Gromov–Witten invariant of X in the curve class

β. The potential F̃0 differs from the full genus 0 potential by the constant
map contributions (β = 0). Define the invariants n0

β for each nonzero curve
class β ∈ H2(X,Z) by the formula:

(34.2) F̃ 0(q) =
∑
β �=0

n0
β

∑
d>0

1
d3

qdβ.

Eq. (34.2) uniquely determines the invariants n0
β from F̃ 0(q). If X is an

ideal Calabi–Yau threefold, the invariants n0
β enumerate rational curves in

X of class β — in this case, Eq. (34.2) relates Gromov–Witten theory
to enumerative geometry via the Aspinwall–Morrison formula (see Section
29.1.2).

Let X be a quintic Calabi–Yau threefold. By the existence of Vain-
sencher’s curves, X is not ideal (see Sec. 29.1.2). The Gromov–Witten
invariants of X are related to hypergeometric series by the Mirror conjec-
ture. The invariants n0

β may then be recursively determined from Eq. (34.2).
In every case computed, the invariant n0

β has been found to be an integer.
The integrality here is a subtle issue — a priori, only the rationality of n0

β

is expected once the ideal conditions on rational curves in X fail.

1Readers should refer to Part 4 for notation and details regarding Gromov–Witten

theory.

635
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As integrality holds in the ideal case and (experimentally) holds in the
quintic case, it is very natural to conjecture the integrality of n0

β for all
Calabi–Yau threefolds.

Conjecture 34.0.1. The invariants n0
β are integers for all Calabi–Yau

threefolds X and curve classes β �= 0.

Assuming Conjecture 34.0.1 is true, it is natural to seek a geometric
interpretation of n0

β. A striking proposal to answer this question has been
made by Gopakumar and Vafa.

Let X be a Calabi–Yau threefold. We will now consider the Gromov–
Witten invariants of X in all genera:

F̃ (q, λ) =
∑
g≥0

λ2g−2F̃ g(q, λ),

F̃ g(q, λ) =
∑

0 �=β∈H2(X,�)

Ng
βqβ,

where Ng
β is the genus g Gromov–Witten invariant of X in the curve class

β. Gopakumar and Vafa first proposed the following generalization of Eq.
(34.2).

Definition 34.0.7. Define the Gopakumar–Vafa invariants ng
β for each

genus g and each nonzero curve class β ∈ H2(X,Z) by the formula

(34.3) F̃ (q, λ) =
∑

g
β �=0

ng
βλ

2g−2
∑
d>0

1
d

(
sin(dλ/2)

λ/2

)2g−2

qdβ.

Conjecture 34.0.2 (Gopakumar–Vafa). The invariants ng
β are integers

for all Calabi–Yau threefolds X, genera g ≥ 0, and curve classes β �= 0.

The invariants ng
β arise as BPS state counts in a study of Type IIA string

theory on X via M-theory. In the context of physics, the integrality of ng
β

is shown by this identification.
By Eq. (34.3), a single genus 0 BPS state counted by n0

β contributes

λ−2

d

(
λ/2

sin(dλ/2)

)2

qdβ

to the Gromov–Witten theory of X. This is precisely the Gromov–Witten
contribution obtained from a rigid curve P1 ⊂ X of class β by Theorem
27.7.1. However, Eq. (34.3) is not a multiple cover formula in Gromov–
Witten theory for arbitrary rigid curves C ⊂ X — the BPS states n

g(C)
β
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affect Gromov–Witten invariants in degrees and genera where multiple cover
contributions of C vanish. There should be a relationship between Eq. (34.3)
and multiple cover contributions.

Gopakumar and Vafa further proposed a mathematical construction of
ng

β using a moduli space of sheaves on X. The invariants ng
β arise as mul-

tiplicities of special representations of sl2 in the cohomology of the moduli
space of sheaves. A full mathematical development of this approach has not
yet been completed. However, there is compelling evidence in several cases.

We will explain here a conjecture for integrality constraints for all three-
folds that generalizes Conjecture 34.0.2.

34.1. The Gromov–Witten Theory of Threefolds

Let X be a non-singular, projective, algebraic threefold. As before, let
T0, . . . , Tm be a basis of H∗(X,Z) modulo torsion. For simplicity we will
assume the classes Ti are even — no essential difference occurs in the general
case. Let T0 denote the fundamental class, let T1, . . . , Tp denote the (real)
degree 2 classes, and let Tp+1, . . . , Tm denote the classes of degree greater
than 2. Let t0, . . . , tm be a set of corresponding variables. The Gromov–
Witten potential of X may be written in the form

(34.4) F (t, λ) = F 0
β=0 + F 1

β=0 +
∑
g≥2

F g
β=0 +

∑
g≥0

∑
β �=0

F g
β .

The potential F̃ (t, λ) will denote the non-constant map contributions:

F̃ (t, λ) =
∑
g≥0

∑
β �=0

F g
β .

34.1.1. β = 0 Contributions. The first three terms in Eq. (34.4) are
the contributions of the constant maps. The genus 0 constant contribution
records the classical intersection theory of X:

F 0
β=0 = λ−2

∑
0≤i1,i2,i3≤m

ti1ti2ti3
3!

∫
X

Ti1 ∪ Ti2 ∪ Ti3 .

The genus 1 constant contribution is obtained from a virtual class calcula-
tion:

F 1
β=0 =

p∑
i=1

ti〈Ti〉g=1,β=0 = −
p∑

i=1

ti
24

∫
X

Ti ∪ c2(X).
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The Gromov–Witten invariants 〈Ti〉g=1,β=0 can be calculated by identifying
the virtual class of M1,1(X, 0) with

e(TX ⊗ E∨) ∩ [X ×M1,1],

using the ideas of Sec. 26.1.2. Similarly, the genus g ≥ 2 contributions are

F g
β=0 = 〈1〉g,β=0 = (−1)g λ2g−2

2

∫
X

(c3(X) − c1(X) ∪ c2(X)) ·
∫
Mg

λ3
g−1,

obtained from the virtual class equation:

[Mg(X, 0)]vir = e(TX ⊗ E∨) ∩ [X ×Mg].

The Hodge integrals that arise here have been computed:∫
Mg

λ3
g−1 =

|B2g|
2g

|B2g−2|
2g − 2

1
(2g − 2)!

,

where B2g and B2g−2 are Bernoulli numbers. The β = 0 contributions to F

are therefore completely understood.

34.1.2. β �= 0 Contributions. Since the virtual dimension of the mod-
uli space Mg(X,β) is∫

β
c1(X) + 3g − 3 + 3 − 3g =

∫
β
c1(X),

the classes β satisfying
∫
β c1(X) < 0 do not contribute to the potential X.

Therefore, the fourth term in Eq. (34.4) may be divided into two sums:∑
g≥0

∑
β �=0

F g
β =

∑
g≥0

∑
β,
�
β �=0 c1(X)=0

F g
β

+
∑
g≥0

∑
β,
�

β c1(X)>0

F g
β .

In the case β �= 0, we will write the series F g
β in the form

F g
β (t, λ) = λ2g−2qβ

∑
n≥0

1
n!

∑
p+1≤i1,...,in≤m

ti1 · · · tin〈Ti1 · · ·Tin〉g,β.

The degree 2 variables t1, . . . , tp have been formally suppressed in q:

qβ = q

�
β T1

1 · · · q
�

β Tp

p , qi = eti .
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34.2. Proposal

Let X be a threefold as in Sec. 34.1. We will define new invariants

ng
β(Ti1 , . . . , Tin)

for every genus g, curve class β �= 0, and vector of classes (Ti1 , . . . , Tin). Our
primary interest will be in the case where the following conditions hold:

(i) deg(Tik) > 2 for all k.
(ii) n +

∫
β c1(X) =

∑n
k=1 deg(Tik).

The invariants will be defined to satisfy the divisor equation (which allows
for the extraction of degree 2 classes Ti). Also, ng

β(Ti1 , . . . , Tin) will be
defined to vanish when condition (ii) is violated.

The invariants ng
β(Ti1 , . . . , Tin) are defined by the following equation:

F̃ (t, λ) =
∑
g≥0

∑
β,
�
β �=0 c1(X)=0

ng
βλ

2g−2
∑
d>0

1
d

(
sin(dλ/2)

λ/2

)2g−2

qdβ

+
∑
g≥0

∑
β,
�
β c1(X)>0

∑
n≥0

1
n!

∑
p+1≤i1,...,in≤m

ti1 · · · tin

· ng
β(Ti1 · · ·Tin)λ2g−2

(
sin(λ/2)

λ/2

)2g−2+
�
β c1(X)

qβ.

Conjecture 34.2.1 (Pandharipande). The invariants ng
β(Ti1 , . . . , Tin)

are integers for all threefolds X, genera g ≥ 0, curve classes β �= 0, and
integral cohomology classes (Ti1 , . . . , Tik).

The motivation for Conjecture 34.2.1 is drawn from the Gopakumar–
Vafa invariants in the Calabi–Yau case and calculations of degenerate con-
tributions in the Fano case.

34.2.1. Case
∫
β c1(X) = 0. If X is Calabi–Yau, this case holds for all

classes β �= 0. Degree d multiple covers of β contribute to the Gromov–
Witten invariant of dβ. While the Gopakumar–Vafa formula is not exactly
a multiple cover formula, the integrality constraint is believed to be “equiv-
alent” to a suitably defined cover formula. We take the Gopakumar–Vafa
formula to define ng

β for curve classes β satisfying
∫
β c1(X) = 0 in arbitrary

threefolds.
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34.2.2. Case
∫
β c1(X) > 0. If X is Fano, this case holds for all classes

β �= 0. The moduli space of maps Mg(X,β) has positive virtual dimension.
The Gromov–Witten invariants Ng

β(Ti1 , . . . , Tin) of X then depend upon a
vector of cohomology classes

γ = (Ti1 , . . . , Tin).

Let Yik ⊂ X be general topological cycles dual to the classes Tik . Integers
in the Gromov–Witten theory of X can be predicted through degenerate
contributions.

Let us assume we are in an ideal situation with respect to the moduli
spaces of maps to X. Let MBir

g (X,β) denote the moduli space of birational
maps from non-singular genus g domain curves. We assume first:

(i) The spaces MBir
g (X,β) are generically reduced and of the expected

dimension for all h ≤ g.

There is then an enumerative integer ng
β(γ) defined to equal the number of

genus g maps of class β with non-singular domains meeting all the cycles
Yi. However, ng

β(γ) will not equal Ng
β(γ). The difference arises from the fol-

lowing observation. For each h < g, there are nh
β(γ) maps with non-singular

genus h domains of class β satisfying the required incidence conditions. The
Gromov–Witten invariant Ng

β(γ) receives a degenerate contribution from
each of these lower genus solutions (via reducible genus g maps factoring
through covers of the lower genus curves). As the genus h solution repre-
sents the class β, the covers must be of degree 1.

Dimension counts show maps multiple onto their image and maps with
reducible images are not expected to contribute to Ng

β(γ). This is the second
ideal assumption:

(ii) Maps in Mg(X,β) multiple onto their image or with reducible im-
age do not satisfy incidence conditions to the cycles Yi.

Let C ⊂ X be a non-singular, genus h curve of class β satisfying in-
cidence conditions to the cycles Yi. Assume further that C is infinitesi-
mally rigid with respect to these incidence conditions. The contribution
Ch(r,X, β) of C to the Gromov–Witten invariant Nh+r

β (γ) is then well de-
fined: it is an integral over the moduli space Mh+r(C, [C]). This contri-
bution is easily seen to be independent of γ. The final ideal assumption
is:



34.3. CONSEQUENCES FOR ALGEBRAIC SURFACES 641

(iii) For all h < g, the solution maps counted by ng
β(γ) are non-singular

embeddings infinitesimally rigid with respect to the incidence con-
ditions.

The ideal relation between Gromov–Witten theory and the enumerative in-
variants is

(34.5) Ng
β(γ) =

g∑
h=0

Ch(g − h,X, β)nh
β(γ).

The validity of the relation Eq. (34.5) for Ng
β(γ) requires assumptions (i),

(ii), and (iii) for g, β, and γ.
The contributions Ch(r,X, β) are calculated:

(34.6)
∞∑

r=0

Ch(r,X, β)λ2r =
(

sin(λ/2)
λ/2

)2g−2+
�
β c1(X)

.

Formula (34.6) together with Eq. (34.5) provides the motivation for the
Fano case of Conjecture 34.2.1. While most threefolds X will fail to satisfy
the ideal conditions (i)–(iii), the integrality constraints are conjectured to
hold in all cases.

If Conjecture 34.2.1 is true, perhaps the recasting of Gromov–Witten
theory in terms of the cohomology of the moduli of sheaves can be under-
taken for all threefolds X.

34.3. Consequences for Algebraic Surfaces

Instead of reviewing the evidence for these integrality conjectures, we
present here some peculiar consequences of the strongest one, Conjecture
34.2.1.

The motivation for the Fano case of Conjecture 34.2.1 came from study-
ing threefolds X with ideal properties with respect to the moduli of maps.
As the statement of the conjecture applies to all X, it is natural to examine
the consequences for threefolds at the opposite extreme.

Very ill behaved spaces of maps can be found in product varieties. Let
X be a threefold of the form

X = S × E,

where S is an algebraic surface and E is an elliptic curve. Let β ∈ H2(X,Z)
be the vertical curve class:

β = [L] × [P ],
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where

[L] ∈ H2(S,Z), [P ] ∈ H0(E,Z)

are curve and point classes respectively. The moduli of maps to X is a
product:

Mg(X,β) = Mg(S, [L]) ×E.

The virtual dimension of Mg(X,β) is
∫
[L] c1(S), while the virtual dimension

of Mg(S, [L]) is
∫
[L] c1(S) + g − 1. Therefore Mg(X,β) will in general have

excess dimension. In fact the virtual class of the moduli of maps to X is
determined by

(34.7) [Mg(X,β)]vir = (−1)gλg ∩ [Mg(S, [L])]vir × [E].

Eq. (34.7) relates the Gromov–Witten theory of the vertical class β to Hodge
integrals over the moduli space of maps to S.

Let Y ∈ H4(S,Z) and P ∈ H2(E,Z) denote the point classes in S and
E respectively. Let n =

∫
[L] c1(S) − 1. By the virtual class relation (34.7),

we find:

〈Y ∪ P, Y, . . . , Y 〉Xg,β =
∫

[Mg,n(S,[L])]vir

(−1)gλg ·
n∏

i=1

ev∗
i (Y ).

If g = 1, then λ1 ∈ H2(M1,1) satisfies the well-known relation

(34.8) λ1 =
1
12

∆0.

Then, by the splitting and divisor axioms of Gromov–Witten theory,

(34.9) 〈Y ∪ P, Y, . . . , Y 〉X1,β = − 1
24

([L] · [L]) 〈Y, . . . , Y 〉S0,[L].

We have now expressed g = 1 invariants of X = S × E in terms of g = 0
invariants of S.

Conjecture 34.2.1 therefore implies integrality conditions for the Gromov–
Witten theory of every algebraic surface. Let [L] ∈ H2(S,Z) be a curve class.
Let Ng(L) denote the genus g Gromov–Witten invariant of S:

Ng(L) = 〈Y, . . . , Y 〉Sg,[L].

Let g(L) denote the genus of a non-singular curve in class [L] determined
by the adjunction formula

2g(L) − 2 =
∫

[L]
[L] − c1(S).
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Conjecture 34.2.1 and Eq. (34.9) directly yield the following integrality
obtained from the invariant n1

β(Y ∪ P, Y, . . . , Y ).

Conjecture 34.3.1. Let S be an algebraic surface, and let [L] be a curve
class satisfying

∫
[L] c1(S) > 0. Then

− 1
12

g(L)N0(L)

is an integer.

Similarly, if g = 2, then λ2 ∈ H4(M2) satisfies a boundary relation in
M2 analogous to Eq. (34.8). Proceeding as above, the following integrality
for n2

β(Y ∪ P, Y, . . . , Y ) is predicted by Conjecture 34.2.1.

Conjecture 34.3.2. Let S be an algebraic surface and [L] a curve class
satisfying

∫
[L] c1(S) > 0. Then

1
2880

(
12g(L)2 + g(L)c(L)− 24g(L)

)
N0(L) +

1
240

χ(S) N1(L)

+
1

240

∑
[A]+[B]=[L]

(
c(L) − 1

c(A)

)
([A] · [B])([B] · [B])N1(A)N0(B)

is an integer. Here χ(S) is the topological Euler characteristic of S, and
c(Z) denotes

∫
[Z] c1(S).

While these conjectures appear strange, they are true in all the cases
studied to date. For example, consider S = P2. Let [L] be the class of a
cubic curve. Then g(L) = 1 and N0(L) = 12 (see Theorem 25.1.1). The
integrality of Conjecture 34.3.1 is then satisfied.

34.4. Elliptic Rational Surfaces

The best evidence for Conjectures 34.3.1 and 34.3.2 has been obtained by
J. Bryan in the case of the elliptic rational surface. We explain his argument
here.

Let S be P2 blown up at nine points. Let F be the anti-canonical class
and let E be the class of one of the exceptional divisors. We will consider
curve classes

Lk = E + kF

for k ≥ 0. Intersection calculations in S yield∫
[Lk]

c1(S) = 1, g(Lk) = k.
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Therefore to prove Conjecture 34.3.1 for the pair S and Lk, we must check
the integrality of

(34.10) − 1
12

kN0(Lk).

The generating series
F (q) =

∑
k≥0

N0(Lk)qk

has been proven to be related to a modular form

F (q) =
∞∏

m=1

(1 − qm)−12.

The integrality of (34.10) can be obtained by differentiation:

−
∑
k≥0

1
12

kN0(Lk)qk−1 = − 1
12

d

dq
F (q) =

∞∏
m=1

(1 − qm)−13 · d

dq

∞∏
m=1

(1 − qm).

Bryan has found a proof of Conjecture 34.3.2 for the classes Lk. A more
subtle analysis of congruence properties of quasi-modular forms is required;
Ramanujan’s congruence modulo 5 plays a role.

Conjectures 34.3.1 and 34.3.2 are the first in an infinite sequence of
integrality conjectures for λg integrals in the genus g Gromov–Witten theory
of surfaces. For g = 1 and g = 2, the Hodge class can be removed to yield
conjectures in pure Gromov–Witten theory.

34.5. Outlook

A fundamental understanding of the integer invariants of Gopakumar–
Vafa (and their likely extension to general threefolds) should revolutionize
the study of Gromov–Witten theory in dimension 3. While the Gromov–
Witten invariants are very difficult to compute directly, there is reason to be-
lieve the Gopakumar–Vafa invariants may admit more effective approaches.
The investigation of these ideas is a very promising future direction for the
subject.



CHAPTER 35

Mirror Symmetry at Higher Genus

In this chapter we discuss the application of mirror symmetry to the
calculation of higher loop correlation functions in topological string theory.
Aspects of the genus 1 amplitude can be most easily exemplified in the case
of the two-dimensional target torus T 2. The genus 1 closed string amplitude
on T 2 is calculated in Sec. 35.2 and compared with the Ray-Singer torsion in
Sec. 35.3. The topological open string annulus amplitude on T 2 is discussed
in Sec. 35.4.

The B-model calculation of closed string higher-genus amplitudes on
three complex-dimensional Calabi–Yau manifolds uses the holomorphic
anomaly equation discussed in Ch. 31. In this chapter the holomorphic
anomaly equation is further studied and solved for the example of the quin-
tic in P4 and the non-compact Calabi–Yau space O(−3) → P2 in Sec. 35.5
and Sec. 35.6.

35.1. General Properties of the Genus 1 Topological Amplitude

We will consider first the closed topological string. At worldsheet genus
1 the simplest amplitude is the vacuum amplitude Eq. (31.14). It can be
defined directly in the operator formalism as1

(35.1) F1 =
1
2

∫
F

d2τ

τ2
TrH(−1)F FLFRqHL q̄HR ,

where q = exp(2πiτ), τ is the complex structure of the worldsheet torus
and F its fundamental region. Without the insertion of the left and right
fermion number operators FL/R, the operator (−1)F , which yields +/− on
states with even/odd worldsheet fermion numbers, would project straight to
the Ramond–Ramond ground states of the energy operator HL + HR. The
integrand reduces in this case to the Witten index, which for the σ-model
just yields the Euler number of the target space.

1For later convenience, let us define F1 =: 1
2

�
F

d2τ
τ2
2

IF to be the quantity IF , which

is to be integrated w.r.t. the SL(2,�) invariant measure over F .

645
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With the insertions of FL/R, F1 has an interesting and calculable depen-
dence on the complex moduli σ, σ̄ of the target space. It factorizes almost,
but not quite, into a holomorphic and an anti-holomorphic piece. The fail-
ure of factorization is described universally by the so-called holomorphic
anomaly equation. It is clear from the path-integral definition of F1 in the
B-model that it is the determinant of an elliptic operator, which varies over
the complex moduli space. This situation was studied by Quillen and others
and it was noted that the determinant of such operators can be captured by
the curvature of a certain bundle (determinant line bundle) on moduli space.
At genus 1 this so-called Quillen anomaly and the holomorphic anomaly are
identical. This way of evaluating the genus 1 index by calculation of the
determinant can be generalized to the open string sector as we will discuss
in Sec. 35.4 for the case of the two-dimensional torus target with D-branes.

Using the methods of topological field theory, we can extend the holo-
morphic anomaly equation to higher genus. As discussed already in Ch. 31
the holomorphic anomaly is in the general case captured by a system of dif-
ferential equations that determine Fg up to an unknown holomorphic section
of a line bundle L2g−2 over the complex moduli space. The fixing of this
section may be viewed as fixing the “boundary condition”. This holomor-
phic section is typically specified by a finite set of numbers, which depend
on the particular background. To fix it one can use both the space-time
interpretation of topological string amplitudes discussed in Ch. 32 and the
mathematical definition of Fg in various limits.

In particular there exists a holomorphic limit F top
g (σ) = lim

σ̄→−i∞
Fg(σ, σ̄),

with σ fixed. Mirror symmetry allows us to trade the complex structure
parameter of the target space σ with the complexified Kähler structure pa-
rameter t of the mirror target space. The expansion of F top

g (t) around the
large volume Im(t) → ∞ has a very interesting interpretation as generat-
ing function for the Gromov–Witten invariants of holomorphic maps with
various degrees from a genus g worldsheet into the mirror target space, see
Eq. (31.19). The same expansions count after a reorganization the integer
number of BPS-states, see Eq. (35.54) and Eqs. (35.56)–(35.59). The holo-
morphic anomaly thus provides recursion relations, which determine infinite
series of Gromov–Witten invariants once a few are known. Note that, in
this holomorphic limit, Fg(σ) is no longer a nice object (it is no longer a
section of the bundle of which it was defined to be a section). However, the
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topological localization formula relating Fg to Gromov–Witten invariants
requires taking this limit. Thus, despite the simplification of the computa-
tion of Gromov–Witten invariants in precise mathematical terms at higher
genus, it is clear that the full Fg, including its non-holomorphic pieces, are
the natural objects to study. At any rate, in this section we compute both
Fg and its holomorphic limit for several cases.

35.2. The Topological Amplitude F1 on the Torus

The critical dimension for the topological string, where all Fg can be
non-trivial, is 3, see Sec. 24.4, Eq. (24.3) and , in Sec. 31, Eq. (31.3).
However for the genus 1 amplitude discussed here and in Sec. 35.4 the
corresponding obstruction vanishes in any dimension.

We take advantage of this fact and discuss first in detail the various
interesting interpretations of F1 in the simple case of the target space T 2,
where everything can be calculated explicitly. However, whenever it is easy
to generalize to the Calabi–Yau case, we will give the corresponding expres-
sions to prepare for the calculation of F1 on Calabi–Yau spaces.

35.2.1. The Generating Function for the Gromov–Witten In-
variants of Holomorphic Maps from T 2 to T 2. Normally in mirror
symmetry the B-model calculation is much simpler then the A-model cal-
culation, mainly because the latter involves generically general complicated
summation over the worldsheet instantons, i.e., the holomorphic maps of the
worldsheet into the target space. However in the T 2 case it is instructive
and simple enough to sum over the worldsheet instantons.

We start with the A-model and study the holomorphic maps from the
worldsheet torus T 2

τ to the target space torus T 2
σ . We can then construct

F top
1 as the generating function of the Gromov–Witten invariants of these

maps from basic properties of the latter.
Both tori will be defined as the complex plane divided by a two-dimen-

sional lattice, i.e., T 2
i = C/Γi. The generators of the two-dimensional lattices

Γi are given by the complex numbers (eτ
1 , e

τ
2) and (eσ

1 , e
σ
2 ) respectively. By

the holomorphic automorphism of C: z → λz we may normalize (1, τ) =(
eτ
1

eτ
1
,

eτ
2

eτ
1

)
, so that τ parametrizes the complex structure of the worldsheet

torus. Similarly σ = eσ
2

eσ
1

parametrizes the complex structure of the target
space torus.
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Clearly a map X : C → C is well defined as a map between the tori only
if X∗ : Γτ ↪→ Γσ, i.e., if
(35.2)(

eτ
2

eτ
1

)
=

(
r m

s n

)(
eσ
2

eσ
1

)
or equivalently τ =

reσ
2 + meσ

1

seσ
2 + neσ

1

=
rσ + m

sσ + n
,

with M =

(
r m

s n

)
∈ GL(2,Z), see Fig. 1. Note that the T 2

τ torus covers

d = | det(M)| times the T 2
σ torus, i.e., d is the degree of the map, which is

given by

(35.3) X(z) = (sσ + n)z.

It is lattice compatible as it maps the normalized lattice generators to lattice
vectors, namely X(1) = sσ + n and X(τ) = rσ + m.

e

eσ

σ

eτ

eτ

2

2

1
1

Figure 1. Lattice configurations that allow for a degree 6 map.

In string theory the Gromov–Witten invariants emerge from the evalu-
ation of the variational integral2 over all maps from the worldsheet to the
target space torus weighted by the string action, whose stationary configu-
rations are holomorphic maps X0 : T 2

τ → T 2
σ of degree d. For the topological

string the full path-integral localizes to holomorphic configurations and its
measure collapses to a virtual fundamental class φd, which has to be inte-
grated over the moduli space Md of holomorphic maps. As is common in the
definition of path-integrals with symmetries, one has eventually to divide by
them. Here the symmetry acts as the automorphism group of Md.

If d > 0, then Md is discrete so the integral is over points only, nor-
malized to count one for each map. It is discrete because the condition

2The string analogue of the path-integral.
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Eq. (35.2) localizes the integral over dτ in Eq. (35.1) to contributions from
compatible complex structures.

The automorphism group of Md is

(35.4) Z2 × Zd × SL(2,Z).

The Z2 comes from the hyperelliptic involution of T 2
τ . Note that it reverses

the orientation. Maps with d > 1 are all multi-covering maps. In this case
we have a non-trivial Zd action on Md induced by the cyclic permutation
of the sheets. The last factor in Eq. (35.4) is due to the holomorphic one
to one maps from T 2

τ → T 2
τ labeled by SL(2,Z). As is well known, only if

M ∈ SL(2,Z) can we have a holomorphic one-to-one map between the tori,
with a given orientation.

Taking into account the two orientations, which are killed3 by the factor
1
2 from the Z2, one gets for d = 1 the contribution 1 after dividing by
SL(2,Z).

Multi-covering maps are given by M ∈ GL(2,Z) with | det(M)| = d > 1.
Again we have to divide by SL(2,Z), i.e., to sum only over equivalence classes
M ∼ AM with A ∈ SL(2,Z). By a theorem of Hermite, the inequivalent

summation is in this case over

(
r 0
m ±n

)
with r, n ≥ 1 and m = 0, . . . , r−1.

In the sum below the two choices ±n are again killed by the Z2.
It remains to discuss the constant map piece d = 0. This is actually

the only case in which an integral over the moduli space has to be per-
formed. In the relevant limit, limt,t̄→−i∞ F1, we can evaluate Eq. (35.1) in
the path-integral formulation explicitly for arbitrary Calabi–Yau manifolds
M of complex dimension n. The integration over the fermion zero modes
reduces the path-integral to
(35.5)
1
2
(−1)n−1

∫
F

dτ

4π(τ2)2

∫
M

k ∧ cn−1(TM) =
(−1)dim(M)−1

24

∫
M

k ∧ cn−1(TM),

where k is the Kähler form and cn(TM) is the nth Chern class of the tan-
gential bundle of the target space.

3Note that t → −t for orientation reversing maps.
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Putting everything together we can write down the generating function

F top
1 = − 2πit

24
+

∞∑
n,r=1

r−1∑
m=0

e2πinrt

nr

= − log η(t).

(35.6)

Here Im(t) is the area (volume) of the target space and η(t) is the Dedekind

eta function η(t) = q
1
24
t

∏∞
n=1(1 − qn

t ) with qt = exp(2πit).
Instanton contributions are classical solutions X0 of the equation of mo-

tions, which contribute to the path-integral. The exponential factor e2πidt

comes from the e−S(X0) term in the path-integral and suppresses the instan-
ton contributions for large volume. The constant map contribution has no
such suppression and scales linearly with the volume t ∼

∫
T 2

σ
k.

As we have seen before and will review in Sec. 35.2.2, it is natural to
complexify t by an anti-symmetric two-form b to t = b + iA.

35.2.2. Direct Calculation of F1. On T 2 we can solve the first quan-
tized string theory and calculate its correlation functions explicitly. Given
these expressions we can understand the action of the duality group, includ-
ing mirror symmetry, for this simple example. In particular we can evaluate
Eq. (35.1) and obtain

(35.7)
Z(τ, τ̄) = Tr (−1)FFLFRqHL q̄HR

=
∏∞

n=1(1 − qn)2(1 − q̄n)2∏∞
n=1(1 − qn)2(1 − q̄n)2

∑
(pL,pR)∈Γ

q
1
2
p2

L q̄
1
2
p2

R .

This can be derived using the methods discussed in Ch. 11. Eq. (35.7)
is very close to computation of the Witten index, which would vanish for
T 2. The insertion of FLFR is responsible for leading to a non-vanishing re-
sult. There are four elements in the ground state {|0〉Fk } = {|0〉,Ψ0|0〉, Ψ̃0|0〉,
Ψ0Ψ̃0|0〉} ∼ {1, dz, dz̄, dz ∧ dz̄} on the target-space torus, cf. Eq. (13.86).
The FL = Ψ∗

0Ψ0 and FR = Ψ̃∗
0Ψ̃0 are needed to absorb these fermionic zero

mode. Note that (−1)FFLFR = 1/4 for all the four ground states. In the op-
erator formulation the numerator and denominator come from the fermionic
and bosonic oscillator modes respectively. Γ is the four-dimensional “Narain
lattice”, parametrized by the geometrical background data, the metric G and
anti-symmetric tensor field B. This was discussed for some special cases in
Ch. 11. We define



35.2. THE TOPOLOGICAL AMPLITUDE F1 ON THE TORUS 651

(35.8) IF := τ2Tr(−1)FFLFRqHL q̄HR = τ2

∑
(pL,pR)∈Γ

q
p2
L
2 q̄

p2
R
2 .

Let us now discuss the remaining lattice sum from the bosonic zero
modes, a generalization of Eq. (11.66). Worldsheet modular invariance
requires Γ to be even and self-dual. This Narain lattice can be parametrized
as

(35.9) pL/R =
1√
2
[ni + mj(B ± G)ji]e∗ i,

where e∗ spans the dual lattice of the torus (G−1)ij = 〈e∗ ie∗ j〉. In the two
dimensional case we have 3 + 1 real background parameters, three coming
from the metric, which may be parametrized by eσ

2 = R2e
iφ, eσ

1 = R1,
and one, b parametrizing the value of the constant anti-symmetric two-
dimensional tensor. It is convenient to combine these four parameters into
two complex parameters

(35.10) σ =
G12

G22
+ i

√
detG
G22

=
eσ
2

eσ
1

, t = b + i
√

detG,

with A :=
√

detG = R1R2 sinφ. They represent the complex structure σ

of the target space torus and its complexified area t, called the complexified
Kähler structure. The inverse relation is

(G + B)ij =
A

σ2

(
|σ|2 σ1

σ1 1

)
+

(
0 b

−b 0

)
,
(
G−1

)ij =
1

Aσ2

(
1 −σ1

−σ1 |σ|2

)
.

Time and space translation operators can be identified from

e2πiτ1P−2πτ2H = q
p2
L
2 q̄

p2
R
2 (up to integers from the oscillators) as

(35.11)
H = 1

2(p2
L + p2

R)
= 1

2(niG
ijnj + 2miBij(G−1)jknk + mi(G −BG−1B)ijm

j),
P = 1

2(p2
L − p2

R) = mini,

where mi and ni are recognized as the winding and the momentum quantum
numbers of the string. With a little calculation this can be expressed in the
variables Eq. (35.10) using

p2
L =

1
2t2σ2

|(n2 − σn1) − t(m1 + σm2)|2,

p2
R =

1
2t2σ2

|(n2 − σn1) − t̄(m1 + σm2)|2.
(35.12)
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In this form it is immediately apparent that T -duality on one circle, i.e.,
the exchange of

(35.13) M : t ↔ σ, n1 ↔ m1

leaves (35.12,35.11) and hence (35.7) invariant4. Obviously, this exchange of
complex structure and Kähler structure identifies this duality operation as
mirror symmetry on the torus. Another important symmetry is the so-called
axionic shift

(35.14) T : t → t + 1,
n2 → n2 − m1,

n1 → n1 + m2
.

This symmetry can be seen directly from the path-integral, because the only
b-dependent term in the action is SB = 1

4πα′
∫
Σ dσ2 εαβBεµν∂αX

µ∂βX
ν ,

where b = BR1R2 sinφ is the flux of the B-field through the torus. Hence
a shift b → b + 1 gives an irrelevant 2πnw phase in the exponential of the
path-integral, where nw ∈ Z is the winding number of the map X.

Exercise 35.2.1. Find the generators of the full O(2, 2,Z) operation on
ni,m

i which leaves P = (p2
L − p2

R)/2 = n1m
1 + n2m

2 + N invariant up to
a sign. Find its induced action on (σ, t), so that (35.7) is invariant. Give a
physical interpretation of the generators.

Solution: With Im(−1
t ) = t1

|t|2 we see that S : [(n1↔m1, n2↔−m2), t↔−1
t ]

is a symmetry. Together with (35.14) this generates a PSL(2,Z) action
on t. Conjugation by (35.13) gives the standard PSL(2,Z) action on σ,
which defines the fundamental region Fσ = C/PSL(2,Z) for the space-time
complex structure. In addition we have charge conjugation C : [(σ, t) →
(−σ̄,−t̄)] and worldsheet parity P : [(m1 → −m1,m2 → −m2), (t → −t̄)],
which transforms b → −b and exchanges PL with PR.

To bring Eq. (35.8) to the expression which emerges naturally in the
path-integral calculation of the amplitude we have to make a Poisson re-
summation, which is relegated to appendix A. As a result we can write

(35.15) IF = A
∑
M

exp

−2πitdet(M) − πA

τ2σ2

∣∣∣∣∣(1, σ)M

(
τ

1

)∣∣∣∣∣
2
 .

4The transformation of the shape of the torus is shown on the cover of this book,

where b is set to zero. It is necessary and possible to show that all duality symmetries to

be discussed are symmetries of all correlation functions.
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Here the sum is over all integers in M =

(
m2 k2

m1 k1

)
. For each summand

the action of SL(2,Z) on M → MA can be undone by the fractional action
N(τ) = n11τ+n12

n21τ+n22
with N = A−1 on τ . To obtain F1 one has to integrate 1

2IF

against the SL(2,Z)-invariant measure dτ
τ2
2
. Therefore one can trade the sum

over elements in an SL(2,Z) orbit of Mi by an integration over the SL(2,Z)
orbits Fi of F instead of F . It turns out that there are three types of orbits
to be distinguished:

1) M1 ≡ 0: then F1 = F and the integration yields

I1 =
A

2

∫
F

d2τ

τ2
2

=
Aπ

6
= −2πi

t− t̄

24
.

2) det(M2) �= 0: then by the theorem of Hermite, M2 can be represented

by M2 =

(
r m

0 ±n

)
with r, n ≥ 1, m = 0, . . . , r − 1 and F2 becomes F2 =

2H+, H+ the upper half-plane. The integration yields

I2 = A
∑

0≤m<r
n �=0

e−2πirn

∫ ∞

−∞
dτ1

∫ ∞

0

dτ2

τ2
2

e
− πA

τ2σ2
|rτ+m+pσ|2 = − log

∞∏
n=1

|1− qn
t |2,

with qt = exp(2πit). We have encountered the first two orbits already in
Sec. 35.2.1. From them we get I1 + I2 = − log(|η(t)|2), whose holomorphic
part coincides with Eq. (35.6).

3) M3 �= 0: det(M3) = 0 in this case M3 =

(
0 k2

0 k1

)
and

F3 = {τ ∈ H+ : |τ1| < 1
2}. The integral

I3 =
A

2

∫ 1
2

− 1
2

dτ1

∫ ∞

0

dτ2

τ2
2

∑
k2,k1 �=0

e
− πA

τ2σ2
|k1+k2σ|2

is divergent and has to be regulated by the factor (1− e
− N

τ2 ) with N → ∞,
which yields I3 = − log(|η(σ)|2)− 1

2 log(t2σ2) +C. The constant C depends
on the regularization, but ∂tF1 and ∂σF1 are unambiguously defined. With
C = 0 one gets

(35.16) F1 = − log(
√

σ2|η(σ)|2) − log(
√

t2|η(t)|2)

in complete accordance with Eqs. (35.6, 35.22), except that here we get the
mirror symmetric, i.e., (t ↔ σ) symmetric, expression.
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We can simplify the previous calculation by taking the t̄ → −i∞ limit
already in Eq. (35.15), which specializes, up to a t-independent (infinite)
constant from case 3), to

lim
t̄→−i∞

IF =
t− t̄

2i
+

∑
M∈GL(2,�)

e2πit|det(M)| τ2
2

| det(M)|δ(τ −M(σ)) +O(e−2πit̄)

and the derivative ∂
∂tIF can be integrated immediately w.r.t. the invariant

measure dτ
τ2
2

to give

∂

∂t
F top

1 :=
1
2

∫
F

dτ

τ2
2

∂

∂t
lim

t̄→−i∞
IF = −2πi

24
+

1
2

∑
M(σ)∈F

e2πit|det(M)|,

where the sum is over the orbit of type 2.). Hence one gets

∂

∂t
F top

1 = −2πi

24
+

∞∑
n,r=1

n−1∑
m=0

e2πitnr

= −2πi

24
+

∞∑
n=1

nqn

1 − qn
= − ∂

∂t
log η(t),

in complete accordance with the analysis in Sec. 35.2.1 and Sec. 35.3.1.

35.3. The Ray-Singer Torsion and the Holomorphic Anomaly

Based on the equivalence between the path-integral and the operator
formulation for purely imaginary τ , we can relate Eq. (35.1) via the path-
integral to determinants of a Laplacian for B-model topological strings. Re-
call that in the B-model case, the topological string localizes to constant
maps, and thus this is not very surprising. We will discuss this localization
for arbitrary Calabi–Yau n-folds M . Let ∆V = ∆1 +∆2 = ∂̄V ∂̄†

V + ∂̄†
V ∂̄V be

the Laplacian of a ∂̄-operator coupled to a vector bundle V ,

∂̄V : Ωq,p(V ) → Ωq,p+1(V ).

Locally such an operator looks like ∂̄V = dz̄i(∂z̄i + ai(z)), where ai(z) are
smooth matrix-valued functions. These operators are in one-to-one corre-
spondence with the holomorphic structures on V and we call the moduli
space of the latter M. The spectrum S of ∆ contains, by Hodge decompo-
sition, the eigenvalues of ∆1 and ∆2. Furthermore if ∆(p)

i is the Laplacian
acting on p-forms, then S(∆(p)

1 ) = S(∆(p−1)
2 ) and S(∆(p)

2 ) = S(∆(p+1)
1 ). As

the fermion number changes with the degree of the form, one would like to



35.3. THE RAY-SINGER TORSION AND THE HOLOMORPHIC ANOMALY 655

consider
∏n−1

p=0 (det′ ∆(p)
V )(−1)p

, but this cancels due to the above symmetry5.
So the simplest non-trivial expression to consider for Kähler manifolds is

I(V ) =
n−1∏
p=0

(det′∆(p)
2 )(−1)p

=
n−1∏
p=0

(det′∆(p)
V )(−1)pp.

If V is flat this quantity, if properly normalized, is known as the holomorphic
Ray–Singer torsion. One can use a heat kernel integral to regularize the
determinant

(35.17) log I(V ) =
∫ ∞

ε

ds

s
Tr′(−1)pp exp(−s∆(p)

V ).

To relate this to the expression Eq. (35.1) we have to know the geometric
realization of FL/R. The Hilbert space of the B-model is given by

(35.18) H =
⊕
p,q

∧pT̄ ∗
M ⊗ ∧qTM .

The identification of the topological states with the cohomology of (n−q, p)-
forms in Hn−q,p(M) is induced by the identification G+ = 1

2(∂̄ + ∂†),
Ḡ− = 1

2(∂̄ − ∂†), and hence QB = G+ + Ḡ− = ∂̄. The identification of
the (p, q)-sectors of Eq. (35.18) with Hn−q,p is by contraction of the indices
in ∧qTM with the ones of the unique holomorphic (n, 0)-form. FL/R is then
given by

(35.19) FL/R =
1
2
((p− q) ± i(k − k†)),

where k denotes the wedging with the Kähler form and k† denotes the con-
traction with the Kähler form on M . Together with k3, normalized to have
eigenvalues (p + q − n)/2 on the (n − q, p) elements in (35.18), k and k†

generate the well known sl(2) action on the cohomology of the Kähler man-
ifold M6. Eq. (35.19) is justified by the fact that the expression has the
right commutation relation7 with the G’s and the right parity. If FLFR is
inserted in the trace −(k − k†)2 can be replaced by (p + q − n)2. Insertions
of p2, q2, pn, qn and n2 terms all give rise to various combinations of moduli

5As usual the prime denotes the product over nonzero eigenvalues only.
6This can be found e.g., in section 0.7 of [121]. Note the identification k = L, k† = Λ

and h = 2k3.
7[k, ∂†] = i∂̄, [k†, ∂] = i∂̄†, [k†, ∂̄] = −i∂̄† and [k, ∂̄†] = −i∂̄.
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independent arithmetic genera χk =
∑

p(−)phk,p. So comparing Eq. (35.1)
with Eq. (35.17) for purely imaginary τ and using H = ∆V one can rewrite
(35.20)

F1 =
1
2

∫
F

d2τ

τ2
TrH(−1)p+q p q qHR q̄H̄L =

1
2

∑
q

(−1)qq log(I(∧qT ∗)).

For M a Riemann surface it was observed by Quillen that I(V ) deter-
mines a metric on the determinant line bundle over M, whose curvature
∂∂̄ log(I(V )) is proportional to the Kähler form of M. For general dimen-
sion of M this result has been extended to the formula
(35.21)

∂∂̄ log(I(V )) = ∂∂̄

n∑
p=0

(−1)p log(det(g(p))) + 2πi

∫
M

Td(T )Ch(V )|(1,1) .

Here g(p) is the inner product in the zero mode space of ∆(p)
2 and T is the

holomorphic tangent bundle of the Calabi–Yau, viewed as a bundle over the
total space of M over M, the universal Calabi–Yau space.

35.3.1. The Quillen Anomaly for T 2. For the case of F1 on the
two dimensional torus with V = T ∗, the logarithm of the inner product in
the space of zero modes is just the Kähler potential for the Weil–Petersson
metric, the metric on the upper half-plane gσσ̄ = 1

Im2(σ)
. Hence the formulas

Eqs. (35.20, 35.21) reduce to

∂σ∂σ̄F1 = − 1
2(σ − σ̄)2

.

This equation is easily solved,

F1 = −1
2

log(σ2|f(σ)|2) = − log(
√

σ2|f(σ)|),

where we encounter the simplest example of a holomorphic ambiguity, namely
f(σ). To fix it we note that due to space-time duality invariance F1 must be
invariant under the PSL(2,Z) action on the σ-plane. Hence f must compen-
sate for the transformation of

√
σ2 and thus transform as f(− 1

σ ) = −iσf(σ),
i.e., it must be a modular form of weight 2. Furthermore, on physical grounds
we know that F1 must be finite inside the fundamental domain σ �= i∞. This
fixes f = η(σ)2 uniquely and so

(35.22) F1 = − log(
√

σ2|η(σ)|2).
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Note that if we identify σ with t as suggested by mirror symmetry we get
in the limt̄→−i∞ F1 the function Eq. (35.6). In particular the −2πit

24 comes

from η(t) ∼ q
1
24
t in the Im(t) → ∞ limit.

35.3.2. Comparing the Holomorphic Anomaly and the Ray–
Singer Torsion. It is interesting to contrast Eqs. (35.20, 35.21) directly
with the holomorphic anomaly equation as derived in Ch. 31,

(35.23) ∂j̄∂iF1 =
1
2
TrCiC̄j̄ −

1
24

Gij̄Tr(−1)F ,

where the Ci, C̄j̄ are matrix representatives of the action of the the chiral,
anti-chiral fields φi, φ̄j̄ on the Ramond ground states. For more details see
Ch. 17. The TrCiC̄j̄ reproduces the zero mode part of Eq. (35.21) as it
appears in Eq. (35.20).

Let us turn to the topological term and rewrite this term in Eq. (35.20)
as

1
2
Td(T )

n∑
q=0

(−1)qqCh(∧qT ∗) =
n

4
cn(T ) +

cn−1(T )
2

− 1
24

cn(T )c1(T ) + · · · .

If we integrate the latter w.r.t. 2πi
∫
M and restrict to the (1, 1) part, we get

indeed 2πiχ(M)c1(T )/24 = −χ(M)Gij̄/24, i.e. the identification of the last
term in Eqs. (35.20, 35.21) and (35.23).

35.4. The Annulus Amplitude Fann of the Open Topological
String

35.4.1. B-model Calculation of Fann on the Two-dimensional
Torus. In this section we want to generalize the study of the one-loop am-
plitudes on a space-time torus T 2 to the open string. The relevant amplitude
is the annulus amplitude8

(35.24) Fann = −1
2

∫ ∞

0

ds

s
Tr′(−1)FF exp(−sH).

The picture becomes richer as mirror symmetry exchanges not only the
complex and Kähler structure on the T 2 but also Dirichlet and Neumann
boundary conditions for the open string. This action of mirror symmetry

8Klein bottle and Möbius strip amplitudes for the unoriented string are quite similar,

but will not be discussed here.
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on D-branes is discussed in Chapters 19, 37 and 39. As before we find inter-
pretations for certain processes that depend only on the complex structure
by using dual processes that depend only on the Kähler structure.

We describe here only the B-Model calculation of the annulus amplitude
for the open string with Neumann boundary conditions on the torus with
a rankN U(N) bundle over the space-time torus. This corresponds to N

D2 branes extending over the T 2. In this calculation no winding modes,
but only shifted momentum modes, contribute. Therefore it can be reduced
essentially to a point particle calculation for the quantity Fann = log det ∂̄A.
Alternatively one could calculate in this simple example Fann also in the
A-model after applying T-duality on one circle. We will leave this to the
reader. However we will give in Sec. 35.4.2 the A-model interpretation of
the B-model result.

Let us first discuss in some detail the effect of T-duality on the branes.
Recall the couplings of the string (σ-model) on bounded worldsheets to the
background parameters

S =
1

πα′

∫
Σ
d2σ
[
Gµν∂aX

µ∂bX
νηab + Bµν∂aX

µ∂bX
νεab
]

+
1

2πα′

∮
∂Σ

dτAi∂τξ
i.

(35.25)

Here we wrote for simplicity only one U(1) field Ai, i = 0, 1, 2 on the D2
brane with internal coordinates ξi, i = 0, 1, 2. The usual gauge transforma-
tion Bµν → Bµν + ∂µΛν − ∂νΛµ must be compensated for on the boundary
by Aµ → Aµ − Λµ so that the invariant field strength is Fµν = Bµν − Fµν .
For simplicity we therefore may choose later a B field so that this quantity
vanishes. Also we restrict ourselves to constant background fields. Simple
boundary conditions with no sources at the boundaries can be determined.
If the coordinates X1, X2 are on the T 2 these are9

∂σ1X0 = 0,

∂σ1X1 + F∂σ0X2 = 0,

∂σ1X2 −F∂σ0X1 = 0,

∂σ0Xa = 0, a = 3, . . . , 9

.(35.26)

A T-duality transformation as in Eq. (35.13), but here on the X2 coordinate,
exchanges Neumann into a Dirichlet boundary condition. Namely without

9Hereafter we will deal only with the X1, X2 coordinates.
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imposing boundary conditions the relevant bosonic string coordinate is a
solution of the string e.o.m., if X2(z, z̄) = X2

L(z)+X2
R(z̄) with z = σ1 + iσ2,

i.e., σ2 = iσ0 is the Euclidean time and σ1 the space coordinate. T-duality
changes the sign of XR(z̄) so that a Neumann boundary condition on the
old coordinate ∂nX

2(z, z̄) = 0 becomes on the new embedding coordinate
X2′(z, z̄) = X2

L(z)−X2
R(z̄) a Dirichlet boundary condition ∂σ1X2 = ∂nX

2 =
−i∂tX

2′ = −∂σ0X2′ = 0. On an S1 without Wilson lines this forces the open
string endpoints to be at X2′(π) − X2′(0) = −2πnR′

2 with n ∈ Z. Wilson
lines in the R2 directions modify this to

(35.27) X2′(π) − X2′(0) = −(2πn− θj + θi)R2′ .

The T-dual boundary conditions to Eq. (35.26) are hence

∂σ1(X1 + FX2) =0,

∂σ0(X2 −FX1) =0.
(35.28)

This correspond to a D1 brane or D-string with an angle φ relative to the
X2 axis, where cot(φ) = F . The energy, hence the length, of the D-string
should be finite, which means that φ should be chosen rational w.r.t. the
(σ′, 1) lattice, so that the string comes back to itself after winding (n,m)
times around the two torus cycles. Here σ′ = τ = R′

1
R′

2
eiα′

is the complex

structure of the dual torus10. If φ is rational, we may as well consider the
situations, where the D-string winds only around the X1 direction.

This corresponds to a flat U(1) bundle. We are interested in general in
the situation of a flat U(N) bundle. The moduli for such a bundle are given
by the rankN flat connection Ai = θidx0 − φidx1. All we have to do is to
calculate det ∂̄A in this background.

Consider first a single complex fermion with anti-periodic boundary con-
ditions in time and space directions (A,A). We label the points on the torus
by x = x0 + σx1, where σ parametrizes the complex structure of the torus.
The fermion couples to one flat gauge field Ai and picks up an additional
gauge phase

Ψ(x0 + 2π, x1) = −e2πiθiΨ(x0, x1),

Ψ(x0, x1 + 2π) = −e2πiφiΨ(x0, x1),
(35.29)

when transported around the a, b cycle respectively.

10Rationality w.r.t. the lattice can be more conveniently formulated after exchanging

the (X1, X2) directions.
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It is straightforward to write down the partition function for a particle
with twisted boundary conditions in the operator formulation. E.g., for the
complex fermion subject to Eq. (35.29) we get, after canonical quantization,
the Hamiltonian11

H =
∞∑
−∞

(n + θ − 1
2
) : b†

n+θ− 1
2

b
n+θ− 1

2

: +
(

θ2

2
− 1

24

)
.

Note the absence of 1
2 for complex fermions. In the Hilbert space gener-

ated by the b†n+θ−1/2 subject to {b†r1 , br2} = δr1,r2 , {b
†
r1 , b

†
r2} = {br1 , br2} =

0, we consider TrHgiq
H , where gi is the twisting in the time direction

gibn+θ− 1
2
g−1
i = −e2πiφi . Let us introduce the complex parameter ui =

φi + σθi. The determinant of the chiral Dirac operator det′C(∂̄Ai) can
be calculated using the equivalence of the operator and the path-integral
formulation for purely imaginary time 2πσ2. Let us assume first that the
field Ψ couples only to the field Ai. Then det′C(∂̄Ai) depends essentially
holomorphically on ui via zi = e2πiui ,

det′C(∂̄Ai) = q
θ2
i
2
− 1

24

∞∏
n=1

(1 + ziq
n− 1

2 )(1 + z−1
i qn− 1

2 ),

up to the factor involving the regularization θ2
i =

(
1

2i σ2
(ui − ūi)

)2
, which

constitutes a factorization anomaly. Here we denote q := exp 2πiσ.
Now let the fermions on the space-time torus couple in the adjoint rep-

resentation to the flat background gauge fields Ai in the Cartan subalgebra
of u(n), which generates the maximal torus of U(N). The θi, φi denote the
holonomies of the maximal torus of U(N) around the a, b cycles of the target
space torus.

To calculate Eq. (35.24) we take the following modifications into account
in the evaluation of log det′(∂̄A′). There are N × N Dirac fermions Ψij

with both chiralities in the adjoint representation of the gauge group. The
fermions couple with the charges ei−ej to the fields in the Cartan subalgebra.
Due to topological twisting the fields are in the periodic sector (P, P ), i.e.,
the sign in the boundary conditions in Eq. (35.29) is flipped. The expression
would vanish if we were not considering the primed determinant, i.e., with

11Here we use the zeta function normalization: The analytic continuation of ζ(z, x) =�∞
n=0(x + n)−z, Re z > 1, x 	= 0,−1,−2, . . . yields ζ(−n, x) = −Bn+1(x)

n+1
. With the

definition of the Bernoulli polynomials (B2(x) = x
2
− x2

2
− 1

12
) it follows that

�∞
n=0(θ−

1
2
+n)

“=” θ2

2
− 1

24
.
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the zero modes removed. The regularized sum over the normal ordering
contributions for one chirality is now 1

2

∑
n>0 n = 1

24 . Hence one arrives at

Fann = −1
2

log det ′(∂̄A′) = − log
N∏

i,j=1

exp
(

π(ui − ūi − (uj − ūj))2

4σ2

)

×
∣∣∣∣∣
∞∏

n=1

q
1
24 (1 − ziz

−1
j qn)

∣∣∣∣∣
2

.

(35.30)

35.4.2. A-model Interpretation of the Annulus Amplitude Fann

on the Torus. We can interpret this function on the mirror side, i.e., trade
σ against t, by making T-duality on one circle Eq. (35.13); i.e., for flat bun-
dles and vanishing B-field the N two-branes wrapping the whole torus with
Wilson line parameters φi, θi, i = 1, . . . , N become N one-branes parallel to
the real axis but shifted by a distance θi and with Wilson line parameters
φi along the brane as shown in Fig. 2

σ
1e

eσ
2

σ
1e

eσ
2

θ

φ i=1..N

i=1..N

b=0 φ i=1..N

θ
θ

θN

1
2

.............

.............

Figure 2. Map of the two-brane configuration by mirror
symmetry into parallel one-branes

We can now consider the topological limit t̄ → ∞. In this limit we get

(35.31) F top
ann(t) =

∑
i,j

2πit[− 1
24

+
(θi − θj)2

4
] +

∑
n,m,i,j

zm
i z−m

j qnm

m
.

This function has an immediate interpretation in terms of open string annu-
lus instantons. For the lowest energy configurations these are holomorphic
embeddings of the annuli swept out by the open string loop (or the closed
string tree-level propagation) in the T 2. In the open string interpretation
one end goes m times around the torus in the direction of the one-brane
i. The lowest mode of the open string corresponds to a configuration in
which the string forms a line perpendicular to the brane i and ends after
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wrapping n times around the torus at the brane j. Its worldsheet area is
therefore nmτ plus (or minus) the strip between brane i and brane j, hence
A = (θi − θj + nm)τ . From the path-integral we also get a boundary con-
tribution of 2πi(φi − φj) from the Wilson lines along brane i and brane j

which is. By the map to the torus, the continuous shift symmetry around
the S1 of the annulus is broken to Zm. Taking the exponential and dividing
out by the Zm, we arrive at the sum in Eq. (35.31).

35.5. F1 on Calabi–Yau in Three Complex Dimensions

In this section we will discuss the topological string amplitude F1 on
Calabi–Yau threefolds and give an example calculation.

35.5.1. Integration of the holomorphic anomaly equation. For
three-dimensional Calabi–Yau spaces, Eq. (35.23) specializes to

(35.32) ∂i∂̄j̄F1 =
1
2
CijkC̄j̄k̄l̄e

2KGjk̄Gkl̄ −
( χ

24
− 1
)
Gij̄ ,

where the Cijk are the three-point functions at genus 0. These three-point
functions and the Kähler potential for the Weil-Petersson metric G follow
from the prepotential F , which is given in terms of periods on W , as dis-
cussed in earlier chapters.

Using Rij̄ = −1
2∂i∂̄j̄ log det(G), which holds for Kähler manifolds, and

the special geometry relation

(35.33) Rk
ij̄l = Gij̄δ

k
l + Glj̄δ

k
i − CilmC̄j̄p̄q̄e

2KGkp̄Gmq̄,

one can integrate Eq. (35.32) up to an unknown holomorphic function f to
obtain

(35.34) F1 = log
(
det(G−1)

1
2 e

K
2

(3+h2,1− 1
12

χ)|f |2
)
.

The holomorphic ambiguity f(z) can be parametrized by the vanish-
ing or pole behavior at the discriminant loci f =

∏k
i=1(∆k)ri

∏h2,1

i=1 zxi
i . In

particular, the xi can all be solved for from the limiting behavior (35.5)
limzi→0 F (1) = − 1

24

∑h2,1

i=1 ti
∫
M c2Ji. The behavior of F1 at certain types of

singularities is universal — e.g., for the conifold singularity rcon := − 1
12 .

In this case the leading behavior of F1 is captured by f(z). In general
the inverse metric and the Kähler factor can also contribute to the leading
behavior.
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35.5.2. The Mirror Map ti(zj) and the Holomorphic Limit. To
use the previous B-model calculation of F1 for the prediction of Gromov–
Witten invariants, we need the relation between complex structure variables
on W denoted by zi and the complexified Kähler structure variables on the
mirror M , which we call ti.

There are 2h2,1(W ) + 2 = 2dim(M) + 2 period integrals ωi(�z) =
∫
γi

Ω,
which depend on h2,1(W ) complex structure variables zi. There exist points
(at least one) in the complex moduli space P∞ = {zi = 0} ∈ M, where the
h2,1(W ) periods have logarithmic behavior ωi ∼ log(zi) + O(z),
i = 1, . . . , h2,1 and a unique period is analytic12, ω0 = 1 + O(z). The
homogeneous coordinates, defined as

(35.35) 2πi ti =
ωi

ω0
∼ log(zi) + O(z),

have the following properties, which define canonical coordinates near any
point P0.

All holomorphic derivatives

(35.36) ∂t1 . . . ∂trΓ
k
ij|P0 = ∂t1 . . . ∂trK|P0 = 0

vanish at P0. As above, let P0 be at z = 0, t = t0; then Eq. (35.36) implies
that in the t coordinates the leading term in λ̄i = (t̄i − t̄0) of K = C +O(λ̄)
and Gij̄ = Ci,j̄ +O(λ̄) is constant. When re-expressed in the coordinates zi,
the holomorphic parts13 of K and G in the λ̄i → 0 limit are

(35.37) K = C − log(ω0), Gim̄ =
∂tk
∂zi

Ckm̄.

Similarly in all quantities to be discussed below we will take the holo-
morphic λ̄ → 0 limit.

The ti at P∞ = {zi = 0} ∼ {Im(ti) → ∞} have the additional property
that they are identified by mirror symmetry with the complexified Kähler
parameters of the mirror M . A simple reason for this identification comes
from a symmetry consideration. We know from the path-integral that the
shifts Eq. (35.14) are exact symmetries for all variables ti in the large radius

12The other h2,1(W ) periods are quadratic in the logarithms and one is cubic. These

points may be characterized by their maximal unipotent monodromy.
13There is an important simplification in the local case. As is clear from the differen-

tial equations associated to the local case, ω0 = 1 is always a holomorphic solution, and

hence for the local case the holomorphic part of the Kähler potential becomes trivial in

the limit Eq. (35.37).
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limit of the A-model on W . On the other hand, symmetries of the B-model,
which depend on the complex structure of M , are realized as monodromies.
Eq. (35.35) identifies the shifts Eq. (35.14) with the monodromies around
zi.

35.5.3. F1 on the Quintic. Here we will calculate F1 on the quin-
tic hypersurface. The mirror is given by the vanishing locus of the one-
dimensional perturbation family in P4,

(35.38) W =
5∑

i=1

z5
i − 5a

5∏
i=1

zi = 0,

subject to the Z3
5 identifications (z1, z2, z3, z4, z5) ∼ (αz1, α

−1z2, z3, z4, z5) ∼
(βz1, z2, β

−1z3, z4, z5) ∼ (γz1, z2, z3, γ
−1z4, z5) with α5 = β5 = γ5 = 1. We

note the topological data χ(M) = −200, h1,1 = 1 and
∫
M c2J = 50. Using

them in Eq. 35.34 one obtains

(35.39) F1 = log
(
det(G−1)

1
2 e

31K
3 |f |2

)
.

The ambiguity f must be fixed from the behavior of F1 at the boundaries
of the moduli space. An exhaustive discussion of this moduli space and the
monodromies can be found in the paper by Candelas, de la Ossa, Green
and Parkes [45]. Here we note that the one-dimensional moduli space of
the mirror quintic is compactified to P1. The boundaries consist of the
discriminant loci. These are values of the moduli for which the manifold
becomes singular. E.g., for finite a we find a solution14 to W = dW = 0 for
a5 = 1 and z1 = · · · = z5 = 1. The Hessian ∂2

∂zi∂zj
W at this point is non-

degenerate. Therefore we have here a nodal singularity, with local equation∑4
i=1 ε2i = (a− 1). If e.g., in a two-dimensional moduli space two nodal loci

meet15, then the Hessian has one zero eigenvalue at the meeting point and
one of the local variables starts with ε3k in the local equation. The structure
of the local singularity determines the leading behavior of Fg. At a = ∞
Eq. (35.38) degenerates into five hyperplanes zi = 0 with hierarchically
more severe singularities, when 2, 3 or 4 of the hyperplanes meet16. From

14Other solutions are identified with this solution by the �
3
5 symmetry.

15These loci in the moduli space are known as conifold divisors.
16This leads to the 1, log, log2, log3 degeneration structure of the periods at z =

1
(5a)5

= 0.
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the Picard-Fuchs equation in the variable w = 1/z = (5a)5 and with the
definition θ = w d

dw ,

[wθ4 − 5(5θ + 4)(5θ + 3)(5θ + 2)(5θ + 1)]ω(w) = 0,

we see that there are four power series solutions i = 1, . . . , 4 starting with
ωi = w

i
5 + O(w

1+i
5 ). By analytic continuation one notes that the symplec-

tic basis of periods starts with Πi = ciw
1
5 + O(w

1+i
5 ). We have therefore

eK ∼ e−
1
5

log(ww̄) ∼ |z| 25 and det(G−1)
1
2 ∼ |z| 65 . At z = ∞, F1 should be

regular as this point does not correspond to a singular manifold. This re-
lates the parameters c, d in the ansatz f(z) = zc(1−55z)d for the ambiguity:
c = −3

5−
31
15−d. Finally in the limit Im(t) → ∞ F1 behaves as F1 ∼ 50

24(t+ t̄),
which yields d = − 1

12 .
It turns out that not only the leading behavior of F1 but also that of

the other Fg are universal at the nodal singularity. The results for the
topological invariants n1

d of the quintic are summarized in the table in Sec.
35.6.4.

35.5.4. F1 on the Non-compact Calabi–Yau Space O(−3) → P2.
The non-compact Calabi–Yau space O(−3) → P2 has a toric description
specified by the non-complete fan spanned by (1, 0, 0) and (1, 1, 0), (1, 0, 1),
(1,−1,−1). The Mori generator represents a relation between these points
and is given by l = (−3, 1, 1, 1). The construction of the mirror geometry of
the non-compact case is a generalization of Batyrev’s construction. Follow-
ing this construction we define Yi, i = 0, . . . , 3 to be complex coordinates
subject to a C∗ scaling action, which fulfill the relation

(35.40)
3∏

i=0

Y li
i = 1 with l = (−3, 1, 1, 1)

and consider the constraint

(35.41) p = a0Y0 + a1Y1 + a2Y2 + a3Y3 = 0.

To exhibit it in a more common form we can introduce new coordinates zi

that solve Eq. (35.40). They are related to Yi by a so-called étale map
Yi = z3

i for i = 1, 2, 3 and Y0 = z1z2z3. The constraint Eq. (35.41) is now
identified with the elliptic curve given by the cubic

(35.42) P =
3∑

i=1

z3
i − 3a

3∏
i=1

zi = 0
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in P2. Note that the map from the zi to the Yi is many-to-one so that one has
to divide the zi by a Z2

3 action to make it well defined. This orbifoldisation
includes a Z3 action, which is an analogue of the Z3

5 action of the previous
example. The three-dimensional mirror geometry can be defined in non-
homogeneous coordinates by the equation

(35.43) p|Y0=1 = uv,

where u, v ∈ C.
The periods on cycles with compact support can be reduced to integrals

of the meromorphic form λ =
∮

log(P )dz1
z1

dz2
z2

on the cubic in P2, where the
loop integral is along a path encircling the zero P = 0. A direct calculation
shows that ωi =

∫
Γi

λ is annihilated by the differential operator

(35.44) L = θ3 − z̃

2∏
i=0

(θ +
i

3
) = L̃θ,

where z̃ = 1
a3 and θ = z̃ d

dz̃ .
We note that θλ = −3a

∮
1
P z3dz1dz2 =: ω̃ is a holomorphic differential

on the elliptic curve, whose periods are annihilated by L̃. To relate ω̃ to the
standard holomorphic differential ω = dx

y , we bring Eq. (35.42) by a GL(3)
transformation on the coordinates zi into the Weierstrass-form

(35.45) y2 = 4x2 − g2x− g3, with g2 = 3a(8 + a3), g2 = 8 + 20a3 − a6

and perform the integration over one coordinate (y after the change of vari-
ables) in the definition of ω̃. This identifies θλ = ω̃ = −3adx

y = −3aω.
The differential operator in Eq. (35.44) has a solution, the so-called

Meijer G-functions G2,2
3,3

(
−w

∣∣∣∣∣13 2
3 1

0 0 0

)
. To be concrete we note that the

following is a basis of solutions: f0 = 1,

t = f1 =
1

2πi

(
log(z) +

∑
n=1

(3n)!
(n!)3n

zn

)
and

f2 =
1

(2πi)2

(
log(z)2 + 2 log(z)

∑
n=1

(3n)!
(n!)3n

zn +
∞∑

n=0

cnz
n

)
,

(35.46)

with z = − w̃
27 and cn = 6 (3n)!

(n!)3n

(
Ψ(3n + 1) − Ψ(n + 1) − 1

3n

)
. As the holo-

morphic solution is a constant, the mirror map Eq. (35.35) is in this case
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simply given by the logarithmic solution. As observed in general the expo-
nential q = exp 2πit of the mirror map

(35.47) q = z − 6z2 + 63z3 − 866z4 + 13899z5 − 246366z6 + O(z7),

as well as its inverse, has integral coefficients

(35.48) z = q + 6q2 + 9q3 + 56q4 − 300q5 + 3942q6 + O(q7).

A basis of solutions that correspond to period integrals over the integral
homology of the elliptic curve can be shown to be given by

(35.49)

ω2

ω0

ω1

 =


∂F
∂ti

1
t

 =


1
6 t

2 − 1
6 t −

1
12 +

∑∞
k,p=1

qkpkn0
k

p2

1
t

 .

The occurrence of the derivative of the prepotential F with the genus 0
instanton numbers n0

k can be explained from its appearance in the periods
of compact Calabi–Yau manifolds.

To see this consider the compact elliptic fibration over P2, which can be
represented as a degree 18 Calabi–Yau hypersurface X18 in P(1, 1, 1, 6, 9).
It can be specialized to the geometry O(−3) → P2 by taking the size of the
elliptic fiber to infinity. The periods in Eq. (35.49) are those periods of X18

that stay finite in this limit.
Eq. (35.37) and the fact that ω0 = 1 implies some simplification due to

a trivial eK factor in Eq. (35.34). More important simplifications occur in
the propagators due to this fact, see Sec. 35.6.1. Note that all dependence
of the F top

g on the Euler number χ disappears due to this simplification.
The singularities of the geometry occur at z = 0, the degeneration into

hyperplanes, and 1−33z = 0, a conifold locus. We therefore parametrize the
holomorphic ambiguity by f = zc(1 − 33z)d and determine the coefficients
c and d again by requiring regularity at 1/z = 0 and F1 ∼ c2J

24 (t + t̄) in the
limit Im(t) → ∞ of F1. The intersections c2J for the non-compact cases were
defined by an adjunction formula. For the case at hand we have c2J = −2,
which fixes, together with the regularity at 1/z = 0, c = 2, d = − 1

12 . The
genus 0 and the genus 1 instanton numbers can be found in the tables in
Sec. 35.6.5.
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35.6. Integration of the Higher Genus Holomorphic Anomaly
Equations

In this section we will connect to the discussion of the higher-genus
anomaly equations in Sec. 31 and describe their explicit integration. We will
apply the result to the quintic and the non-compact O(−3) → P2 geometry.

The higher-genus correlators, i.e., partition functions with fields
Φi1 , . . . ,Φin inserted, also satisfy a holomorphic anomaly equation given
by17

∂̄īF
(g)
i1,...,in

=
1
2
C̄jk

ī
F

(g−1)
jki1,...,in

+
1
2
C̄jk

ī

∑
r=0

∑
s=0

1
s!(n− s)!

∑
σ∈Sn

F
(r)
jiσ(1)...iσ(s)

F
(g−r)
kiσ(s+1)...iσ(n)

− (2g − 2 + n− 1)
n∑

s=1

gī,isF
(g)
i1...is−1is+1...in,

(35.50)

where C̄ij
ī

:= C̄īj̄k̄e
2Kgjj̄gkk̄ and the subscripts of F denote the field inser-

tions. The right-hand side corresponds to the boundary contributions of
the moduli space of marked Riemann surfaces, Mg,n, as depicted in Fig. 3.
More precisely the first term comes from pinching a handle a), the next from
splitting the surface into two components by growing a long tube b), and
the last c) arises when two marked points approach each other.

35.6.1. The Propagators. The solution of Eq. (35.50) is provided by
the calculation of potentials for the anti-holomorphic quantities C̄ij

ī
. In the

first step, one calculates Sij ∈ L−2 ⊗ Sym2TM such that C̄ij
ī

= ∂̄īS
ij . This

follows from (35.33) by noting that in Kähler geometry Rk
ij̄l

= −∂̄j̄Γk
il, and

hence

(35.51) ∂̄k̄[S
ijCjkl] = ∂̄k̄[δ

i
l∂kK + δi

k∂lK + Γi
kl].

The derivatives ∂k̄ on both sides can be removed at the price of introducing a
meromorphic object f i

kl, which also has to compensate for the non-covariant
transformation properties of quantities on the right-hand side.

Therefore it is natural to split f i
kl into quantities with simple transfor-

mation properties: f i
kl = δi

k∂l log f + δi
l∂k log f − vl,a∂kv

i,a + f̃ i
kl, where f̃ i

kl

now transforms covariantly, f ∈ L, and vi,a transform as tangent vectors.

17To distinguish the genus index from the indices of the marked points we write F (g)

in this section.
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a) 

b) 

c) 

Figure 3. Degenerating Riemann surfaces contributing to
the holomorphic anomaly

The choices of the f , vi,a, f̃ i
kl are by no means independent, however. If

we specialize to the one-modulus case, as in our main examples the quintic
and the non-compact P2, we can in addition set f̃ z

zz = 0 and get in the
holomorphic limit the simplified expression

(35.52)
Szz = 1

F
(0)
zzz

[
2∂z log(eK |f |2) − (Gzz̄v)−1∂z(vGzz̄)

]
= − 1

F
(0)
zzz

∂z log
(
v ∂t

∂z

)
as λ → 0,

where v ∈ TM to render Szz covariant18. Further potentials needed to solve
for the F (g) in the global cases are S ∈ L−2, with Cj̄k̄l̄ = e−2KDīDj̄ ∂̄k̄S̄, and
Sī := ∂̄īS, ∂̄īS

j = GīiS
ij . Kij = −Sij , Kiφ = −Si and Kφφ = −2S can be

interpreted as propagators in the topological gravity theory, where φ is the
dilaton, the first descendant of the puncture operator. Si is derived from

∂̄z̄S
z =

1

F
(0)
zzz

∂̄z̄

[
2∂z log(eK |f |2)2 − v−1∂z(v∂zK)

]
.

In the local case there is a choice of the different holomorphic ambiguities
so that Kiφ and Kφφ vanish.

The derivation of F (g) proceeds recursively. One first considers the holo-
morphic anomaly equation of F (g) and, using C̄ij

ī
= ∂̄īS

ij , one can write the

18There is a considerable simplification in the second line for the local case due to the

fact that K is constant in the holomorphic limit and f can chosen to be constant as well.
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right-hand side, e.g., for g = 2, as

1
2
∂̄ī

[
Sjk(F (1)

jk + F
(1)
j F

(1)
k )
]
− 1

2
Sjk∂̄ī

[
F

(1)
jk + F

(1)
j F

(1)
k

]
.

Using the definition of the Riemann tensor as commutator, as adapted to
special geometry, i.e.,

[
∂̄ī, Dj

]l
k

= −Gījδ
l
k − Gīkδ

l
j + CjkmC̄ml

ī
, one lets the

∂̄ī derivative act on F (g−1) and repeats the procedure until an expression
∂̄īF

(g) = ∂̄ī[· · · ] is derived, where the [· · · ] contains the propagators and
lower-genus correlation functions and the holomorphic ambiguity fg. In the
genus 2 case this yields for the local one parameter models the expression19

F
(2)
top = −1

8
S2

2F
(0)
,4 +

1
2
S2F

(1)
,2 +

5
24

S3
2(F (0)

,3 )2(35.53)

−1
2
S2

2F
(1)
,1 F

(0)
,3 +

1
2
S2(F

(1)
,1 )2 + f2.

The pictorial representation of this equation can be seen below.

1_
8

-
2
-1

12
__1+ 1_

8
+

2
-1- 2

-1+ + f 2

= +

Figure 4. Pictorial reduction of the genus 2 vacuum ampli-
tude to boundary contributions involving lower genus corre-
lators for the local case.

Note that relative to the compact case the six correlators involving the
descendant of the dilaton disappear in the non-compact case.

35.6.2. Extracting the ng
d Invariants. Once the holomorphic ambi-

guity is fixed we can take the holomorphic limit Eq. (35.37) and use the
mirror map Eq. (35.35) to calculate F

(g)
top(t). This is to be compared with

the general expansion of the amplitudes in terms of the GV invariants ng
d

19More general expressions can be found in the cited literature, see Ch. 40.
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discussed in Ch. 32 and Ch. 33:
(35.54)

F (λ) =
∞∑

g=0

Fgλ
2g−2 =

∑
{di},r≥0,k>0

ng
di

1
k

(
2 sin

kλ

2

)2r−2

exp

[
−2πk

∑
i

diti

]
.

Here di is the degree of the corresponding holomorphic curve w.r.t. a basis of
two-forms ki, i = 1, . . . , h1,1(M) spanning the Kähler cone. The invariants
ng

d defined by Eq. (35.54) are expected to be integers. This comes naturally
from the physical interpretation of these numbers as five-dimensional BPS
states associated to the M-theory two-brane wrapping the corresponding
holomorphic curve in the Calabi–Yau threefold Ch. 32 and also suggests
a new mathematical definition of the Gromov–Witten invariants. This was
further explored in Ch. 33.

An important piece of information for fixing the holomorphic ambiguity
is the large volume behavior of F

(g)
top. In this limit only the degree 0 map

survives. As for F1 (cf. Eq. (35.5)) its contribution can be calculated
for all genera directly in the A-model. The moduli space of the constant
maps splits into the manifold itself and the moduli space of the worldsheet
Riemann surface Mg. The invariant is given by 1

2e(M)
∫
Mg

c3
g−1(H) where

e(X) =
∫
M c3 denotes the Euler characteristic of M and H denotes the

Hodge bundle (coming from the space of holomorphic one-forms on the
Riemann surface) over the moduli space. Performing the second integration
one gets

(35.55) 〈1〉Mg,0 = (−1)g χ

2

∫
Mg

λ3
g−1 = (−1)g e(M)

2
|B2gB2g−1|

2g(2g − 2)(2g − 2)!
.

Let us extract explicitly the contributions for genus 0, 1, 2, and 3 from
Eq. (35.54),

(35.56) F0 = −K0t3

3!
+

n

2
t2 +

t

24

∫
X

c2J − i
χ

2(2π)3)
ζ(3) +

∞∑
d=1

n0
d Li3(qd),

where Lin(q) =
∑n

k=1
qk

kn . Here only the last term is a prediction of Eq.
(35.54). The classical terms are added for completeness. Furthermore one
gets

(35.57) F1 =
t
∫

c2J

24
+

∞∑
d=1

(
1
12

n0
d + n1

d

)
Li1(qd),
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(35.58) F2 =
χ

5760
+

∞∑
d=1

(
1

240
n0

d + n2
d

)
Li−1(qd),

(35.59) F3 = − χ

1451520
+

∞∑
d=1

(
1

6048
n0

d −
1
12

n2
d + n3

d

)
Li−3(qd).

etc.

35.6.3. Fixing the Holomorphic Ambiguity for the Quintic. In
the literature on the ng

d the holomorphic ambiguities were fixed up to genus
4. Fg is a section of L2g−2. It is split into a part that comes from the
integration of the anomaly equation F a

g and the holomorphic ambiguity fg.
As explained in Sec. 35.6.1 this is not an invariant split. It is affected by
the holomorphic gauge choice in the definition of the propagators. However
we can fix this gauge so that F a

g is regular at z = ∞ and ∆con = 0 and has
the correct large volume behaviors as in Eqs. (35.5, 35.55). As z = ∞ is a
non-singular point we make the ansatz

(35.60) fg(ψ) =
2g−2∑
k=0

Ag
k

∆k
con

.

To determine the Ak is sufficient for fixing the holomorphic ambiguity. This
was done for the quintic up to genus four using the vanishing of low-degree
holomorphic curves and the fact that the A2g−2 can be fixed using the target
space physics.

35.6.4. Results and Enumerative Predictions for the Quintic.
The ng were calculated for the quintic up to genus 4. In fact all ng

d were found
to be integers. Many of the higher-genus enumerative results have been
checked explicitly from the algebraic geometry approach to curve counting,
in particular using the moduli space of the two-branes wrapping the holo-
morphic curves, see Ch. 33.
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d n0
d

1 2875
2 609250
3 317206375
4 242467530000
5 229305888887625
6 248249742118022000
7 295091050570845659250
8 375632160937476603550000

d n1
d

1 0
2 0
3 609250
4 3721431625
5 12129909700200
6 31147299733286500
7 71578406022880761750
8 154990541752961568418125

d n2
d

1 0
2 0
3 0
4 534750
5 75478987900
6 871708139638250
7 5185462556617269625
8 22516841063105917766750

d n3
d

1 0
2 0
3 0
4 8625
5 −15663750
6 3156446162875
7 111468926053022750
8 1303464598408583455000

d n4
d

1 0
2 0
3 0
4 0
5 15520
6 −7845381850
7 111468926053022750
8 25509502355913526750

35.6.5. Results and Enumerative Predictions for the Non-com-
pact O(−3) → P2 Geometry. The ansatz Eq. (35.60) parametrizes the
ambiguity for the O(−3) → P2 geometry. In the Klemm and Zaslow paper
[160] it was fixed up to genus 4 using explicit A-model calculations for the
Gromov–Witten invariants. For genus 5, additional information about the
universality of A8 was employed. The corresponding ng

d are listed below.
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d n0
d

1 3�

2 −6�

3 27�

4 −192�

5 1695�

6 −17064
7 188454
8 −2228160

d n1
d

1 0
2 0
3 −10�

4 231�

5 −4452�

6 80958
7 −1438086
8 25301064

d n2
d

1 0
2 0
3 0
4 −102�

5 5430�

6 −194022
7 5784837
8 −155322234

d n3
d

1 0
2 0
3 0
4 15�

5 −3672�

6 290853�

7 −15363990
8 649358826

d n4
d

1 0
2 0
3 0
4 0
5 1386�

6 −290400�

7 29056614
8 −2003386626

d n5
d

1 0
2 0
3 0
4 0
5 −270�

6 196857�

7 −40492272
8 4741754985

The diamond on the numbers above indicate that they have been checked
using the direct BPS count from the cohomology of the Jacobian fibration
as described in Ch. 33. For completeness we list below some higher-genus
predictions, which were derived using only the latter approach.

d n0
d

1 0
2 0
3 0
4 0
5 21
6 −90390
7 42297741

d n1
d

1 0
2 0
3 0
4 0
5 0
6 27538
7 −33388020

d n2
d

1 0
2 0
3 0
4 0
5 0
6 −5310
7 19956296

d n3
d

1 0
2 0
3 0
4 0
5 0
6 585
7 −9001908

d n4
d

1 0
2 0
3 0
4 0
5 0
6 −28
7 2035271



35.7. APPENDIX A: POISSON RESUMMATION 675

35.7. Appendix A: Poisson Resummation

Let k, b be in the dual lattice to n; then by completeness∑
n∈� f(n) =

∑
k∈� f̂(k) with f̂(k) =

∫∞
−∞ f(n) exp(2πikn)dn. Here f(n) =

exp(−πnMn+2πibn) and f̂(k) = 1√
det(M)

exp[−π(k−b)M−1(k−b)† ]. This

leads for the zero mode part of the closed string partition function on the
torus (35.8) to the following Poisson resummation:

IF = τ2

∑
ni,mi

exp [2πiτ1P − 2πτ2H]

= τ2

∑
ni,mi

exp
[
−πnG−1τ2n + 2πi(τ1m + iτ2mBG−1)n

−πτ2m(G− BG−1B)m
]

= A
∑

kj ,mi

exp
[
− π

τ2
(kGk − 2τ1kGm + 2iτ2kBm + (τ2

1 + τ2
2 )mGm)

]

= A
∑

kj ,mi

exp
[
−2πit(m2k1 − k2m1) − πA

τ2σ2
|k2 + m2τ + σ(k1 + m1τ)|2

]

= A
∑

kj ,mi

exp
πi

2τ2σ2

[
t|(k2 + k1σ) + τ̄(m2 + m1σ)|2

+t̄|(k2 + k1σ) + τ(m2 + m1σ)|2
]
.





CHAPTER 36

Some Applications of Mirror Symmetry

In this chapter we discuss some applications of mirror symmetry and
topological string amplitudes. The first application is the idea to represent
quantum field theories by strings propagating on a nearly singular back-
ground. This is known as geometric engineering of quantum field theories.
Mirror symmetry in this context becomes a powerful tool in studying aspects
of gauge theory dynamics, as we will discuss below. Another application in-
volves studying the large N limit of gauge theories. As we will discuss,
certain U(N) gauge theories turn out to be equivalent to topological strings
in a rather subtle way.

36.1. Geometric Engineering of Gauge Theories

Singularities of the target space of string theory have an interpretation
as giving rise to gauge theories in target space. In this context, mirror
symmetry allows one to compute certain quantities of interest in the gauge
theory in question. This idea, and more generally the idea of identifying
string propagation in geometric singularities with certain gauge theories, is
known as “geometric engineering” of gauge theories.

Geometric engineering is a broad topic, and here we will only give a very
brief introduction to it. To keep the discussion focussed we will consider one
specific class of examples.

36.1.1. ADE Singularities and Gauge Groups. Let us start with
the connection between ADE singularities of K3 and ADE gauge groups.
As discussed in Sec. 6.6, the ADE singularities of K3 (or more precisely,
resolutions or deformations of C2/Γ where Γ is a discrete subgroup of SU(2))
give rise to (vanishing) two-cycles whose intersection matrix is captured by a
corresponding (affine) Dynkin diagram. For example, consider a deformation
of an A1 singularity, which can be represented as the hypersurface in C3

677
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defined by

(36.1) x2 + y2 =
2∏

i=1

(z − ai).

Take the ai to be real. The real parts of x, y can be viewed as the circle fiber
in an S1 fibration over the z-plane that degenerates at two points z = ai.
This space has one compact two-cycle, which can be seen by thinking of
the sphere as an S1 fibration over an interval, with the fiber vanishing at
the ends (more generally, the An singularity has n compact two-cycles, and
the intersection matrix of these cycles is given by the Cartan matrix for
An = SU(n + 1)).

Now consider this A1 geometry as a non-compact target space for (type
IIA) superstring theory. When type IIA string theory is compactified on this
A1 space, the low-energy six-dimensional theory has a gauge field giving a
gauge group of U(1) (more generally, the number of gauge fields is the
number of normalizable elements of the second cohomology H2. By the
amount of supersymmetry preserved by this compactification, this gauge
field is actually a member of an N = 2 vector multiplet A0. There are also
two other vector multiplets A+ and A− in the low-energy theory from D2-
branes and anti-D2-branes wrapping the CP1 and these vector multiplets
carry plus/minus charge under the U(1) gauge group associated to A0. In
the limit where the area of the CP1 → 0 at fixed string coupling, the vector
multiplets A+, A− become massless and combine with A0 to generate an
SU(2) gauge group. In this way, Type IIA on an A1 singularity gives rise to
the corresponding SU(2) gauge group in six dimensions. There is a similar
story for the An, Dn, E6, E7, E8 singularities /groups. For a physicist, this
is the meaning of the magical relation between ADE singularities and ADE
gauge groups.

This now suggests new ways to manufacture non-abelian gauge theories
from abelian gauge theories in the presence of geometric singularities. This
approach can be used to translate gauge theory questions to geometric ques-
tions: all we have to do is to understand precisely what geometry gives rise
to the gauge theory of interest and what the dictionary is between the data
encoded in the geometry and that of the gauge theory. There are subtleties
to this story — for example we do not know the singularity corresponding
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to an arbitrary gauge theory with arbitrary matter content, and conversely
there exist singularities that give rise to new unrecognizable field theories.

We shall avoid these subtleties in this short discussion and focus on one
example: the case of (pure) N = 2 supersymmetric SU(2) gauge theory
in four dimensions, studied by Seiberg and Witten and also familiar in the
context of Donaldson theory. How do we engineer this gauge theory? We
know that Type IIA compactified on a Calabi–Yau threefold gives rise to
an N = 2 theory in four dimensions. Since we have seen that an SU(2)
gauge theory in six dimensions comes from a shrinking CP1, we see that we
must have a Calabi–Yau threefold that contains an A1 cycle CP1 fibered
over some space. The simplest example (a trivial fibration) is a CP1 × CP1

in a Calabi–Yau threefold. Let us call the (class of the) fiber F and the
base B. When F shrinks, we get an SU(2) theory in four dimensions (of
course there are gravitons, etc. in the four-dimensional effective theory, but
these can be decoupled by scaling the Planck mass to infinity). The effective
action, in genus 0, is of the form

(36.2)
∫

τ(a)F+ ∧ F+

where the gauge coupling τ = ∂2F0/∂a2 is the second derivative of the genus
0 prepotential F0, as was noted before. The coupling constant of the gauge
theory is given by τ = 1/g2 = vol(B) and a is the Kähler parameter of
the fiber F , as can be seen from the compactification ansatz. We have here
two Kähler moduli, one for the base and the other for the fiber, and both
correspond to fields in four dimensions (as discussed earlier, it is natural to
think of the Calabi–Yau moduli as varying over the four-dimensional space,
thus being interpreted as four-dimensional fields). From a gauge theory
point of view, 1/g2 is viewed as a parameter. We can take the limit where
the volume of the base B goes to infinity, so that the dynamics of the field
1/g2 get frozen out and we can view it as a parameter of the field theory.
We then end up with a being the scalar in a vector multiplet associated to
U(1) in SU(2), and 1/g2 the coupling constant parameter that depends on
the size of B.

Seiberg and Witten found by some consistency arguments that, from the
perspective of the four-dimensional gauge theory, the gauge coupling τ(a) is
the sum of a perturbative part (coming from a one-loop gauge theory compu-
tation) and a non-perturbative part (summarizing the effects of gauge theory
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instantons). The instanton contribution is very difficult to compute and was
determined only indirectly by using these various consistency arguments.

In the current setting, since we know that τ is related to the genus
0 prepotential of the topological string, it can be computed using mirror
symmetry! This in turn can be viewed as contributions from holomorphic
curves wrapping two-cycles in the Calabi–Yau. We find that the perturba-
tive part of the gauge coupling is reproduced by holomorphic curves in the
class [F ]. The instanton contribution is reproduced by holomorphic curves
wrapping the class [B] multiple times. Note that this is consistent with
the fact that the instanton number n contribution is expected to scale like
e−n/g2 ∼ e−nvol(B). So we have an alternate way of computing the contribu-
tion of gauge theory instantons by reformulating them in terms of topological
strings and using mirror symmetry to compute them. This approach demon-
strates directly the connection between topological string computations and
Donaldson invariants.

This approach, which gives a flavor of the uses of mirror symmetry, can
be generalized to other gauge groups, with or without extra matter fields. It
is usually applied in the context of non-compact Calabi–Yau’s, which are the
relevant case for field theories (only the geometry near the singularity of the
fiber is needed). Recall that these are also the easiest cases for establishing
the predictions of mirror symmetry.

36.2. Topological Strings And Large N Chern–Simons Theory

Consider a field theory in some dimension that includes as its field vari-
able some N×N matrix-valued fields where the action is invariant (at least)
under global conjugations by unitary N × N matrices acting on the fields.
An important example of this class of theories includes SU(N) gauge the-
ories (possibly coupled to matter). An interesting large N limit of theories
of this kind can be considered. Let us try to motivate this limit from the
simplest example, namely a zero-dimensional quantum field theory of an
N ×N matrix X with action S = (1/g2)tr(X2 + X3).

This theory has an obvious U(N) invariance, which is given by the con-
jugation of the matrix X. In this way, X can be viewed as belonging to the
representation of U(N) given by the tensor product of the fundamental rep-
resentation and its conjugate. The idea of trying to take a large N limit is
to extract the N -dependence of the correlation functions of U(N)-invariant
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correlation functions from the Feynman diagrams. Viewing X as the ad-
joint representation of U(N), i.e., as the tensor product of the fundamental
and anti-fundamental representations, we can adopt an oriented double-line
representation for edges of Feynman graphs with each line carrying an in-
dex that transforms in the fundamental or anti-fundamental representation,
depending on the orientation. The edges of the Feynman diagram, i.e., the
propagators, would thus be represented as depicted in Fig. 1.

j

i

Figure 1. The edges of the Feynman diagram for U(N)
gauge theories

The cubic interaction will be represented as shown in Fig. 2.

i

j j

k

ki

Figure 2. The cubic interaction vertex

A Feynman graph is depicted in Fig. 3. These are also sometimes
referred to as “ribbon graphs”.

Recalling the rules for the weight of the Feynman graphs, each propaga-
tor gets weighted with a factor of g2, each vertex with a factor of 1/g2 and
each boundary circle involves a trace over an index in the fundamental (or
anti-fundamental) represention and thus gets weighted with a factor of N .
We see that the g- and N - dependence of a graph with E edges (propaga-
tors), V vertices (cubic interaction vertex) and F faces (or holes) is captured
in a universal way by

(g2)E(1/g2)V NF = (Ng2)E−V NF−E+V
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Figure 3. Feynman or “ribbon” graphs suitable for large N expansion

with a prefactor that is independent of g and N . Consider filling each of the
holes of the Feynman graphs. Filling in the boundaries will give a closed,
orientable Riemann surface. For example the graph depicted in Fig. 3 gives
rise to a torus when the holes are filled.

Exercise 36.2.1. Verify that by filling the holes one obtains an ori-
entable Riemann surface and for the case depicted in Fig. 3 it has genus 1.

Using the fact that

F −E + V = χ = 2 − 2r,

where χ is the Euler characteristic of the Riemann surface obtained by filling
in the faces and r is the genus, and defining t = g2N , we can rewrite the t-
and N - dependence of the amplitude as

N2−2rt2r−2+F .

From this weight factor it is natural to consider a particular regime of the
parameters where we take N # 1 with t fixed (i.e., with g2 ∼ 1/N ! 1). In
this limit the graphs corresponding to low-genus r dominate in the compu-
tation. The leading contribution comes from graphs that have the topology
of S2. It is not too hard to see that the gauge theory diagrams that give rise
to genus 0 surfaces are planar diagrams (i.e., diagrams that can be drawn
in the plane without self-crossings). Note that the computation will still in-
volve a non-trivial function of t for each genus because the numbers of faces
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F can be essentially arbitrary for each genus. So for example the partition
function organizes itself in the form

F (t,N) =
∑

r

N2−2rfr(t).

We can also view this expansion as a small λ = g2 expansion and write it as

F (t, λ) =
∑

r

(λ/t)2r−2fr(t) =
∑

r

λ2r−2Fr(t)

where Fr(t) = fr(t)/t2r−2. This final form looks very much like what one
expects to find for the partition function of a string theory, where λ is
identified with the string coupling constant and t is some kind of modulus
of the target space. Note that even though we discussed the scalings in the
context of zero-dimensional QFTs the organization of Feynman diagrams
and their g,N dependence is the same for any dimension (e.g., it does not
change if X is an adjoint-valued function on a manifold).

’t Hooft’s conjecture states that for the large N limit of field theories
there is such a dual description. Note that the validity of this conjecture
is a priori not very clear. There are holes in the Riemann surface that we
are filling in to get a compact Riemann surface without boundaries. One
might think, therefore, that it is more natural to consider Riemann surfaces
with punctures, instead of filling in the holes. But the conjecture is that
somehow in a dual description the holes have disappeared!

The first concrete example of ’t Hooft’s conjecture came from the work
of Kontsevich, who showed that a matrix model like the one we considered
above gave rise to graphs that could be viewed as triangulating the moduli
space of Riemann surfaces. In this case, F (t, λ) computes intersection forms
involving Mumford classes on the moduli space of Riemann surfaces, allow-
ing the large N matrix model to be interpreted as two-dimensional, pure
topological gravity.

In recent years, similar, but much more sophisticated, examples have
emerged. For instance, the large N limit of N = 4 supersymmetric SU(N)
Yang-Mills theory on S4 was shown to be equivalent to Type IIB closed
string theory on AdS5 × S5 (this is what is referred to as the AdS-CFT
correspondence).1 This duality arises by considering N coincident D3-branes
of Type IIB, whose dynamics is described by SU(N) Yang-Mills theory

1Here AdSk denotes “anti-de Sitter” k-space, i.e., the k-dimensional Minkowski-

signature metric solving Einstein’s equations with a negative cosmological constant.
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on the worldvolume S4. In the large N limit, this geometry changes by
surgery. The D-branes disappear, inducing an AdS5 × S5 geometry. This is
a realization of ’t Hooft’s conjecture relating large N Yang-Mills to a closed
string theory in extra dimensions. Even though verifying this conjecture
is beyond our present day ability, there has been a large body of evidence
supporting it.

Returning to the main theme of the present book, we have considered
topological strings on Calabi–Yau manifolds. We can ask the reverse ques-
tion: Could this string theory be dual to some large N gauge system?

In order to probe this question it turns out that we have to consider
D-branes in the context of topological theories. Recall that in the context of
topological A-models, consistency conditions dictate that the D-branes lie
on Lagrangian submanifolds of the target. Thus in the presence of D-branes
we consider holomorphic maps Σ → M such that the boundary ∂Σ maps to
a Lagrangian submanifold of M . An example of this situation is given by
the Calabi–Yau threefold known as the conifold, given by T ∗S3 which we
have discussed before. This space has a Lagrangian S3 (the zero section)
on which we can wrap, say, N D3-branes (or what a physicist would call
N Euclidean D2-branes) . The corresponding computation is almost trivial:
there are apparently no holomorphic maps with boundary on the S3, and
the computation localizes to maps that are degenerate (zero-area) ribbons
which explicitly realize the Feynman diagrams of a gauge theory known as
the SU(N) Chern–Simons theory on the S3. The meaning of the foregoing
is that the topological A-model on T ∗S3 with N D3-branes on the S3 has
the interpretation in target space physics as including a sector involving
Chern–Simons theory on S3.

The action for the Chern–Simons gauge theory is given by

(36.3) SCS =
ik

8π

∫
M3

Tr
(

1
2
A ∧ dA +

1
3
A ∧A ∧ A

)
.

This action makes sense on any three-manifold, independent of a choice for
the metric. It is a topological field theory. For consistency, k has to be
an integer, as global gauge transformations shift S → S + 2πink, so that
the path-integral including the weight e−S is gauge invariant only if k is
an integer. Note that the consistency of the quantum field theory requires
only that exp(−S) be single-valued, and not necessarily S itself, as that is
what appears in the path-integral. Note also that the Chern–Simons theory
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is topological, in the sense that it does not depend on the metric on the
manifold and for example (at least formally) the partition function depends
only on the topology of the (real) three-manifold. In the context of D-branes
wrapping, a Lagrangian submanifold 2πi/k gets identified classically with
the string coupling constant λ, which receives a quantum correction shifting
the identification to λ = 2πi/(k + N).

More generally, the statement about the equivalence of the topologi-
cal string theory in the presence of D-branes to Chern–Simons theory is
true with S3 replaced by an arbitrary Lagrangian three-manifold L inside a
Calabi–Yau threefold. The target space field theory will include a Chern–
Simons theory on L. However, in general, if there are non-trivial two-cycles,
there are also corrections to the Chern–Simons action coming from finite-
action holomorphic maps from Riemann surfaces with boundaries to the
target geometry, where the boundary is mapped to L. In particular, for any
such map one obtains a correction to the partition function of the Chern–
Simons theory of the form

e−
�
Σ f∗(k)tr(P exp

∫
γ1

A) · · · tr(P exp
∫

γm

A),

where f∗(k) is the pull-back of the Kähler form, γi represent one-cycles on
L, and P exp(· · · ) denotes the holonomy of the gauge connection along the
corresponding cycle.

Even though we do not need it for the purposes of this section, let us
briefly comment on the B-model version of the Chern–Simons theory. This
will be useful in applications of mirror symmetry to D-branes. In particular,
we would be able to translate the question of counting holomorphic maps
from Riemann surfaces with boundaries to some simpler computation on the
B-model side. The topological B-model is related to the holomorphic version
of Chern–Simons theory. For example, consider N D6-branes wrapping a
Calabi–Yau threefold. Then in the target theory we obtain an action

S =
ik

16π
tr
∫

(A∂A +
2
3
A

3) ∧ Ω,

where Ω is the holomorphic three-form and A denotes a (0, 1)-form repre-
senting the connection of a holomorphic rank N bundle.
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Exercise 36.2.2. Recall that in the B-model one can also have other
even-dimensional D-branes, i.e., D0-, D2- and D4-branes. Write the cor-
responding action in the target space by “reducing” the above holomorphic
Chern–Simons. By this reduction one means replacing the components of
the connection normal to the D-brane by a section of the normal bundle on
the D-brane.

Let us return to our discussion of the A-model D-branes and the Chern–
Simons theory on them. The correlation functions of Chern–Simons theory
can be exactly computed by relating it to two-dimensional CFT. In partic-
ular the Hilbert space of the SU(N) theory with coupling constant k can
be related to the conformal blocks of SU(N) affine Kac–Moody algebra at
level k. As a consequence, the partition function of SU(N) Chern–Simons
theory on S3 at level k can be computed exactly.

Now returning to ’t Hooft’s conjecture, we want to ask, what is the closed
string theory that is the large N limit of the Chern–Simons theory on S3?
Since the Chern–Simons theory has an alternate description as topological
string theory on T ∗S3 in the presence of N D2-branes on S3, the general
idea that the large N dual involves a geometric transition suggests that in
the large N limit the D3-branes (and the S3 on which they live) disappear,
and the geometry develops a compact S2. In other words, we go to a limit
where the conifold develops a singularity and then the singularity is resolved
by blowing up an S2 (see Fig. 4).

S2

S3
S3

S2

Figure 4. Conifold singularity resolved by blowing up S2

Here the D-branes would have disappeared, as there is no non-trivial
compact three-cycle.2

2Notice that we have A-model topological strings on both sides of the duality; this is

not mirror symmetry.
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It turns out that this guess is in fact correct. More precisely, the SU(N)
Chern–Simons theory on S3 is equivalent to the closed string topological
A-model on the total space of O(−1) ⊕ O(−1) over CP1. The size of the
CP1 (the complexified Kähler class) is given by t = λN = 2πiN/(k + N),
where λ = 2πi/(k + N) and the free energies of the Chern–Simons theory
and the topological A-model are related by F (N, k) = F (t, λ). Also note
that the “area” of the CP1 is imaginary: t = 2πiN/(k + N). This should
be familiar by now — since t is the complexified Kähler class, so while
the area proper is zero, there is a nonzero B-field turned on along the S2.
This conjecture can be explicitly checked because both sides are computable
exactly. As mentioned before, the partition function of Chern–Simons theory
is computable and the partition function of topological strings on O(−1) ⊕
O(−1) over CP1 has already been discussed.3

So far we have talked about the partition function on both sides. It is
natural to extend this to the correlation functions on both sides. On the
Chern–Simons side there are Wilson-loop observables in the theory, related
to knot invariants. These correspond to insertions in the path-integral of the
trace of the holonomy of the connection along the knot (or more generally
along links). In other words, the Wilson-loop observables of Chern-Simons
theory are obtained by taking a knot γ in S3 and defining Uγ = P exp(

∫
γ A),

the path-ordered exponential of the holonomy of the gauge field around the
loop. The observable is then trUγ , the trace being taken in the fundamental
representation. We can then consider arbitrary correlation functions of these
observables, such as

〈trUγ1 · · · trUγm〉.
Again it turns out that there are well-developed methods to compute these
correlation functions on the Chern–Simons side and they give rise to knot
(or link) invariants. (The results are invariants, as the integral is over all
gauge connections; so the correlations only depend on the link and the rep-
resentations of the group involved.) We would like to know what these are
computing on the dual resolved conifold in the context of the topological
A-model.

We know that the Chern–Simons theory on S3 is the same as the topo-
logical A-model on T ∗S3 in the presence of D-branes on the S3. We can

3This duality is expected to generalize to all compact three-manifolds with positive

curvature — lens spaces, etc.
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associate, in a canonical way, to each knot γ on S3 a Lagrangian cycle
Sγ ⊂ T ∗S3 that intersects S3 in the knot γ.

Exercise 36.2.3. Show how this can be done by using the conormal
bundle of γ, i.e., the subset of T ∗S3 over γ that is zero on Tγ.

The topology of this cycle is R2 × S1, and since it is Lagrangian, it
satisfies the A-model boundary conditions, and so we can allow D-branes
(say, M of them) to lie along Sγ . In total, we have N D-branes on S3

(with an SU(N) Chern–Simons theory describing their dynamics) and M

D-branes on Sγ (and correspondingly an SU(M) Chern–Simons theory on
their worldvolume), and the two sets of D-branes intersect along the knot γ.
Now there is also a new sector of open strings that is allowed, stretching from
one set of D-branes to the other, and transforming in the bi-fundamental
representation of U(M)×U(N). Eliminating these extra fields is equivalent
to inserting in the gauge theory path-integrals

(36.4) Z(U, V ) = exp(
∞∑

n=1

1
n

trUntrV −n)

where U = P exp(
∫
γ A), V = P exp(

∫
γ Ã), where A and Ã are the Chern–

Simons gauge fields on S3 and Sγ respectively.

Exercise 36.2.4. This arises by a computatation in a one-dimensional
QFT identified with two real bosons propagating on the knot γ. One obtains
for the partition function of this theory −log(det(d + A + Ã). By doing the
explicit computation of this determinant, demonstrate the above formula.

We wish to view the D-branes on the non-compact Lagrangian submani-
fold Sγ as spectators (which means we wish to treat them as classical fields).
In other words we want to integrate out the degrees of freedom living on the
D-branes on the S3 to arrive at an effective theory for the D-branes on Sγ .
We define F (t, V ) by

exp(−F (t, V )) =
1∫

[DA]exp(−SCS(A;S3))

×
∫

[DA]exp

[
−SCS(A;S3) +

∞∑
n=1

1
n

trUntrV −n

]
=〈Z(U, V )〉S3 .

(36.5)
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which is the generating functional for all observables in the Chern–Simons
theory on S3 associated to the knot γ. The effective theory on the branes
on Sγ is given by S = SCS(Ã;Sγ) + F (t, V ).

How is this reflected on the dual side with blown up CP1? Since we
have added extra non-compact D-branes to the original geometry, we would
expect to see some D-branes left over in the geometry on the other side
of the transition, after taking the large N limit. The question of which
Lagrangian submanifold one obtains on the other side is not known for the
general case. For some special cases (such as torus knots) it is known. For
example, consider the trivial knot (or the “unknot”) in S3. In this case,
Sγ can be characterized as the fixed-point set of an involution on T ∗S3.
On continuing to the other side, we end up with a Lagrangian cycle with
topology R2×S1 where S1 is the equator of the CP1 and the R2 encompasses
two of the four non-compact directions.

Exercise 36.2.5. Demonstrate this by finding an anti-holomorphic in-
volution on the total space of O� �1(−1) ⊕O� �1(−1).

As far as the effective theory on L is concerned, this should be the
Chern–Simons theory, with corrections coming from the fact that now there
are holomorphic maps of Riemann surfaces into the space with boundary
on L. For instance, in genus 0, these are just disks that cover the northern
or southern hemisphere of the CP1 with boundary on the equator. The
contribution of these holomorphic maps from the topological string side has
the general structure

(36.6) F (t, V ) =
∞∑

g=0

∞∑
h=1

∞∑
n1,...,nh

λ2g−2+hFg;n1,...,nh
(t)trV n1 · · · trV nh

where Fg;n1,...,nh
is the topological string amplitude on a genus g surface

with h boundaries. The factors trV n correspond to the worldsheet boundary
wrapping the equator of the CP1 n times. In general it is difficult to compute
these numbers (from the mathematical side the technique for doing so is in
its nascent stages). However, for some simple cases, such as the unknot, one
can use a simple physical reasoning to compute it and compare it to the
Chern–Simons prediction.
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The Chern–Simons computation yields (after suitable analytic continu-
ation, so that we can compare to results on the other side)

(36.7) F (t, V ) = −i
∞∑

n=1

trV n + trV −n

2n sin(nλ/2)
e−nt/2.

We now wish to compare this with the predictions of the topological strings
on the side involving a blown-up CP1. To do this one uses a target-space (M-
theory) interpretation of the topological string, similar to what we developed
in the context of Gopakumar–Vafa invariants. In this description,we have
D-branes ending on the equator. From a Schwinger-type computation, one
finds the general structure

(36.8) F (t, V ) = i
∞∑

n=1

∑
R,Q,s

NR,Q,s

2nsin(nλ/2)
en(isλ−tQ)TrRV n,

where Q is the charge of the D2-brane, R is the representation of a “dual
gauge group”, s is the spin of the particle and NR,Q,s is the net number
of charged states with these quantum numbers. The integral structure that
arises in this formula is unexpected from the viewpoint of the Chern–Simons
theory or the theory of knot invariants. In the case at hand (the unknot) we
have only two non-trivial D2-branes corresponding to the D2-branes wrap-
ping the northern hemisphere and southern hemisphere. In particular NR,Q,s

are vanishing, except when Q = 1/2, s = 0 and R corresponds to the fun-
damental and the conjugate representation (corresponding to the northern
and southern hemispheres respectively). This answer agrees with that com-
ing from the Chern–Simons side. The computation has also been done for
a more complicated torus knot on the Chern–Simons side and reexpressed
in the form suggested by the topological string and (lo and behold) integral
invariants arose as predicted.4

Clearly, direct techniques from topological string theory need to be devel-
oped to compute holomorphic maps with boundaries to the target geometry.
The above results based on physical reasoning may provide a clue, as the
expected answers are known for many cases using the large N duality of
Chern–Simons with topological string theory. These techniques would yield
a promising new insight into defining knot invariants.

4In fact the above integral invariants can be further refined.



CHAPTER 37

Aspects of Mirror Symmetry and D-branes

We consider how mirror symmetry acts on D-branes. The correspon-
dence of these states in mirror theories leads to many predictions. In this
context mirror symmetry relates, for example, classical integrals to “bound-
ary” Gromov–Witten invariants counting holomorphic curves from discs.
These D-brane states are described in mathematical terms, where the state-
ment of mirror symmetry becomes equivalent to certain mathematical con-
jectures. This correspondence is interpreted mathematically by Kontsevich
to imply a striking equivalence of categories. The D-brane correspondence
under mirror symmetry also leads to the Strominger–Yau–Zaslow conjec-
ture about the structure of Calabi–Yau manifolds with mirror symmetry
(special Lagrangian fibrations) and how to find the mirror manifold. The
mirror symmetry action on a D-brane is described in detail for the elliptic
curve. We describe a mathematical technique for constructing a functor
establishing the equivalence of brane categories on mirror manifolds.

37.1. Introduction

In this chapter we will explore some aspects of mirror symmetry that
arise from looking at the transformation of D-branes under mirror symmetry.
N.B.: As a self-contained treatment of all the assertions and results we
present would require substantial length, we rely instead on a descriptive
exposition. The interested reader can find references Ch. 40.

We have studied the classical version of mirror symmetry as predicting
Gromov–Witten invariants, as well as its proof and generalization to non-
Calabi–Yau manifolds via the gauged linear sigma model. We have also
briefly talked about how mirror symmetry acts on D-branes in the sim-
ple case of T 2 in Ch. 19. Here we will see that incorporating D-branes
into mirror symmetry leads to the SYZ conjecture about how to find the
mirror manifold geometrically, in cases where the mirror of a Calabi–Yau is

691
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again a Calabi–Yau.1 Some evidence supports the validity of this conjecture.
Another point of view shows that D-brane correlation functions should re-
veal new enumerative invariants involving maps from Riemann surfaces with
boundaries to Calabi–Yau manifolds, with the boundaries mapping to La-
grangian submanifolds. Finally, Kontsevich’s approach formalizes the notion
of D-branes as objects in a category. Mirror symmetry, then, is interpreted
as an equivalence of these categories. We will describe this equivalence in
detail for the case of an elliptic curve or torus (one-dimensional Calabi–Yau),
extending our previous discussion of it in Ch. 19.

In the wake of the general physics proof of classical mirror symmetry
covering Fano as well as Calabi–Yau manifolds, one can also find the mirror
of D-branes in the Fano context (see the discussion in Ch. 39). We see
that we are only nearing a complete mathematical understanding of how
mirror symmetry acts on D-branes. In particular a precise mathematical
understanding of D-brane categories is still lacking in the non-Calabi–Yau
case, or Calabi–Yau manifolds whose mirror is not a Calabi–Yau.

37.2. D-branes and Mirror Symmetry

37.2.1. String Theory. The supersymmetric quantum field theories
used in classical mirror symmetry are in fact superconformal field theories,
invariant under local rescalings of the worldsheet metric.2 This symmetry
allows us to integrate over all two-dimensional metrics merely by integrat-
ing over the finite-dimensional space of conformal classes of metrics. This
is what makes string theory possible (see the introduction to Ch. 31, e.g.).
Four-dimensional states are created in two-dimensional language, and physi-
cal scattering amplitudes involve computing two-dimensional correlators and
integrating over all possible two-dimensional geometries of Feynman graphs.
Thus string theory is a prescription for how to perform the Feynman per-
turbation series. It is, by its nature, a “perturbative” formulation of physics
— inadequate, in some respects.

Of course, the four-dimensional field theory which is an approximation
to string theory at low energies must contain gravity (that’s the point). It

1As we have noted before this is not always the case. For example rigid CYs have

Landau-Ginzburg mirrors but no geometric mirror.)
2That they are classically conformal is immediate from the form of the bosonic action�

〈dφ, dφ〉√gd2x. Indeed, a local rescaling sends g → Λ(x)g,
√

g → Λ
√

g, and the Λ cancels

the Λ−1g−1 used in the rescaled inner product 〈dφ, dφ〉.
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also can contain gauge fields and matter. In such theories, it is natural to
ask about non-perturbative states, such as magnetic monopoles. These are
static configurations of gauge fields that are not connected to the trivial con-
figuration. A localization of energy density allows us to think of these config-
urations as particles. Though they have finite mass, it would take an infinite-
energy perturbation to create them from the vacuum. As another example,
consider a (1 + 1)-dimensional field theory with a potential V = (φ2 − 1)2.
The vacua correspond to φ = ±1, but there may also be finite-energy config-
urations with boundary conditions φ(−∞) = −1, φ(+∞) = +1, for exam-
ple. Different connected components of finite-energy boundary conditions
at spatial infinity determine different non-perturbative (“solitonic”) sectors.
(Solitons in Landau–Ginzburg theories were discussed in Ch. 18.) States
with such boundary conditions are by nature non-perturbative, and their
interactions with perturbative states demand a path-integral (not Hamil-
tonian) approach to quantum physics.

37.2.2. D-branes. What are the non-perturbative states of string the-
ory? Which states correspond to non-perturbative states of the effective
four-dimensional field theory from strings? Without a non-perturbative for-
mulation of string theory, it might seem hopeless to try to answer these
questions. However, Polchinski’s discovery of D-branes changed our under-
standing of string theory dramatically. His main result is that the vacuum
states of a conformal field theory on a Riemann surface with a boundary (and
appropriate boundary conditions) can be thought of as non-perturbative
states of the full closed string theory.3

Among the space of states in a non-perturbative sector are the minimal-
energy states. In a supersymmetric theory, the central charge, often ex-
pressed as a total derivative, can be determined by boundary conditions at
spatial infinity — so the non-perturbative sectors are evidenced by a non-
vanishing central charge, Z. The central charge also provides a mass bound
for states in that sector: m ≥ |Z|/2 (true for Z as a matrix operator). This
can be seen as follows. We write the N = 2 supersymmetry algebra in the
zero-momentum frame (rest frame, valid for massive states):

{Qi
α, Q

j

β
} = 2γµ

αβ
Pµδ

ij = 2δαβδ
ijM,

3The discussion of D-branes in Ch. 19 and Ch. 39 focuses mainly on their worldsheet

description and interpretation, while Ch. 32 contains the target space interpretation.
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with

{Qi
α, Q

j
β} = Zijεαβ

being the part of the algebra involving the central charge.4 When Z = 0
the algebra looks like 2N = 4 pairs of creation and annihilation operators,
so we expect 24-dimensional representations. However, when Z �= 0, we can
define

aα =
1√
2

(
Q1

α + εαβ(Q2
β)†
)
,

bα =
1√
2

(
Q1

α − εαβ(Q2
β)†
)
.

One finds {aα, a
†
β} = δαβ(2M + Z) and {bα, b

†
β} = δαβ(2M − Z), all others

vanishing. Again, we get oscillators, but now positive definiteness requires

M ≥ |Z|/2,

with the bound saturated by those states annihilated by either a’s or b’s,
i.e., killed by half the supercharges. Such states are called “BPS states.”
Note that the dimension of BPS multiplets is smaller: 22.

So the BPS states preserve a fraction of the supersymmetry charges. In
string theory, each space-time supersymmetry is a reflection of an N = 2
supersymmetry on the worldsheet (the relation is via a spectral flow relating
the NS and R sectors, which translates to a correspondence among space-
time bosons and fermions). So space-time BPS states can be described by
two-dimensional states invariant under a single N = 2 left-right combination
of supercharges.

Why should there be a closed string interpretation of an open string
boundary condition? Let us recall the argument of Sec. 19.3. The reason is
that on a two-dimensional, Euclideanized torus, we can quantize along con-
stant slices of either of the two coordinates. Therefore, an open string path-
integral in an A-B sector (A and B labeling boundary conditions) can be
described by the diagram on the left in Fig. 1, where “time” runs vertically.
However, choosing the other coordinate as “time,” this can be calculated
equivalently as the diagram on the right, and now the boundary conditions

4The notation here is as follows. Each Q labels a spinor supercharge, with subscript

α a chiral index of the spinor representation, and superscript i labeling the supercharge,

i = 1, 2. µ is a space-time index, γµ are Dirac matrices, P µ is the momentum, M the mass

(P 0 = M in the rest frame), and Zij =

�
0 Z

−Z 0

�
the central charge.
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A and B are represented as closed string states. This is known as the closed
string channel.

A

B

A B

Figure 1. Quantization along two different coordinates al-
lows us to express boundary conditions (A or B) as states in
the closed string theory.

We should note that non-perturbative states were expected based on
space-time solutions and other effective field theory reasoning, but the de-
scription as D-branes allows a quantitative analysis of these states via two-
dimensional techniques. Thus D-branes have profoundly advanced our un-
derstanding of string theory. Perhaps the most striking discovery resulting
from D-brane analysis is the exact calculation of black hole entropy — a
purely quantum gravitational problem — for certain supersymmetric black
holes.

Our focus will be on the characterization of D-brane boundary condi-
tions.

37.3. D-branes in IIA and IIB String Theory

If we have two equivalent two-dimensional QFTs, this in particular
means that they are equivalent on arbitrary Riemann surfaces, including
those with boundaries. Recall, as in our discussion of D-branes in Ch. 19,
that when there is a boundary on the worldsheet we should choose suitable
boundary conditions. Thus if we have two equivalent theories, for each choice
of boundary condition for one theory, we should get an equivalent choice for
the other. Thus when we have two equivalent mirror theories, there is also
a map for the corresponding D-branes, which is part of the data for the
isomorphism of the two theories. One can also view this from the target
space viewpoint. If we have two equivalent target theories, as would be the
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case for IIA, IIB superstrings compactified on mirror threefolds, all non-
perturbative states of one should map to the other. In particular, D-branes
should get mapped to D-branes.5

Recall that even though the operation of mirror symmetry at the level of
the worldsheet is a matter of sign convention between left and right movers,
at the level of realization of these theories as sigma models it has dramatic
implications. The same is true for the map between the D-branes. There-
fore, the conformal field theory description of corresponding D-brane states
should be different.

37.3.1. A-Cycles and B-Cycles. Consider a bosonic action

S = Sclosed + Sbdry =
∫

D
(〈dφ, dφ〉dV + φ∗B) +

∮
∂D

φ∗A,

where φ : D → M, with φ : ∂D → C, is a map from a disk D to M sending
the boundary to a submanifold C, and A is a U(1) gauge connection on
the boundary. We consider a supersymmetric version of this action. In the
presence of a boundary condition, however, some of the worldsheet super-
symmetry, if not all, will be broken. Likewise, the boundary may destroy
conformality, even if the theory with D a closed surface would be conformal.
If we start with a superficial N = (2, 2) superconformal action and ask what
boundary conditions preserve conformality, and an N = 2 supersymmetric
left-right combination of (2, 2) (which is the maximal allowed), the resulting
boundary vacuum can be thought of as a nice D-brane. This is one way of
deriving the D-brane conditions we will state in this chapter. In Ch. 39 this
is discussed in great detail.

Another method is to take a space-time viewpoint. One writes down
the D-brane worldvolume action and asks which space-time supersymmetry
generators leave this action invariant. This is the approach we adopt in
this chapter. Note, however, that the connection to geometry that we shall
discuss will only be valid at “large radius.” (Techniques of conformal field
theory are valid at all radii.) Let us now describe the conditions on the
submanifold and the gauge field describing the D-branes.

Boundary conditions are set by specifying a submanifold C of the Calabi–
Yau, on which the fields must take values at the boundary of the Riemann

5Mirror symmetry does not affect the string coupling constant, so a state that is

non-perturbative in one theory must be non-perturbative in the dual theory.
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surface. In addition, we include a term in the action equal to the holo-
nomy of a U(1) gauge field along the loop. (Gauge invariance will demand
a mixing of the field strength with the background B-field.) We call the
boundary data a “supersymmetric cycle” if supersymmetry and conformal
symmetry are preserved in the boundary field theory. There are two kinds
of supersymmetric cycles (C,L) on a Calabi–Yau threefold M, where C is
a (possibly singular and with multiplicity) submanifold of M and L is a
complex line bundle over C together with a U (1) connection DA. Let us
denote the Kähler form (resp. holomorphic volume form) on the Calabi–Yau
threefold by ω (resp. Ω).

The type-A supersymmetric cycle is when C is a special Lagrangian
submanifold of M with a flat U(1) connection. That is, if i : C ↪→ M , then

i∗ω = 0 (“Lagrangian”) and i∗
[
Im e−iθΩ

]
= 0 (“special”),(37.1)

FA = 0,(37.2)

where FA is the curvature of DA. We can write the special condition as

(37.3) Im Ω = tan θ Re Ω.

Here and above θ is a constant. In the presence of a background B-field
(an element of H2(M,R/Z)), FA should be replaced by FA −B, where B is
understood to be pulled back to the submanifold.

The type-B cycle is when C is a complex submanifold of M of dimension
n and the curvature two-form FA of DA satisfies the conditions

F 0,2
A = 0,(37.4)

Im e−iθ (ω + FA)n = 0.(37.5)

The first equation says that the (0,1) component of the connection deter-
mines a holomorphic structure on L. The second equation is called the
MMMS (or deformed Hermitian-Yang–Mills) equation and it is equivalent
to the equation

(37.6) Im (ω + FA)n = tan θ Re (ω + FA)n .

For example, when C is the whole Calabi–Yau manifold M of dimension
three, when we expand the second equation we get F ∧ ω2/2 − F 3/6 =
tan θ

[
ω3/6 −

(
F 2/2

)
∧ ω
]
. The angle θ is called the “phase” of the super-

symmetric cycle.
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These equations involve semi-classical reasoning. Their validity is taken
to hold at or near large radius.

Mirror symmetry at the non-perturbative level states that all D-branes
(and all questions involving D-branes) correspond to D-branes on the mirror
manifold. We now explore the consequences of this assertion.

37.4. Mirror Symmetry as Generalized T-Duality

The title of this section is no surprise, given the physical proof of mirror
symmetry by the gauged linear sigma model which T-dualizes the phase of
complex fields. However, another look at mirror symmetry from the point of
view of D-branes leads to new mathematical conjectures about how mirror
symmetry works in cases where the mirror theories are both realized as
geometric Calabi–Yau manifolds. This generalizes the discussion we had in
the context of D-branes on T 2 in Ch. 19.

Some very simple observations reveal intriguing predictions about mirror
symmetry. Consider a mirror pair M and M̃.6 If we look at B-cycles on M

there are two immediate distinguished candidates: the zero-cycle and the
six-cycle. As we will assume M is simply connected, we can forget about the
data involving flat line bundles (there is only the trivial one). The six-cycle
is M itself and has no moduli as a holomorphic submanifold: its moduli
space MD as a D-brane is a single point. The zero-cycle is a point in M

and the moduli space of choices p ∈ M is all of M : MD = M.

On, M̃, there must be corresponding objects S (to the six -cycle) and T

(to the zero-cycle). They must have the same moduli spaces as their part-
ners. (The reason is that we can build this correspondence at large radius,
where classical geometry is a good approximation to the actual quantum
moduli space.) The situation is summarized as follows.

Let us focus on T ⊂ M̃ in Table 1. We are led to the Strominger-
Yau-Zaslow conjecture: M̃ has a distinguished submanifold whose D-brane
moduli space produces the mirror manifold, M. This gives an intrinsic char-
acterization of the mirror manifold.

We can learn more. The moduli space MD(T ) = M has complex dimen-
sion 3. As we shall see, this will imply that T has first Betti number equal
to 3. We learn that T has the Betti numbers of a three-torus, and we will as-
sume T is a torus. (Similarly, we find b1(S) = 0.) Further, MD(T ) naturally

6We assume that M and �M are both Calabi–Yau manifolds here.
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M M̃

D-brane Moduli Space, MD D-brane

0 M T

6 ∗ S

Table 1. D-branes

C

B

T

M

Figure 2. An illustration of M as a fibration over a base,
B by special Lagrangian tori (T ). A special Lagrangian sub-
manifold C which is a section of this fibration is also shown.

fibers over MsLag(T ), the moduli space of T as a special Lagrangian sub-
manifold. The map MD(C) → MsLag(C) for any cycle, C, is obtained by
simply forgetting all bundle data. The fiber T ′ of this map is the data of all
flat bundles on C. The space T ′ consists of a torus of dimension b1(C), i.e.,
a circle of possible U(1) holonomies for each loop in C : T ′ = Hom(π1C, S1).
Therefore, we learn that M admits a fibration with torus fibers:

T ′ → MD(T ) = M

↓ π

MsLag(T ).

(In the diagram, T ′ represents a generic fiber π−1(p).)
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In fact, more can be shown through an analysis of the metric on D-brane
moduli space. Let us review the reasoning that leads to a sharper conjec-
ture. From the space-time point of view, a D-brane represents an extended
object — a location of energy density. The low-lying states of the boundary
conformal field theory correspond to motions or fluctuations of this object
about its minimal configuration. Thus, massless states of the boundary con-
formal field theory correspond to moduli of the classical space of minimal
configurations — tangent vectors of MD. If we allow the D-brane to move
in space-time, it sweeps out a (3 + 1)-dimensional worldvolume, which can
be described by an action S =

∫
d3xdtL, where L is the Lagrangian density.

The bosonic part of L is
√−g, where g is the (determinant of the) metric

on C × R induced from the map C × R → M × R. Note that for static
configurations, S is minimized by area-minimizing maps. If we include the
gauge field, g must be replaced by g −F , where F = F −B is the (B-field-
corrected) field strength. This is known as the Dirac–Born–Infeld action.

We consider then a three-dimensional family of supersymmetric three-
tori in M̃. If we are near a situation where the three-tori are flat, then
neighboring three-tori do not intersect (this will be clear from Sec. 37.4.1)
and provide a local fibering of the Calabi–Yau. Therefore, we can use coor-
dinates ya ∼ ya + 1 and xm, a,m = 1, . . . , 3 on M̃ and write the metric g̃ in
these coordinates:

g̃ = g̃abdy
adyb + g̃amdyadxm + g̃madx

mdya + g̃mndx
mdxn.

The ya are torus coordinates, and the xa are the three coordinates on
MsLag(T ). Now MD(T ) is parametrized by xm and ua, where ua describe
the flat connection

∑
a uadya on T = π−1(x). One then makes a low-energy

approximation by assuming that the time-dependence of the D-brane config-
uration is given by a path in MsLag(T ) with time derivative ẋa, and ẏa are
determined from ẋa by requiring the motion of the D-brane to be induced
by normal (perpendicular) vectors: i.e.,

ẏa = g̃abg̃bmẋm.

Here g̃ab is the inverse metric on the torus (not on M̃):
∑3

b=1 g̃abg̃bc = δa
c.

Finally, we allow a gauge field time-dependence u̇a as well.
Expanding the action S to second order in time derivatives yields a met-

ric gD on D-brane moduli space MD(T ), which we will soon equate with
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M . This metric has no u-dependence. Though such isometries (u transla-
tions) are impossible for a simply-connected Calabi–Yau, we note that the
true D-brane moduli space metric will be corrected by instantons arising
from holomorphic maps from disks with boundary lying along the D-brane,
and this introduces u-dependence. Ignoring such corrections, we have u-
independence; the u parametrize flat tori and we can perform the usual
R ↔ 1/R duality (“T-duality”) on each circle. If we T-dualize gD in this
way, we get a new metric and find that we recover g̃! The mirror metric is
therefore related by T-duality, and the mirror manifold is the mirror fibra-
tion. This argument will be physical in the large radius limit of M̃ away from
singular fibers, where one obtains M = MD at the large complex structure
limit (where the metric has U(1) isometries away from singular fibers). Near
the large complex structure limit, the instanton sum should converge. We
can thus identify the mirror manifold with the manifold obtained by dualiz-
ing the torus fibration. Further, one finds that the torus fibers of M = MD

are themselves special Lagrangian. Reversing the reasoning with this torus
fibration, we arrive at the conjecture that every Calabi–Yau manifold with
a mirror admits a fibration by special Lagrangian tori near its large com-
plex structure limit, and the mirror manifold is obtained by dualizing this
fibration. The mirror is thus the moduli space of these toroidal D-branes.

Example 37.4.1. The simplest example is the torus (S1)n×(S1)n, which
is an (S1)n fibration over (S1)n. The dual fibration is also a torus and the
two are related by ordinary T-duality. For simply-connected compact Calabi–
Yau manifolds, the fibrations are singular over loci in the bases, and the
construction of the dual fibrations is rather subtle. One can also consider
orbifolds of these theories to obtain mirror pairs of Calabi–Yau with SU(N)
holonomy. Namely, suppose Tn has a discrete isometry group G, as a sub-
group of SO(n). We can orbifold this theory by simultaneous G action on
the base and the fiber. The choice of the action on the base is the same for
mirror pairs, but the choice of the action on the fiber may not be the same.
A simple example is G = Z2 × Z2 acting on T 3, for which the choice of the
fiber action is the same for the mirror pairs (up to a subtlety having to do
with “discrete torsion”).



702 37. ASPECTS OF MIRROR SYMMETRY AND D-BRANES

37.4.1. Comments on Special Lagrangian Moduli Space. Here
we collect, without proof, some results on the geometric structure of special
Lagrangian moduli space.

Let L ↪→ M be a smooth special Lagrangian submanifold, with
i : L → M the inclusion map. So i∗ω = 0 and i∗ImΩ = 0, for some
choice of phase of Ω. Now consider a family f(t) of immersions of L in M

such that f(0) = i. Then, taking derivatives at zero, it is easy to see that

d

dt
f∗ω|t=0 = dθḟ ,

where θḟ is a one-form on L defined by the normal vector field ḟ = f∗
d
dt

representing the first-order deformation. Explicitly, θḟ (V ) = ω(ḟ , f(0)∗V ).
By preserving the Lagrangian condition to first order, we learn that the tan-
gent space (at L) to the moduli space of deformations of L as a Lagrangian
submanifold is equal to the closed one-forms on L. Similarly, it can be shown
that preserving the special condition to first order requires d†θḟ = 0, where
the adjoint is taken with respect to the induced metric on L. McLean also
showed that these first-order deformations are unobstructed, i.e., the mod-
uli space of deformations of L as a special Lagrangian submanifold, MsL, is
smooth at L. We learn

TMsL|L = H1(L),

where H1(L) denotes the harmonic one-forms.
In the case of D-branes, we will want to add the data of a U(1) bundle,

up to gauge transformation. The choices, for a fixed curvature (solving the
D-brane equation), are equal to H1(L; R)/H1(L; Z), Therefore, the moduli
space of D-branes MD fibers over MsL with toroidal fibers. Note that,
using the metric on L, we can equate H1(L; R) with H1(L).

In fact, the cohomology space H1(L) serves as a local model for the
moduli space MsL. To see this, consider the set U ⊂ MsL × M consisting
of pairs (L′, p), where p ∈ L′ (a kind of universal deformation). Note that U

maps to M, so we can consider ω pulled back to U (which we will also denote
ω). Now consider a coordinate y for MsL, and a vector v = ∂

∂y . Choose any
lift of v (also denoted v) in TU. Then ivω (interior multiplication) defines a
one-form on U, which over the point in MsL represented by L is a one-form
on L. In the notation above, ivω is just θv.

Now let ivω be the element of H1(L,R) corresponding to v. Then if
γ1, . . . , γs is an integral basis for H1(L,Z) (s ≡ b1(L)), we can define the
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one-forms αi on MsL at L by

αi(v) =
∫

γi

ivω.

By letting the γi vary over L′ ∈ MsL, we get one-forms α1, . . . , αs on MsL,

defined up to monodromies (of H1 around loops in MsL).
The same procedure can be done using Im Ω instead of ω. We get an

(n − 1)-form ivImΩ, and choosing a basis Γ1, . . . ,Γs for Hn−1(L,Z) (here
n = dim� M), we can define one-forms βi on MsL by βi(v) =

∫
Γi

ivImΩ. A
consequence of the special Lagrangian condition is that

(37.7) ∗ivω = −ivImΩ,

where ∗ is taken with respect to the induced metric on L.

It can be shown that the αi define a frame of closed one-forms on MsL,

and the same is true of the βi. This means that we can define coordinates
yi such that αi = dyi, and coordinates y̌i such that βi = dy̌i. The only
choices we made were an integral basis for H1 (or Hn−1), and integration
constants. Different choices would be related by y′i =

∑
j aijyj + bi, with

(aij) ∈ GL(n,Z) and bi ∈ R (similarly for y̌i), i.e., by an affine transforma-
tion. This means that we have found an affine structure on MsL — two
such structures, actually — meaning that this manifold can be coordinatized
such that the transition functions are affine transformations.

There is a natural metric g on MsL defined by

g(v, w)|L = −
∫

L
ivω ∧ iwIm Ω

(using Eq. (37.7) this becomes the natural Weil–Petersson metric∫
L(ivω, iwω)dVL). This metric has a potential, i.e., in coordinates y1, . . . , ys

we can write gij = ∂2K
∂yi∂yj

. Similarly, for the coordinates y̌j , we can find a

potential Ǩ. In fact, y̌i = ∂K
∂yi

(and vice versa). The two are related by
Legendre transform: Ǩ =

∑s
i=1 y̌iyi − K.

These properties will be used (implicitly, mostly) in Sec. 37.9. Finally,
we note that since the moduli space of D-branes fibers over MsL with fiber
H1(L,R)/H1(L,Z) over a point L, we can form MD by quotienting the
total space of T ∗MsL or TMsL by lattices defined, say, by the αi or βi

respectively. One has a natural symplectic structure, one a natural complex
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structure. Mirror symmetry between two manifolds is expected to inter-
change these structures. In particular dual Calabi–Yau manifolds have been
described as compactifications of dual torus fibrations arising in this way.

37.5. Mirror Symmetry with Bundles

One lesson from physics is that new symmetries can appear at points
where states become massless. In a quantum field theory with a charged
complex scalar field φ, a potential (|φ|2 − a2)2 demands a vacuum value φ0

with |φ0|2 = a2. This breaks the gauge symmetry of the vacuum to the little
group preserving φ0. New fields φ′ are determined by expanding around φ0:
φ′ ≡ φ−φ0. The multiplet φ now decomposes: massless fields correspond to
directions from φ0 along the space |φ|2 = a2, while massive fields correspond
to directions normal to this space. Some of the formerly massless gauge fields
become massive, due to the Aφ0Aφ0 term in the expansion of the kinetic
energy |DA(φ′ +φ0)|2, where DA is the covariant derivative. This symmetry
breaking is called “the Higgs mechanism.” When a = 0 the full gauge
symmetry is restored.

Exactly the same phenomenon occurs when D-branes coincide. Open
strings stretched between D-branes are massive, but become massless when
the distance between D-branes becomes zero, so they sit on top of each other.
Therefore, if D-branes A and B coincide, then the two U(1) gauge fields can
combine with the A-B and B-A open string sectors to form massless fields in
the fundamental representation of U(2). In fact, the Lie algebra decomposes
into u(1) and su(2), which we can treat separately. We get enhanced gauge
symmetry upon coincidence.

Consider, then, N D6-branes wrapping the whole Calabi–Yau manifold,
M . We get an SU(N) gauge bundle. If the bundle is trivial, it must cor-
respond on the mirror M̃ to a submanifold in the homology class N times
that of the torus, T. A non-trivial bundle E can be thought of as including
lower-dimensional branes on top of (“bound to”) the six-brane. In general,
then, we have a map from the Chern character class ch(E) of the bundle
— or the Poincaré dual cycles in Heven(M) — to the homology class of the
corresponding Lagrangian submanifold, which lies in Hodd(M̃).7

7Finding the full map of integral homologies may not be so easy in general.
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What can be learned from such an identification? Before answering this,
let us first recall that classical mirror symmetry involves equating three-
point functions of states Ai of the topological theory — or massless states
(“marginal operators”) in the superconformal field theory. In the B-model
(on M̃, say), Ai ∈ H1(TM̃) and

〈AiAjAk〉 =
∫

(Ai ∧Aj ∧ Ak)� ∧ Ω = ∂i∂j∂kF ,

where the  indicates that we equate Λ3T with the trivial bundle (using
Ω), so Ai ∧ Aj ∧ Ak is in H0,3(M̃). Let us now return to the present D-
brane setting, and look on the B-cycle (in M) side.8 The structure parallels
the closed string case, only now we have a boundary superconformal field
theory preserving an N = 2 (a combination of left and right) and we can
form the topological theory whose states live in H1(End(E)), infinitesimal
deformations of the holomorphic structure of E. The three-point function is
described by the cubic term in a holomorphic Chern–Simons theory:

〈AiAjAk〉 =
∫

Tr (Ai ∧ Aj ∧ Ak) ∧ Ω.

We now turn to the mirror models, first the closed then open cases. In
the closed string mirror A-model (on M , say) the Ai are in H1,1(M) and
the calculation 〈AiAjAk〉 involves an instanton sum over holomorphic curves
meeting cycles that are Poincaré dual to the Ai. In the D-brane open string
calculation on the A-brane C ⊂ M̃, the Ai are in H1(C,C) and 〈AiAjAk〉 is
a sum over holomorphic maps φ from a disk D with boundary ∂D mapping
to C, such that three points on the boundary meet cycles Poincaré dual to
the Ai. Again, these instantons are weighted by exp

∫
D φ∗ω, where ω is the

complexified Kähler form, and also by the holonomy exp
∮
∂D φ∗β, where β

is the U(1) connection. We also must sum over different cycles in C which
are wrapped by the boundary ∂D.

To write down the three-point function for A-cycles, let us set some
notation. Let γa be a basis for H1(C), a = 1, . . . , b1(C). Let Da be a
minimal-area disk in M̃ and ra =

∫
Da

ω its area. Let ua =
∮
γa

β be the

8The choice of A/B cycles in what follows may be confusing. Note that in type IIA

string theory, branes are even-dimensional, with odd-dimensional world volumes, and can

wrap all of spacetime as well as an odd-dimensional submanifold. In type IIB, branes can

wrap spacetime plus an even dimensional submanifold.
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holonomy. We combine these two numbers in a complex coordinate

wa = ua + ira; q̃a = exp(2πiwa).

Now since two disks with the same boundary differ by a closed two-cycle,
any disk with boundary γa has area ra +

∑
i diti, with i = 1, . . . , b2(M̃),

with ti =
∫
Ci

ω (the ti will be complexified in the usual way to the complex
coordinate qi = exp 2πiti; the B-field contribution to ra is absorbed by the
ua) where Ci are a basis for H2(M̃). Now consider 〈AaAbAc〉. Let Ua ⊂ C

be a two-cycle Poincaré dual to the one-form Aa, etc. Let

K�d,�m
(a, b, c)

be the “number” of holomorphic maps φ from a disk D into M̃ such that

• �m describes the image of the boundary:

φ(∂D) =
b1(C)∑
a=1

maγa;

• �d describes the image disk, i.e., the class of D−
∑

a maDa (a closed

two-cycle) is given by
∑b2(�M)

i=1 diCi; and
• three cyclically-ordered points (0, 1,∞) on the boundary of the disk

are mapped into Ua, Ub, Uc respectively.

By “number” here we mean the top Chern class of some obstruction bundle,
as is familiar to readers from Theorem 26.1.2 and Sec. 26.2. Note that the
theory of Gromov–Witten invariants for Riemann surfaces with boundary
is still a rather nascent area of study. Algebraic geometry may not be as
strong a calculational tool as it is for the usual Gromov–Witten invariants.

Now assuming we can map from bundles to special Lagrangian cycles,
so that we have a correspondence E ↔ (C,A) (A is the flat connection), and
assuming we can map infinitesimal deformations on both sides (we denote
both by Ai), then we have the proposed equality∫

M
Tr (Ai ∧ Aj ∧Ak) ∧ Ω =

∑
�d,�m

K�d,�m
(i, j, k) ·mimjmk

b1(C)∏
a=1

q̃ma
a

b2(�M)∏
m=1

qdm
m .

In fact, similarly to the closed Riemann surface case, this equation can
be written as the third derivative of a generating function of open string
Gromov–Witten invariants. Such formulas have been checked mathemati-
cally in several non-trivial examples, where both sides of the equation could
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be computed (and a mirror map could be found). Counting disk instantons
is a problem similar to the closed string instantons, though rigorous proofs
have not yet been established.

This is just the first piece of the prediction of mirror symmetry applied
to D-branes. One can also consider other topologies for the Riemann surface
with arbitrary holes and handles, just as one does in the context of closed
topological strings. For example for the annulus the mirror map leads to
a reformulation of counting of holomorphic maps from annuli ending on
A-branes, in terms of Ray–Singer torsion on the mirror B-brane.

37.6. Mathematical Characterization of D-branes

37.6.1. A-cycles. We have discussed A-cycles as being special La-
grangian submanifolds with flat bundles on them. This is the viewpoint
we will continue to use. However, we will mention that Hitchin has offered
a description of D-branes as “gerbes.” For Calabi–Yau threefolds, gerbes
can be defined by codimension 3 real submanifolds, analogously to the re-
lation between divisors and line bundles. Gerbes contain the line bundle
information on the special Lagrangian as well. Though this characterization
of D-branes may ultimately be useful, we will stick to our more pedestrian
point of view here.

37.6.2. B-cycles. The story for B-cycles is more interesting. How
should we think of a holomorphic submanifold with a bundle over it? If the
submanifold is the full space, we have seen that we can think of a B-cycle as a
vector bundle. However, if we think of a holomorphic sheaf, its support must
be a holomorphic submanifold (or union of them). Perhaps sheaves are the
proper language for speaking about B-cycles. Coherent sheaves are sheaves
of sections that are locally quotients of a finitely-generated free group of
sections by a finitely-generated group of relations.

Example 37.6.1. For example, the structure sheaf Op of a point
p = (a, b) ∈ C2 can be written in a sequence O ⊕ O → O → Op → 0,
where the first map sends (f, g) to (x − a)f + (y − b)g. Note that this map
has a kernel, but the local presentation in terms of O’s is all that is needed
to show coherence.

It seems reasonable to assume that D-branes can be described locally
by a set of equations, giving the associated sheaves the coherent property.
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(But who knows?) In any case, the category of coherent sheaves seems
large enough to house most D-branes, and is probably enough to gain some
intuition. However, some puzzles arise. One is that for K3, there is a sym-
metry between sheaves called a Fourier–Mukai transform, which is believed
to be a symmetry of the string theory. However, this symmetry acts on a
larger class of objects than sheaves. It acts on cohomological complexes of
sheaves, up to an equivalence we now describe. Two complexes E• and F•

are deemed equivalent if there is a map between them (in either direction)
inducing the same cohomology sheaves, i.e., a “quasi-isomorphism” (also if
there are two different quasi-isomorphisms from a third complex of sheaves,
or even a chain of such linkages). This equivalence has been constructed by
“inverting” quasi-isomorphisms, and the category of bounded complexes up
to this equivalence is called the derived category of coherent sheaves. It will
be discussed in greater detail in Sec. 38.3.

Example 37.6.2. Completing the sequence from Example 37.6.1, we
have

0 → O → O ⊕O → O → Op → 0

(the first map sends f to −(y− b)f ⊕ (x− a)f), from which we can see that
E• ≡ O → O ⊕O → O is quasi-isomorphic to Op, hence isomorphic in the
derived category.

As of this writing, perhaps the closest understanding we have of the
physics of quasi-isomorphism is as follows. As mentioned, there are strings
connecting pairs of D-branes that become massless when the D-branes coin-
cide. What about a D-brane/anti-D-brane system? One might expect that
such a configuration is unstable, with the stable configuration described by
the vacuum, after mutual annihilation. An indication of an instability would
be the presence of a tachyonic state in the string theory. Indeed, “tachyonic”
means negative mass-squared, and the mass-squared is the second derivative
of the potential — so tachyons correspond to unstable critical points of a
field potential. It turns out that such tachyons exist, and again correspond to
strings stretching between the brane and anti-brane.9 For the D-brane/anti-
D-brane pair, the gauge fields on the branes and these tachyons comprise

9Sen’s tachyon condensation conjecture is that the tachyonic field rolls to a true (non-

tachyonic) minimum of the field potential, at which point the D-brane and anti-D-brane

have annihilated each other. This conjecture has now been formulated as a universal

problem in open string field theory, and is well-evidenced in numerical computations.
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the data of a “superconnection”10(
A T

T B

)
,

where A and B are connections on the branes (bundles) E and E′ and
the tachyons have bi-representation indices (corresponding to the two ends
of the open string) making T a section of Hom (E,E′) and T a section of
Hom (E′, E), respectively. Thus we have a two-term complex of bundles
with connections E → E′, with the tachyon providing the map, as well as
a reverse map. This is not quite the derived category, as we can’t inter-
pret integer shifts of grading (though perhaps it can serve as a “rolled-up”
version of one), but perhaps offers a clue as to what quasi-isomorphism
means. That is, the unstable tachyonic configuration may be equivalent
to a complex 0 → E → E → 0, which, if the map in the middle is an
isomorphism, is equivalent (quasi-isomorphic) to the zero object (vacuum),
indicating annihilation. For recent developments in the understanding of the
relationship between tachyons and the derived category, see work of Douglas
et al [75, 76].

37.7. Kontsevich’s Conjecture

Observations involving topological open string models and the need to
enlarge our understanding of mirror symmetry to include D-branes (and not
just the conformal ones) leads to the question of what is the proper math-
ematical formulation of the mirror symmetry in the context of D-branes.
Kontsevich has proposed a remarkable definition of what mirror symme-
try should be in the context of D-branes: an equivalence of two categories.
On one side we have the derived category of coherent sheaves, and on the
other side we have special Lagrangian submanifolds with flat (or otherwise
fixed-curvature) U(1) connections. As we mentioned previously, all ques-
tions involving D-branes and their interactions must be equivalent. This
amounts to an equivalence betwen the categories of D-branes.

Let us recall that categories in mathematics are comprised of a class of
objects; for every pair of objects E1, E2, a set of morphisms, Hom (E1, E2); and

10In fact it seems that the natural notion in this context may be a connection in

the supergroup U(N |M), and the topological B-model becomes equivalent to holomorphic

Chern-Simons for this supergroup.
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for pairs of morphisms φ ∈ Hom (E1, E2) and ψ ∈ Hom (E2, E3) a composition
ψ ◦ φ ∈ Hom (E1, E3).

Example 37.7.1. Here are some examples of categories. Objects: sets,
topological spaces, sheaves, groups, vector spaces, complexes. Respective
morphisms: functions, continuous functions, maps of sheaves, group ho-
momorphisms, linear maps, morphisms of complexes. Compositions: com-
positions are compositions of maps in all examples. Note that, in general,
the morphisms are not necessarily maps and merely have the structure of a
set. In such cases, the composition needs to be defined carefully. We will
encounter such an example in the case of A-cycles.

Kontsevich’s conjecture (really a definition) states that M and M̃ are
mirror pairs if and only if

D�(M) ∼= F0(M̃).

On the left is the bounded derived category of coherent sheaves (B-cycles),
and on the right is essentially the category of A-cycles, whose compositions
depend on holomorphic maps from disks. Mathematically, it is a category
derived from Fukaya’s A∞ category. We will discuss the derived category
D�(M) in more detail in Ch. 38. Below we will discuss the Fukaya category
in more detail.

From the physical point of view, interpreting the objects on the left-hand
side as the B-branes and the right-hand side as the object for A-branes, and
noting that the operations on the objects in each category relate to topo-
logical amplitudes at the level of the disc (as will be discussed below for the
Fukaya category) makes one direction of the above conjecture obvious. The
reverse direction is also plausible physically because one expects from the
target space point of view that the properties of BPS D-branes characterize
the full sigma model on Calabi–Yau. Note however that, from the physics
proof of mirror symmetry given in Ch. 20, we do not expect the mirror
symmetry to involve just a pair of manifolds. In particular, more generally
we obtain an LG theory mirror to a sigma model on a manifold. The above
conjecture should be suitably generalized to also include this more general
case.
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physics math math

M/M̃ M M̃

Obj B/A-cycle cpxes of sheaves sLags + bundles

D-branes E• (C,E)

Hom massless flds Hom (E•
1 , E•

2 )
⊕

p∈C1∩C2

Hom(E1, E2)|p

Comp 3-pt functs comp of morphisms comp by hol maps

Table 2. D-brane categories

37.7.1. Fukaya’s A∞ Category. Let us describe Fukaya’s A∞ cat-
egory.11 Fukaya’s definition involves not special Lagrangian, but merely
Lagrangian submanifolds, up to something called Hamiltonian deformation.
This gives something very similar to the category of sLags, as we shall see
in Ch. 38. The idea is to consider the open topological string theory on the
disk, with several branes.

An A∞ category is one with multi-compositions mk (not just pairwise)
involving k morphisms, k = 1, . . . ,∞, which obey various compatibility
equations. A∞ categories are to ordinary categories with associative com-
positions as A∞ algebras are to associative algebras. The compositions are
“associative up to homotopy,” a concept we now describe.
Objects. The objects of F(M̃) are special Lagrangian submanifolds of M̃

— i.e., minimal Lagrangian submanifolds — endowed with flat bundles E

with monodromies having eigenvalues of unit modulus12, and one additional
structure we will discuss momentarily. Thus, an object U is a pair:

U = (L,E).

11Readers may wish to read the next section in parallel with this one, where a detailed

example of Fukaya’s category and the Kontsevich equivalence is worked out for the case

of the elliptic curve.
12Kontsevich considered only unitary local systems, or flat U(n) bundles. The Jordan

blocks will be related to non-stable vector bundles over the torus.
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The additional structure we need is the following. A Lagrangian sub-
manifold L of real dimension n in a complex n-fold, M̃, defines not only a
map from L to M̃ but also the Gauss map from L to V, where V fibers over
M̃ with fiber at x equal to the space of Lagrangian planes at TxM̃. The
space of Lagrangian planes has fundamental group equal to Z, and we take
as objects special Lagrangian submanifolds together with lifts of the Gauss
map into the fiber bundle over M̃ with fiber equal to the universal cover of
the space of Lagrangian planes.
Hom’s. The morphisms Hom(Ui,Uj) are defined as

Hom(Ui,Uj) =
⊕

p∈Li∩Lj

Hom(Ei|p, Ej |p),

where the second “Hom” in the above represents homomorphisms of vector
spaces underlying the local systems at the points of intersection. There is
a Z-grading on the Homs. If p is a point in Li ∩ Lj , then it has a Maslov
index µ(p) ∈ Z.

Generally speaking, a category has composable morphisms that satisfy
associativity conditions. This is not generally true for the category F(M̃).
However, we have instead on F(M̃) an additional interesting structure mak-
ing F(M̃) an A∞ category. Associativity will hold cohomologically, in a way.
The equivalence of categories that we will prove in Sec. 37.8 will involve a
true category F0(M̃), which we will construct from F(M̃) after describing
the A∞ structure.

37.7.2. A∞ Structure. The category F(M̃) has an A∞ structure, by
which we mean the composable morphisms satisfy conditions analogous to
those of an A∞ algebra. An A∞ algebra is a generalization of a differen-
tial, graded algebra. Namely, it is a Z-graded vector space, with a degree
1 map, m1, which squares to zero ((m1)2 = 0). There are higher maps,
mk : A⊗k → A, as well.

Definition 37.7.2. An A∞ category, F consists of

• A class of objects Ob(F);
• For any two objects, X,Y, a Z-graded abelian group of morphisms

Hom(X,Y );
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• Composition maps

mk : Hom(X1, X2) ⊗ Hom(X2, X3) ⊗ · · · ⊗ Hom(Xk, Xk+1) →

Hom(X1, Xk+1),

k ≥ 1, of degree 2 − k, satisfying the condition

n∑
r=1

n−r+1∑
s=1

(−1)εmn−r+1

(
a1 ⊗ · · · ⊗ as−1 ⊗mr(as ⊗ · · · ⊗ as+r−1)

⊗ as+r ⊗ · · · ⊗ an

)
= 0

for all n ≥ 1, where ε = (r + 1)s + r(n +
∑s−1

j=1 deg(aj)).

An A∞ category with one object is called an A∞ algebra. The first
condition (n = 1) says that m1 is a degree 1 operator satisfying (m1)2 = 0,
so it is a co-boundary operator which we can denote d. The second condition
says that m2 is a degree 0 map satisfying d(m2(a1 ⊗ a2)) = m2(da1 ⊗ a2) +
(−1)deg(a1)m2(a1 ⊗ da2), so m2 is a morphism of complexes and induces a
product on cohomologies. The third condition says that m2 is associative
at the level of cohomologies.

The A∞ structure on Fukaya’s category is given by summing over holo-
morphic maps (up to projective equivalence) from the disc D, which take
the components of the boundary S1 = ∂D to the special Lagrangian objects.
An element uj of Hom(Uj ,Uj+1) is represented by a pair

uj = tj · aj ,

where aj ∈ Lj ∩ Lj+1, and tj is a matrix in Hom(Ej |aj , Ej+1|aj ).

mk(u1 ⊗ · · · ⊗ uk) =
∑

ak+1∈L1∩Lk+1

C(u1, . . . , uk, ak+1) · ak+1,

where (notation explained below)

(37.8) C(u1, . . . , uk, ak+1) =
∑

φ

± e2πi
�

φ∗ω · P e
	

φ∗β

is a matrix in Hom(E1|ak+1
, Ek+1|ak+1

). Here we sum over (anti-)holomorphic
maps φ : D → M̃, up to projective equivalence, with the following conditions
along the boundary (see Fig. 3): there are k+1 points pj = e−2πiαj such that
φ(pj) = aj and φ(e−2πiα) ∈ Lj for α ∈ (αj−1, αj). In the above, ω = b + ik

is the complexified Kähler form, the sign is determined by an orientation
in the space of holomorphic maps (it will always be positive for us), and
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L 1

L 2

L 3

p

q

r

Figure 3. Holomorphic maps contributing to
m2((p, a), (q, b)), where (p, a) ∈ Hom(U1,U2) —
i.e., p ∈ L1 ∩ L2 and a ∈ Hom(E1, E2)|p, — and
(q, b) ∈ Hom(U2,U3). The composition is given by a sum
over maps φ satisfying the boundary conditions pictured,
and is m2((p, a), (q, b)) =

∑
r∈L1∩L3

±e2πi
�

φ∗ω · Pe2πi
	

φ∗β ,

where β is the connection on the boundary formed by the
connections on L1, L2, L3, linked by p and q, as described in
the text.

P represents a path-ordered integration, where β is the connection of the
flat bundle along the local system on the boundary. Note that in the case
of all trivial local systems (β ≡ 0), the weighting is just the exponentiated
complexified area of the map. The path-ordered integral is defined by

P e
	

φ∗β = P e
� αk+1

αk
βkdα · tk · P e

� αk

αk−1
βk−1dα · tk−1 · · · · · t1 · P e

� α1
αk+1

β1dα

(this formula is easily understood by reading right to left). Following the
integration along the boundary, we get a homomorphism from E1 to Ek+1.

Fukaya has shown the A∞ structure of this category. We will skip this
demonstration and point the reader to the references in Ch. 40. Now to
define a true category which can be checked against the derived category,
we simply take H0 of all the morphisms (recall that they have the structure
of complexes). The composition, previously homotopy associative, becomes
associative. We call the resulting category F0(M̃).

37.8. The Elliptic Curve

In this section we outline the proof of Kontsevich’s version of mirror
symmetry for the elliptic curve, or torus. This generalizes our discussion of
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how mirror symmetry acts on D-branes in elliptic curves given in Ch. 19.
The elliptic curve is a one-dimensional Calabi–Yau which is self-mirror —
the complex parameter is exchanged with the complexified Kähler parameter
by the mirror map.

The minimal submanifolds are just minimal lines, or geodesics (the La-
grangian property is trivially true for one-dimensional submanifolds). To
define a closed submanifold in R2/(Z ⊕ Z) the slope of the line must be
rational, so can be given by a pair of integers (p, q). There is another real
datum needed to define the line, which is the point of intersection with the
line x = 0 (or y = 0 if p = 0). In the easiest case, the rank of the uni-
tary system is 1, so that we can specify a flat line bundle on the circle by
simply specifying the monodromy around the circle, i.e., a complex phase
exp(2πiβ), β ∈ R/Z. For a general local system of rank r we can take (p, q)
to have greatest common divisor equal to r.

For our objects, we thus require more than the slope, which can be
thought of as a complex phase with rational tangency, and therefore as

exp iπα.

We need a choice of α itself to make the Lagrangian a graded Lagrangian
object. Clearly, the Z-degeneracy represents the deck transformations of the
universal cover of the space of slopes. Shifts by integers correspond to shifts
by grading of the bounded complexes in the derived category. There is no
natural choice of zero in this copy of Z.

For our example, let us consider Hom(Ui,Uj), where the unitary systems
have rank 1, and where the lines Li and Lj go through the origin. Then
tanαi = q/p and tanαj = s/r, with (p, q) and (r, s) both relatively prime
pairs. For simplicity, one can think of the lines as the infinite set of parallel
lines on the universal cover of the torus, R ⊕ R. It is then easy to see that
there are

|ps− qr|

non-equivalent points of intersection. Since Hom(C,C) is one-dimensional,
the monodromy is specified by a single complex phase Ti at each point of
intersection. For rank n local systems, Ti would be represented by an n× n

matrix.
The Z-grading on Hom(Ui,Uj) is constant for all points of intersection

in our example (they are all related by translation). If αi, αj are the



716 37. ASPECTS OF MIRROR SYMMETRY AND D-BRANES

real numbers representing the logarithms of the slopes, as above, then for
p ∈ Li ∩ Lj the grading is given by

µ(p) = −[αj − αi],

where the brackets represent the greatest integer. Note that −[x]−[−x] = 1,
which the Maslov index must obey for a onefold. The Maslov index is non-
symmetric. For p ∈ Li∩Lj in an n-fold, µ(p)ij +µ(p)ji = n. The asymmetry
is reassuring, as we know that Hom(Ei, Ej) is not symmetric in the case of
bundles. It is the extra data of the lift of the Lagrangian plane which allowed
us to define the Maslov index in this way.

In our case of the elliptic curve, since m1 = d = 0 the cohomology
complex is the same as the original complex, and so we simply take the
degree 0 piece of Hom . Since m2 has degree 0, it survives this restriction
and is associative. The higher m’s are projected to zero in this category, so
our equivalence will be defined by constructing a dictionary of objects and
checking compatibility with m2.

37.8.1. Categorical Equivalence. To construct an equivalence of cat-
egories, one would like to have a bijective functor relating objects and Hom’s,
compatible with compositions. In this section, we will describe this functor
for the elliptic curve. As we will see, the construction is rather ad hoc. It
would be preferable to have a more general construction of such a functor.
In the subsequent section, we shall take up this point of view.

Here we wish to show the mirror relation Eτ ↔ Eτ , where Eτ represents
an elliptic curve with modular parameter τ : Eτ = C/(Z ⊕ τZ) and Eτ is
the torus R2/(Z ⊕ Z) with complexified symplectic form τdx ∧ dy. In fact,
we will exhibit only the functorial map of categories and the equivalence of
compositions for a simple example. The interested reader can find reference
to a more detailed proof at the end of the chapter.

The derived category simplifies on the elliptic curve. In fact, any complex
of coherent sheaves is quasi-isomorphic to the trivial complex formed from
its cohomology. This means that the complex is essentially a “direct sum”
of single-term complexes (which we can think of as sheaves), up to shifts in
grading. We will ignore the shifts in grading, then, and focus on sheaves. In
addition, sheaves on elliptic curves can be decomposed into a direct sum of
honest bundles plus sheaves supported on points.
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At its most basic, the dictionary of objects maps slope to slope. The
slope of a bundle V is defined to be d/r, where d =

∫
E c1(V ) is the “degree”

and r is the rank. We want to map this object to a line with slope d/r. As
a check, let us calculate the dimension of Hom(V, V ′) = H0(V ∗ ⊗ V ′). The
Grothendieck–Riemann–Roch formula tells us that if H1 is zero, this equals∫

E
ch(V ∗ ⊗ V ′) =

∫
E
(r − dx)(r′ + d′x) = rd′ − dr′,

where x is Poincaré dual to a point (
∫
E x = 1). Now two lines of slope d/r

and d′/r′ can be described by vectors between lattice points with coordinates
(d, r) and (d′, r′). These make a parallelogram with area |dr′ − rd′|, which
counts the number of intersection points in the quotiented torus. In fact,
the signs work out that the intersection points are in H0 precisely when the
bundles have global Hom’s (recall that the lines are “graded,” so intersection
points contribute to either H0 or H1 depending on which slope is greater).

For the moment we will ignore putting monodromies on the Lagrangians
or moving them away from lattice points. This corresponds to the fact that
we will ignore the possibility of tensoring our bundles by line bundles of
degree 0. The two real parameters describing these choices on each side can
be explicitly mapped to the parameters on the other side.

Let us check whether this assignment of objects is compatible with the
composition of Hom’s. We try a simple example. Let L0 be the line of
slope 0 (through the origin). Let L1 be the line of slope 1, and L2 be the
line of slope 2. Note L0 ∩ L1 = p01, where p01 is the origin (we retain
the intersection label). Now L1 ∩ L2 = p12, where p12 is also the origin.
Finally, L0 ∩ L2 = {p02, q02}, where p02 is the origin and q02 is the point
(1/2, 0) ∈ R2/Z2. Composition in the Fukaya category takes the form

p01 ⊗ p12 = Cppp · p02 + Cppq · q02.

Let us now compute the coefficients Cppp and Cppq. We will need to sum
over triangles in the plane bounded by lines of slope 0, 1, 2. These triangles
represent the image of holomorphic maps from the disk. More precisely,
we need to then quotient from the plane (universal cover) to the torus.
The corners of the triangle have to sit at lattice points for Cppp, while the
intersection of the slope 0 and slope 2 lines must sit at (n+1/2,m) for Cppq.

Without loss of generality we can take L0 and L1 to intersect at the origin,
(0, 0). Then the triangle is completely determined by the intersection of L0



718 37. ASPECTS OF MIRROR SYMMETRY AND D-BRANES

(0,0) (x,0)

(2x,2x)

A = x 2

Figure 4. Triangles in the sum of Cppp (x ∈ Z) and Cppq

(x ∈ Z + 1
2).

and L2 at (n, 0) for Cppp or (n + 1/2, 0) for Cppq (see Fig. 4). The “area”
of these triangles is n2 (resp. (n + 1/2)2), which we must multiply by τ

according to the symplectic form τdx ∧ dy. Then

Cppp =
∞∑

n=−∞
eiπ2τn2

, Cppq =
∞∑

n=−∞
eiπ2τ(n+1/2)2.

According to our dictionary, the corresponding bundles are L0 ≡ O, the
trivial (degree 0) line bundle; L1 ≡ O(1), the degree 1 Θ-line bundle, i.e.,
the line bundle on Eτ whose unique section is the theta function, Θ[0, 0];13

and L2 ≡ O(2).
We wish to compute the map

Hom0(O, L) ⊗ Hom0(L,L2) → Hom0(O, L2).

First note Hom0(O, L) = H0(O∗ ⊗ L) = H0(L) which is one-dimensional,
generated by Θ[0, 0](τ, z). This section also generates Hom0(L,L2) = H0(L).
Therefore, the correspondence p ↔ Θ[0, 0] makes sense for p01 and p12 (and
p02 as we shall see). Finally Hom0(O, L2) = H0(L2) is two-dimensional,
generated by Θ[0, 0](2τ, 2z) and Θ[1/2, 0](2τ, 2z). (Note the change in argu-
ment.) To complete the correspondence we should map p02 to Θ[0, 0] and

13To fix notation, we let L be the line bundle on Eτ defined by �
∗ × � /((u, v) ∼

(uq, ϕv), where u = exp(2πiz) is a coordinate on �
∗ , q = exp(2πiτ), and ϕ = q−1/2u−1.

Define Θ[a, b](τ, z) =
�

n∈�exp(iπτ(n + a)2 + 2iπ(n + a)(z + b)). Then Θ ≡ Θ[0, 0] is a

section of L.
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q02 ↔ Θ[1/2, 0]. Composition of Θ functions is by multiplication, and the
classical theta function identity reveals the product decomposition

Θ[0, 0](τ, z) · Θ[0, 0](τ, z) = Θ[0, 0](2τ, 0) · Θ[0, 0](2τ, 2z)

+ Θ[1/2, 0](2τ, 0) · Θ[1/2, 0](2τ, 2z).

One checks explicitly from the form of the theta function given in the foot-
note (13) that

Θ[0, 0](2τ, 0) = Cppp; Θ[1/2, 0](2τ, 0) = Cppq.

Fukaya composition and composition in the derived category are isomorphic!
The computation on the derived category side can be viewed as the suitable
reduction of the cubic term of holomorphic Chern-Simons

∫
Ω∧TrA[A,A] for

the CY threefold, to the case of the CY onefold, leading to
∫

Ω∧TrΦ1[A,Φ2]
where Φ1,2 are U(N) adjoint-valued sections of the trivial bundle on the
elliptic curve and the A is a U(N) connection on the elliptic curve. For the
case at hand, where we have considered three branes, N = 3.

Next one wants to move the lines away from lattice points and put
in U(1) holonomies. We consider changing the line L2, for example. If
we move it off the lattice an amount α, the sum defining Cppp will be over
exp[iπ2τ(n+α)2]. If we add a flat connection βdx, this will appear as a phase
2πi(n + α)(β). One sees that α and β parametrize shifts of the θ functions
describing Cppp and Cppq, a reflection of the fact that the corresponding line
bundles are shifted by tensoring with degree 0 line bundles. The reader can
find more details in the references cited at the end of this chapter.

The extension to arbitrary bundles is achieved by expressing certain
higher-rank bundles as push-forwards of line bundles under finite covers
(isogenies) of the elliptic curve. The push-forward of O under an r-fold
cover is O⊕r, for example. The corresponding lines have higher-rank local
systems. For sheaves supported at points, our slope-slope correspondence
tells us that they are equivalent to vertical lines. One checks compositions,
etc. This turns out to be enough to show the equivalence for the whole
derived category, thus proving Kontsevich’s conjecture in this simple but
illustrative case.

One could also generalize the check of the topological string computation
to other topologies and in particular to the case of the annulus. For D-branes
on elliptic curves this is done in Ch. 35.
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37.9. A Geometric Functor

In this section we show that it may be possible to define a natural functor
relating special Lagrangian objects to holomorphic sheaves. For simplicity,
we will restrict ourselves to some simplifying assumptions. Following the
reasoning of Sec. 37.4, we assume that our Calabi–Yau manifold has a special
Lagrangian torus fibration, and that the mirror manifold is constructed by
dualizing the fibration. Further, we take the tori to be flat. We also take
the base of the fibration to be non-compact, studying only the local (on the
base) geometric properties of the functor. With these assumptions, we will
define a natural way of going from A-cycles to B-cycles via a real family
version of Fourier–Mukai transform.

Our goal will be to use the structure of dual fibrations to relate special
Lagrangians plus flat U(1) bundles to bundles with connections satisfying
the deformed Hermitian-Yang–Mills equations. We limit ourselves to La-
grangians that are sections of the fibration, as in Fig. 2. The dual object is
therefore a six-brane, so we will ignore any strictly sheaf-theoretic issues and
focus on honest bundles. Such a map of objects would be an important first
step in the general construction of a bijective functor, proving Kontsevich’s
conjecture.

The transform we construct is simple-minded. A special Lagrangian
section intersects each fiber at a single point. That point represents a line
bundle over the dual fiber. The collection of line bundles pieces together to
form a line bundle over the dual family of fibers — i.e., the mirror.

We have our Calabi–Yau M fibered over a base B by flat special La-
grangian tori T, with xi coordinates for the base and yi coordinates for the
fiber, i = 1, . . . , 3. The Kähler potential φ for M is then taken to be inde-
pendent of the yi, i.e. φ = φ(x). The complex coordinate is zj = xj + iyj .

As studied by Calabi, the Ricci tensor vanishes and Ω = dz1∧. . . .∧dzm is
a covariant constant if and only if φ satisfies a real Monge–Ampère equation

det
∂2φ

∂xi∂xj
= const.

The Ricci-flat Kähler metric and form are

g =
∑
i,j

∂2φ

∂xi∂xj

(
dxidxj + dyidyj

)
,
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and

ω =
i

2

∑
i,j

∂2φ

∂xi∂xj
dzi ∧ dzj ,

(henceforth we sum over repeated indices). Notice that Ω ∧ Ω̄ is a constant
multiple of ωm, and it is a direct consequence of the real Monge-Ampère
equation.

Also note from the form of the metric g that M is locally isomet-
ric to the tangent bundle of B with its metric induced from the metric∑

i,j
∂2φ

∂xi∂xj dx
idxj on B. If we use the metric on B to identify its tangent

bundle with its cotangent bundle, then the above symplectic form ω is just
the canonical symplectic form dp ∧ dq on the cotangent bundle.

We can view the universal cover of M either as TB with the standard
complex structure, or as T ∗B with the standard symplectic structure. A
solution of the real Monge-Ampère equation is used to determine the sym-
plectic structure in the former case and to determine the metric structure,
and therefore the complex structure, in the latter case.

We will construct the transform for a special Lagrangian exhibited as a
section of the fibration, i.e., a graph over the base.

Recall that a section of T ∗B is Lagrangian with respect to the standard
symplectic form if and only if it is a closed one-form, and hence locally exact.
Therefore (or by calculation), a graph y(x) in M is Lagrangian with respect
to ω if and only if ∂

∂xj (ylφlk) = ∂
∂xk (φljy

l), where φij = ∂2φ
∂xi∂xj , from which

we get

yj = φjk ∂f

∂xk

for some function f (locally), where φjk is the inverse matrix of φjk.

Now dzj =dxj+idyj and on C we have dyj =φjl
(

∂2f
∂xl∂xk −φpqφlkp

∂f
∂xq

)
dxk.

Therefore dzj =
(
δjk + iφjl

(
∂2f

∂xl∂xk − φpqφlkp
∂f
∂xq

))
dxk over C. Notice that

if we write g = φjkdx
jdxk as the Riemannian metric on the base, then the

Christoffel symbol for the Levi–Civita connection is Γq
lk = φpqφlkp. Therefore

Hess (f) =
(

∂2f
∂xl∂xk − φpqφlkp

∂f
∂xq

)
dxldxk. Hence

dz1 ∧ · · · ∧ dzm|C = det
(
I + ig−1Hess (f)

)
dx1 ∧ · · · ∧ dxm

= det (g)−1 det (g + iHess (f)) dx1 ∧ · · · ∧ dxm,
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so the special Lagrangian condition (with phase) Im
(
dz1 ∧ . . . . ∧ dzm

)
|C =

tan θ · Re
(
dz1 ∧ . . . . ∧ dzm

)
|C becomes

Im det (g + iHess (f)) = (tan θ) Re det (g + iHess (f)) .

From these data, we want to construct a U (1) connection over the mirror
manifold W that satisfies the deformed Hermitian-Yang–Mills equation. The
dual manifold W is constructed by replacing each torus fiber T in M by the
dual torus T̃ = Hom

(
T, S1

)
. If we write the dual coordinates to y1, . . . , ym

as ỹ1, . . . , ỹm, then the dual Riemannian metric on W is obtained by taking
the dual metric on each dual torus fiber T̃ :

g̃ =
∑
i,j

(
φijdx

idxj + φijdỹidỹj

)
.

We need to understand the complex structure and the symplectic structure
on W. First we rewrite g̃ as

g̃ =
∑
i,j

φij
((

Σkφikdx
k
)(

Σlφjldx
l
)

+ dỹidỹj

)
.

Notice that d
(∑

k φjkdx
k
)

= 0 because φjkl is symmetric with respect to
interchanging the indices. Therefore there exist functions x̃j = x̃j (x) such
that dx̃j =

∑
k φjkdx

k locally — then ∂�xj

∂xk = φjk — and we obtain

g̃ =
∑
i,j

φij (dx̃idx̃j + dỹidỹj) .

So we can use z̃j = x̃j + iỹj ’s as complex coordinates on W . It is easy to
check that the corresponding symplectic form is given by

ω̃ =
i

2

∑
i,j

φijdz̃i ∧ dz̃j .

Moreover the covariant constant holomorphic m-form on W is given by

Ω̃ = dz̃1 ∧ · · · ∧ dz̃m.

Again, as a direct consequence of φ being a solution of the real Monge-
Ampère equation, Ω̃ ∧ Ω̃ is a constant multiple of ω̃m.

Remark 37.9.1. The mirror manifold W can be interpreted as the mod-
uli space of special Lagrangian tori together with flat U(1) connections. It
can be checked directly that the L2 metric, i.e., the Weil–Petersson metric,
on this moduli space W coincides with our g̃ above.
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In general, the relevant metric on the moduli space W is given by a
two-point function computed via a path integral, which includes instanton
contributions from holomorphic disks bounding the special Lagrangian torus
fibers. However, for our local Calabi–Yau M such holomorphic disks do
not exist. This is because M is homotopic to any one of its fibers; but any
such holomorphic disk would define a non-trivial relative homology class.
Therefore the metric g̃ coincides with the physical metric on the moduli
space W .

Remark 37.9.2. We note the symmetry between g (resp. ω) and g̃ (resp.
ω̃). For one can write φij as the second derivative of some function φ̃ with
respect to the x̃j’s. Simply write xj = xj (x̃), then ∂xj

∂�xk
= φjk = ∂xk

∂�xj
and

therefore xj = ∂Φ
∂�xj

for some function, Φ, and it is easy to check that φ̃ = Φ.

On each torus fiber, we have canonical isomorphisms T = Hom(T̃ , S1) =
Hom(π1(T̃ ), S1), therefore a point y =

(
y1, . . . , ym

)
in T defines a flat con-

nection Dy on its dual T̃ . This is the real Fourier–Mukai transform. Explic-
itly, we have

gy : T̃ → i (R/Z) = S1,

ỹ �→ i
∑m

j=1 yj ỹj ,

and Dy = d + A = d + idgy = d + i
∑

yjdỹj .

In fact we get a torus family of one-forms, since y (hence A) has x- (or
x̃-) dependence. Namely, we obtain a U (1) connection on W ,

DA = d + i
∑

j

yjdỹj.

Its curvature two-form is given by,

FA = dA =
∑
k,j

i
∂yj

∂x̃k
dx̃k ∧ dỹj .

In particular

F 2,0
A =

1
2

∑
j,k

(
∂yk

∂x̃j
− ∂yj

∂x̃k

)
dz̃j ∧ dz̃k.

Therefore, that DA is integrable, i.e., F 0,2
A = 0, is equivalent to the existence

of f = f (x̃) such that yj = ∂f
∂�xj

= φjk ∂f
∂xk because of dx̃j =

∑
k φjkdx

k.
Namely, the cycle C ⊂ M must be Lagrangian. Now

∂yj

∂x̃k
=

∂2f

∂x̃j∂x̃k
.
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In terms of the x variable, this is precisely the Hessian of f, as discussed
above. Therefore the cycle C ⊂ M being special is equivalent to

Im (ω̃ + FA)m = (tan θ)Re (ω̃ + FA)m .

For a general type-A supersymmetric cycle in M , we have a special
Lagrangian C in M together with a flat U (1) connection on it. Since as
before, C is expressed as a section of π : M → B and is given by yj =
φjk ∂f

∂xk , a flat U (1) connection on C can be written in the form d + ide =
d + i

∑ ∂e
∂xk dxk for some function e = e (x). Recall that the transformation

of C alone is the connection d+i
∑

yjdỹj over W . When the flat connection
on C is also taken into account, then the total transformation becomes

DA = d + i
∑

yjdỹj + ide

= d + i
∑

φjk ∂f

∂xk
dỹj + i

∑ ∂e

∂x̃j
dx̃j.

Here we have composed the function e (x) with the coordinate transforma-
tion x = x (x̃) . Notice that the added term

∑ ∂e
∂�xj dx̃j is exact and therefore

the curvature form of this new connection is the same as the old one. In
particular DA satisfies

F 0,2
A = 0,

Im eiθ (ω + F )m = 0,

so is a supersymmetric cycle of type B in W . By the same reasoning, we
can couple with C a flat connection on it of any rank and we would still
obtain a non-abelian connection DA on W satisfying the above equations.

In conclusion, the transformation of an A-cycle section is a B-cycle bun-
dle. Other cases may be considered as well, but defining this transform
in the general case — including singular and non-flat fibers, non-section
and multi-section A-cycles, and non-transversal intersection of fibers — is a
formidable problem.

37.10. The Correspondence Principle

In 1923 Niels Bohr asserted that the predictions of quantum mechanics
must agree with results from classical dynamics in regimes where classical
physics is appropriate. Indeed, a kickball is not very quantum mechanical.
Likewise, relativity must reduce to Newtonian mechanics when v/c ! 1.
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This is known as the “correspondence principle.” If we are to believe Kont-
sevich’s definition of what mirror symmetry is, it must incorporate all the
stunning predictions of the classical picture of mirror symmetry: Gromov–
Witten invariants, Picard–Fuchs differential equations, and all that. It also
should recover other developments such as Lagrangian fibrations, insofar as
they are valid. In this section, following Kontsevich, we give a rather heuris-
tic description of how such a correspondence might be achieved. We also
discuss some other desirable features of Kontsevich’s viewpoint.

37.10.1. Motivation. As already noted, the conjecture is closely re-
lated to how mirror symmetry works in the context of D-branes.

Another motivation of the conjecture comes from trying to understand
the moduli space of topological quantum field theories. As we know, the
observables correspond to cohomology classes Hp,q(M) in the A-model and
to Hp(ΛqTM̃) in the B-model. As these states can be used to deform the
action, they can be considered as tangent vectors to the full moduli space
of topological quantum field theories (if we include gravity at higher genus,
there are many more operators — the “gravitational descendants”). How-
ever, classical mirror symmetry calculations involve only the Kähler cone
(with directions H1,1(M)) in the A-model and the moduli space of Calabi–
Yau’s (with directions H1(TM̃) ∼= H2,1(M̃)) in the B-model. Perhaps mo-
tivated by the fact that Fukaya had found an A∞ structure in the open
string, Kontsevich considers deformations of the algebraic structure of the
Calabi–Yau which are not necessarily associative. Let us recall ordinary
deformations of algebras. Consider an algebra, A, with its composition
m2 : A ⊗ A → A. Infinitesimal deformations of the algebraic structure m2

can be found by putting m2 → m2 + ε2, and linearizing the associativ-
ity constraint. Deformations modulo basis redefinitions are classified by
the second Hochschild cohomology HH2(A), which has an equivalent de-
scription as Ext2(A,A), where A is taken as an A-bimodule (acting on the
left and right). To extend this to the algebraic structure on the sheaf of
holomorphic functions, consider O∆, which is the structure sheaf of the di-
agonal in M × M. Then O∆ is an OM bimodule, and behaves much like
A.14 Kontsevich then shows that the deformations of the structure sheaf as

14O∆ acts as the identity functor on sheaves, S. If we pull back S to M × M, tensor

with O∆, and push forward to M, we find π2∗(π
∗
1S ⊗ O∆) ∼= S.
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a sheaf of A∞ algebras, which are classified by Ext∗(O∆,O∆), are equal to⊕
p+q=n Hp(ΛqTM).

37.10.2. Recovering Classical Mirror Symmetry. Recall that clas-
sical mirror symmetry involves equating three-point functions of marginal
operators, i.e., H1(TM) or H1,1(M̃) on the B/A side, respectively. As we
saw above, we can think of H1(TM) as Ext2(O∆,O∆), i.e. as an element of
Hom2(M,M). Therefore, we should think of M ⊂ M ×M as a holomorphic

submanifold. On the mirror side, the corresponding object is M̃ ⊂ M̃ × M̃,

and is a special Lagrangian submanifold. Note that we have to reverse the
complex structure of the second M̃. In the Fukaya category, then, we have to
make sense of Hom2(M̃, M̃). Although the intersection is not finite or trans-
verse, we can make sense of it by deforming the second M̃, say, by a Morse
function, f. If we do so, the Fukaya Hom complex becomes the ordinary
Morse complex on M̃ (cf. Sec. 3.4) and its cohomology can be identified
with H2(M̃) = H1,1(M̃), as required for mirror symmetry. In couplings we
will take the limit f → 0.

M ×M M̃ × M̃

O∆ ∆̃

Ext2(O∆,O∆) Hom2(∆̃, ∆̃)

H1(TM)

Pick Morse function f

Hom complex ↔ Morse complex

⇒ Hom2(M̃, M̃) = H2(M̃)

Yukawa pairing
disk instanton sum φ : D → M̃ × M̃

= ordinary instanton φ : P1 → M̃

Table 3. Calculations on the diagonal should recover ordi-
nary mirror symmetry.

Now the three-point coupling in the B-model is the classical Yukawa pair-
ing. For the A-cycle M̃ the triple pairing involves disk instantons. Now note
that a disk instanton in M̃ × M̃ is a pair of maps (φ1, φ2)
where φi : D → M̃, such that φ1 = φ2 on the boundary. Gluing φ1 and φ2
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along the boundary, we can construct an ordinary holomorphic map from the
sphere. Since the Hom’s are defined with reference to a perturbing function
(and though we ultimately take the limit f → 0) There are conditions at
each of three points along the boundary of the disk – that they get mapped
to critical points of f (or sets of critical points) representing the cohomology
classes of the operators inserted there. It is not clear (to the author) how
these point conditions relate to the usual conditions of mapping points to
the Poincaré dual homology cycles of the operators at the insertions.

37.10.3. Lagrangians and Bundles. Recovering the picture of mir-
ror symmetry as T-duality can be seen by simply relating the structure sheaf
of a point (the zero-brane) to a corresponding special Lagrangian three-
brane. All moduli spaces of Lagrangian D-branes have torus fibrations, just
as in the argument of section 4. Further, the deformations of the zero-brane
moduli space are simply tangent vectors, and their two-point function is
the metric. On the Fukaya side, the two-point function includes all the
corrections from instantons.

More generally the computation of topological strings in the presence of
D-branes, and the use of mirror symmetry in this context is rather natural.
In fact recent work has led to enumerative predictions of disc instantons
which have been verified (though not yet proven) through mathematical
computations involving localization methods.

All told, Kontsevich’s conjecture, suitably generalized, is likely to be
valid. However, much remains to be explained or constructed: the role
of tachyon condensation and how it relates to quasi-isomorphisms in the
derived category; a functor from the two categories defined for compact,
non-semi-flat Calabi–Yau manifolds; a proper definition of the moduli space
of D-branes; a derivation and mathematical proof of boundary enumerative
predictions involving maps from Riemann surfaces with boundaries, along
the lines of classical mirror symmetry; etc.

Mirror symmetry may be somewhat well described at this stage, but
many results – both mathematical and physical – remain to be uncovered
through a unified understanding of this phenomenon.





CHAPTER 38

More on the Mathematics of D-branes: Bundles,

Derived Categories, and Lagrangians

38.1. Introduction

So far in this book we have built up a good picture of mirror symme-
try, with a dictionary of correspondences under the mirror map as follows,
at least in the geometric regime near the large complex and Kähler limit
points.

Complex n-fold M Symplectic 2n-manifold W

Ω = ΩM ∈ H0(KM ) ∼= Hn,0 ω = ωW ∈ H1,1 s.t. c1 = 0

B-model A-model

Periods, VHS GW-invariants

Hev Hn

Db(M) Fuk (W )

ω = ωM ∈ H1,1 Ω = ΩW ∈ Hn,0

even-dimensional branes n-branes

(Note that if n is even we may have to modify the RHS by adding in all
even-dimensional branes, and also that the GW-invariants of Ch. 26 really
are symplectic invariants only; they do not depend on a complex structure
(though one is often used to define or compute them). We are also ignoring

729
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the B-field for the purposes of this chapter – all of our symplectic forms are
real.)

There is an important difference between the sixth and eighth lines which
we have blurred until now, and which will be the main theme of this chapter.
Kontsevich’s conjecture, discussed in Sec. 37.7, involved only the complex
structure on M , and just the symplectic (or “Kähler”) structure on W ,
while to introduce the D-branes of Chs. 19 and 37 we need both types
of structure on both sides. The conjecture deals just with holomorphic
bundles (more generally, complexes of them up to quasi-isomorphism; this
then includes the coherent sheaves of Sec. 37.6.2) on the B-model LHS and
Lagrangians (up to Hamiltonian deformations, which we will discuss later,
with a grading and a flat unitary connection on them) for the A-model RHS.
(We are using Fukaya’s original A∞-category, not the modified sLag Fukaya
category of Sec. 37.7.1; the close relationship between the two will become
clearer by the end of this Chapter.) D-branes, however, are given on the
LHS by connections on a bundle (perhaps supported on some subvariety)
satisfying the MMMS (Sec. 37.3.1) or HYM equations (Eq. (38.2)) near
the large Kähler limit (where the MMMS equations degenerate to the HYM
equations). On the one hand this implies that the underlying bundle is
holomorphic and so defines an object of Db(M), but on the other hand it
contains more information, and, crucially, is dependent on the introduction
of a Kähler form ωM . Similarly A-model D-branes are special Lagrangian
and so, in particular, are Lagrangian, but require a complex structure on
W for their definition, and different choices will give different results. The
sense in which D-branes can be identified with the objects of Kontsevich’s
conjecture, and the sense in which they are different, is subtle but important,
and leads us to some interesting predictions. (We have been able to ignore
it so far, for instance in Sec. 37.8, because, as we shall see, the subtlety does
not really arise for T 2; almost all bundles are direct sums of bundles with
HYM connections, for instance.) So we give an overview of the mathematics
of stable bundles to compare and contrast with HYM connections. We
will then give a rough outline of what the derived category Db(M) is, and
explain why it is a much stronger invariant than say cohomology (of which
it is a refinement via the Mukai vector) or D-branes; Kontsevich’s idea is
that one should be able to recover the whole B-model string theory from
Db(M). Exploiting this on the symplectic (A-model) side will lead to a
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natural conjecture about the relationship between Lagrangians and special
Lagrangians.

38.2. Holomorphic Bundles and Gauge Theory

We want to describe some of the now standard mathematics of gauge
theory on holomorphic bundles, and the relationship between stable holo-
morphic bundles and HYM connections (all of these terms will be defined
presently). In particular it is important that, for this chapter at least, the
physics reader is not to think of holomorphic bundles as instantons, even if
they are stable; for instance we will be interested in later sections in a pair
of different holomorphic bundles whose associated HYM connections are
the same in some non-degenerate limit of changing Kähler form. (Similar
remarks will also apply to the MMMS equations.)

We briefly recall some facts from Sec. 1.3. Fix a complex manifold M . A
rank r holomorphic bundle E on M is given by a collection of trivial bundles
Ui ×C r over an open cover {Ui}i∈I of M , patched together by holomorphic
transition functions, i.e.,

(38.1) holomorphic maps φij : Ui ∩ Uj → GL(r,C ).

Thus we can talk about holomorphic sections — locally these are r-tuples of
holomorphic functions that patch under the φijs; transforming a section by
φij does not affect holomorphicity by (38.1). Similarly the Cauchy-Riemann
∂̄-operator patches together from the local operators (as ∂̄ ◦φij = φij ◦ ∂̄ by
(38.1)) to give

∂̄E : Ω0(E) → Ω0,1(E),

whose kernel is precisely the holomorphic sections of E. Here Ωp,q(E) de-
notes smooth (not necessarily holomorphic) forms of type (p, q) (i.e., p dzis
and q dz̄is in local coordinates) with values in E; thus Ω0(E) is just smooth
sections of E.

So a section s being holomorphic (∂̄Es = 0) is predetermined in E,
though not whether or not it is covariantly constant. Thus, the holomorphic
structure defines half a connection on E; the (0, 1) (or dz̄i) part. That is,
any connection

dA : Ω0(E) → Ω1(E) ∼= Ω1,0(E) ⊕ Ω0,1(E)
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splits into ∂A ⊕ ∂̄A according to the above decomposition, and for A to be
compatible with the holomorphic structure of E we insist that
∂̄A = ∂̄E . If we put a Hermitian metric h on E, then a simple calcula-
tion shows that there exists a unique connection dA compatible with both
the metric and the holomorphic structure, that is dA(h) = 0 and ∂̄A = ∂̄E;
see Sec. 5.2.1. (If (si)r

i=1 form a local holomorphic trivialisation of E in
which h = (hij) = h(si, sj), then dAsi = ∂Asi =

∑
jk ∂hij(h−1)jksk and the

Leibniz rule determine dA.)
This connection has curvature

FA = d2
A = F 2,0

A ⊕ F 1,1
A ⊕ F 0,2

A = ∂2
A ⊕ (∂A∂̄A + ∂̄A∂A) ⊕ ∂̄2

A

with respect to the splitting of the two-forms (with values in EndE)
Ω2 = Ω2,0 ⊕ Ω1,1 ⊕ Ω0,2. Of course ∂̄2

E = 0 so that F 0,2
A = 0 (and so

F 2,0
A = 0 by conjugation using the metric h).

There is also a converse to this (discussed in the more complicated case
of the bundle being the tangent bundle in Sec. 5.2) — a connection on any
complex bundle satisfying F 0,2

A = 0 defines a holomorphic structure on that
bundle: ∂̄2

A = 0 is the integrability condition for finding local bases of solu-
tions of ∂̄As = 0; these then define the local holomorphic trivialisation of the
bundle, and transition functions between different patches are immediately
holomorphic.

To get a closer link between holomorphic bundles and connections, we
can try to fix the (arbitrary) metric by imposing an equation on the resulting
connection. This is rather like uniformisation for Riemann surfaces: there
one studies complex geometry by introducing a metric and doing Kähler ge-
ometry; this metric is arbitrary, but if we impose a constant scalar curvature
condition (and fix the volume) it becomes unique and the study of the com-
plex geometry and (constant scalar curvature) Kähler geometry are equiv-
alent. Lengths of geodesics, for instance, are algebro-geometric invariants
of the complex curve. In higher dimensions one can similarly consider the
Hermitian-Einstein equations for a metric; this leads to Yau’s celebrated the-
orem on Calabi–Yau manifolds; once only the cohomology class of a Kähler
form is chosen, complex geometry is equivalent to Ricci-flat geometry.

So we now assume we have a Kähler form ω on M , and try to fix the
mertic (and resulting connection A) using the Hermitian-Yang–Mills (HYM)
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equations

F 2,0
A = 0 = F 0,2

A ,(38.2)

F 1,1
A ∧ ωn−1 = 0.(38.3)

(We are restricting to c1(E) = 0, but everything below applies to the more
general case with F 1,1

A ∧ ωn−1 = C idωn, C = 2πi(c1(E) · ωn−1)
/ ∫

M ωn.)
One can also consider other similar equations on F 1,1 such as those of

Conan Leung or the MMMS equation; we shall denote all of these by

F 2,0
A = 0 = F 0,2

A ,

f(F 1,1
A ) = 0,(38.4)

for some 2n-form-valued function f .
Often, in particular for the f(F ) = F ∧ωn−1 −C idωn HYM equations,

one can expect that for the generic holomorphic bundle there will exist a
unique metric such that the associated connection satisfies the equation.
(By generic we mean that if a single holomorphic bundle admits an HYM
connection, then all but a collection of holomorphic subsets (of lower di-
mension) of the “space” of holomorphic bundles do; however no bundles at
all may admit one, for instance if certain topological obstructions are not
satisfied.)

Why might we expect this to be true ? Firstly, we can see it infinites-
imally as follows. Linearising the equation ∂̄2

A = 0 for a (0, 1)-connection
A + a to define a holomorphic bundle about a holomorphic structure A, we
get ∂̄Aa = 0. But two ∂̄-operators define isomorphic holomorphic structures
if and only if they are conjugate: ∂̄A �→ φ ◦ ∂̄A ◦ φ−1 by any general linear
automorphism φ ∈ GL(E). (GL(E) is the general linear gauge group of
all smooth invertible automorphisms of E.) Infinitesimally, the Lie algebra
Ω0(EndE) � ψ acts by ∂̄A �→ ∂̄A + ∂̄Aψ. Thus, to first order, deformations
of the isomorphism class of holomorphic structures are given by

(38.5)
ker {∂̄A : Ω0,1(EndE) → Ω0,2(EndE)}
im {∂̄A : Ω0(EndE) → Ω0,1(EndE)}

,

i.e., by H0,1(EndE; ∂̄A) (meaning the sheaf, or Dolbeault, cohomology of
(EndE) endowed with the holomorphic structure ∂̄A).

Similarly given a HYM connection A, compatible with a fixed Hermitian
metric h, first, order deformations satisfying the same are given by A+ i(a+
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a∗) (where ∗ is defined using h, and again a ∈ Ω0,1(EndE)) satisfying

∂̄Aa = 0 = Re (∂Aa ∧ ωn−1),

i.e., ∂̄Aa = 0 = Re (∂̄∗
Aa).

We now have to divide by the smaller unitary gauge group U(E) of automor-
phisms of E preserving h. Infinitesimally then, we divide by deformations
a = i∂̄Aψ for ψ a real (self-adjoint) endomorphism of E; equivalently we
can fix the gauge fix by insisting that Im ∂̄∗

Aa = 0. The upshot is that
deformations are given by

(38.6) ker {∂̄A : Ω0,1(EndE)

→ Ω0,2(EndE)} ∩ ker {∂̄∗
A : Ω0,1(EndE) → Ω0(EndE)},

i.e., by H0,1(EndE; ∂̄A) again.
Thus the HYM equation provides, infinitesimally, a slice to the imag-

inary part of the GL(E) gauge group action; instead of dividing by the
whole complex Lie algebra action we can take the slice provided by HYM
and divide by the real U(E) part of the action.

This familiar linear trick of taking an orthogonal complement to a linear
subspace (here the imaginary part of the infinitesimal gauge action), instead
of the quotient by it (which is of course isomorphic), has a global nonlinear
generalisation provided by the moment map. The space A1,1 of unitary
connections A with F 0,2

A = 0 is formally an infinite dimensional complex
manifold (since A is determined by its (0, 1) part, the tangent space TAA1,1

is {a ∈ Ω0,1(EndE) : ∂̄Aa = 0} which is invariant under multiplication
by i). It also has a symplectic form Ω, acting on tangent vectors (sections
of Ω0,1(EndE)) by

(38.7) Ω(a, b) =
∫

M
tr(a ∧ b∗ ∧ ωn−1),

making A1,1 Kähler. The gauge group U(E) preserves Ω; in fact its action
is Hamiltonian. That is, for each ψ in the Lie algebra u(E) of self-adjoint
endomorphisms of E, its infinitesimal action A �→ A+ i(∂̄Aψ+∂Aψ) on A1,1

has a Hamiltonian (or momentum)

(38.8) mψ = −i

∫
M

tr(ψFA ∧ ωn−1),

i.e., a real-valued function on A1,1 whose symplectic gradient (the vector field
whose contraction with Ω is dmψ) is the vector field i(∂̄Aψ+∂Aψ) giving the
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infinitesimal action. All this means is that the vector field induced on A1,1

by the action of ψ is i times the gradient of mψ; i gradmψ = i(∂̄Aψ + ∂Aψ).
That is, the one-parameter flow generated by ψ is motion on the symplectic
manifold A1,1 according to Hamilton’s equations with Hamiltonian mψ.

These Hamiltonians fit together to form a moment map m for the U(E)-
action; that is a map m from A1,1 to the dual u(E)∗ (self-adjoint elements of
Ω2n(EndE)) such that the pairing 〈m,ψ〉 =

∫
M tr(mψ) is the Hamiltonian

mψ (and m is equivariant with respect to the U(E)-action on A1,1 and the
coadjoint action on u(E)∗).

From Eq. (38.8) we see that this moment map is

m : A1,1 → Ω2n(End�E),

A �→ −iFA ∧ ωn−1,

whose zero set is precisely the HYM connections. (Recall that −iFA is
self-adjoint.)

Now the action of U(E) complexifies to an action of its complexification
GL(E) such that, at the infinitesimal level of Lie algebras EndE = u(E)⊗C,
it is complex linear as a map to TA1,1. This gives the obvious GL(E) action
— conjugate a ∂̄-operator, then take the corresponding connection compati-
ble with this and the fixed metric h. This is not the same as conjugating the
full connection, as GL(E) does not preserve the metric; since conjugation
of h with GL(E) gives all metrics on E this is equivalent to fixing ∂̄A and
taking all metrics on E and their associated connections. (This is why we
spoke of changing the metric to a HYM metric earlier; instead, and equiv-
alently, we have fixed a metric and used gauge transformations that do not
preserve it.)

Isomorphism classes of different holomorphic structures (or ∂̄-operators)
on the bundle E are parametrised by

(38.9) A1,1/GL(E);

the general theory of symplectic quotients (if A1,1 were finite dimensional)
would identify this with

(38.10) m−1(0)/U(E),

for the “generic” ∂̄-operator. That is, the zero set of the moment map should
provide a slice to the imaginary part of the action and be invariant under
the real part; linearising this gives precisely the equality of Eqs. (38.5) and
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(38.6). Moreover the “generic” GL(E) orbit should intersect m−1(0) in a
unique U(E) orbit, where “generic” here means the stable orbits under the
group action. Stability depends on the choice of the symplectic form and the
moment map. We illustrate this equivalence of quotients with two examples.

The simple finite-dimensional example to have in mind is S1 acting di-
agonally on Cm via (z1, . . . , zm) �→ (λz1, . . . , λzm) for λ ∈ S1. This com-
plexifies to an action of C× with the same formula, and has moment map∑

i |zi|2 − a for any a ∈ R. This provides a slice to the imaginary part of
the C×-action (the scaling part with orbits the radial straight lines) so that

m−1(0)
S1

=
S2m−1

S1
is identified with

C m\{0}
C×

∼= Pm−1

in the usual way. Here the unstable orbits, which we throw out, are just {0}
for a > 0 (and for a ≤ 0 everything is unstable).

Secondly, what stability turns out to mean for bundles is the following.

Definition 38.2.1. A coherent sheaf E on a Kähler manifold M is
(slope) stable if and only if for all proper subsheaves 0 → F → E, we have
µ(F ) < µ(E), where µ(E) is the slope c1(E) · ωn−1/r(E) of E.

Semistable bundles are ones for which the inequality is ≤ instead of <,
and polystable bundles are direct sums of stable bundles of the same slope
(and so are semistable). Stability is a generic (“Zariski open”) condition in
the sense mentioned briefly before, and depends on a Kähler form.

Using this infinite-dimensional picture and some very hard analysis, the
analogue of the finite-dimensional results about symplectic quotients can be
proved in this setting, namely Eqs. (38.9) and (38.10) can be identified for
stable bundles.

Theorem 38.2.2. A holomorphic bundle E admits a compatible HYM
connection if and only if it is polystable. This connection is unique up to
isomorphism.

This is a miraculous theorem, reducing an infinite-dimensional problem
of solving a PDE to a finite-dimensional problem of linear algebra if M is
projective algebraic (since then all holomorphic bundles can be described by
algebraic, polynomial, data). It is similar in structure to Yau’s theorem on
Ricci-flat metrics, and both make physics very much easier, and both can
be reinterpreted as moment map problems. In Sec. 38.4.2 we will try and
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set up a similar structure for the similarly hard-to-solve sLag equations in
the hope that they may be understood similarly.

One way to prove the theorem is to note that, in these moment map
problems, the gradient flow of minus the norm square −|m|2 of the moment
map lies in the imaginary part of the GL(E) orbit, and flows to a unique
zero of the moment map (by convexity arguments) if the orbit is stable.
Proving this in infinite dimensions involves a lot of analysis, but the formal
picture suggests the right flow to find solutions (in this case it is the gradient
flow of minus the Yang-Mills action |m|2 =

∫
M |F |2+constant).

An important point is what happens to the flow in the strictly semistable,
non-polystable, case. Then the limit does not lie in the same GL(E) orbit —
it defines a different holomorphic bundle (or sheaf, if singularities in the flow
arise) lying in the orbit of a polystable bundle in the closure of the original
bundle’s orbit. This polystable bundle is the Jordan–Hölder decomposition
of the original bundle; as a simple example suppose (as in the next section)
that we have a semistable bundle E destabilised by a stable bundle E1 of
the same slope, with quotient another stable bundle E2:

0 → E1 → E → E2 → 0.

Then this sequence need not split holomorphically (i.e., E need not be iso-
morphic to E1 ⊕ E2; in fact extensions of the above form are naturally
parametrised by a vector space of extensions Ext1(E2, E1) = H1(E∗

2⊗E1)) so
may not be polystable, but in the closure of its GL(E) orbit is its polystable
Jordan-Hölder decomposition E1 ⊕E2; it is to the direct sum HYM connec-
tion on this that the gradient flow converges.

So the gauge theory identifies semistable bundles whose Jordan-Hölder
decomposition is the same; in fact so does the algebro-geometric theory of
forming moduli of holomorphic bundles via geometric invariant theory.

Conjecturally, most of what we have said so far should apply to the
Conan Leung/MMMS-type equations of the form f(FA) = 0 (Eq. (38.4))
too. We replace the symplectic structure (Eq. (38.7)) by

(38.11) Ω(a, b) =
∫

M
tr(a ∧ b∗ ∧ f ′(FA)),

where f ′ denotes the derivative with respect to FA only; for instance for
f = FA ∧ ωn−1, f ′ = ωn−1, yielding the standard symplectic structure Eq.
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(38.7). Formally this gives the moment map

m(A) = f(FA) ∈ u(E)∗ ⊂ Ω2n(EndE)

for the gauge group action.
The case of f = exp(kω + F 1,1

A ) Td (M) has been studied by Conan
Leung and relates to Gieseker stability in algebraic geometry; more general
equations have yet to be considered but it seems reasonable to conjecture
that, for f sufficiently non-degenerate, Eq. (38.11) is non-degenerate at A

(this is related to the ellipticity of the equation f(F 1,1
A ) = 0 at A) and there

should be a 1-1 correspondence as before. That is, modifying the notion of
stability (Definition 38.2.1) by using the topological quantity

(38.12) µ(E) =

∫
M tr f(FA)

r(E)

in place of the slope of a sheaf, (poly)stable holomorphic bundles should
correspond to solutions of f(FA) = 0, F 0,2

A = 0.
It would also be helpful to have algebro-geometric constructions of mod-

uli of such bundles when ω is the first Chern class of a very ample line bundle
O(1), and so Poincaré dual to a hyperplane section H. With f = FA∧ωn−1,
Eq. (38.12) is related to numbers of sections of a bundle on restriction to the
generic curve that is the intersection Hn−1 of (n−1) hyperplanes in general
position, and it is using just these sections that the moduli space of slope
stable sheaves is constructed (on a complex surface, at least). Similarly for
f = exp(kω+FA) Td (M), Eq. (38.12) measures numbers of sections of E(k)
on M , and this is what is used to construct the moduli space of Gieseker
stable sheaves. Wherever Eq. (38.12) has such a Riemann-Roch-type inter-
pretation it would be nice to find similar constructions.

In conclusion, a number of supersymmetric first-order physics equations
come from moment maps, giving one a chance of solving them and getting a
correspondence with purely holomorphic objects. This is one of the reasons
for the relevance of purely holomorphic objects in physics, and it is to more
of these that we turn now.

38.3. Derived categories

Since the appearance of Kontsevich’s mirror symmetry conjecture (Sec.
37.7), derived categories have begun to infiltrate string theory, although per-
haps not yet as much as they could have — their poorer cousin K-theory
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gets more attention because it is more familiar, from index theory and super-
symmetry, and easier to calculate with. But the derived category contains
far more information than K-theory; in fact Kontsevich predicts the whole
string theory can be recovered from it, as is more-or-less known for K3.
The derived category is a very strong invariant of a complex variety — it
determines the underlying variety in many cases (when the canonical bun-
dle is ample or anti-ample; i.e., definitely not Calabi–Yau) and has very few
autoequivalences (the right notion of automorphisms for categories). But,
for instance, two varieties that differ by a flop have equivalent derived cate-
gories and also equivalent B-models (the variation of Hodge structure is un-
affected, etc.). Other dualities in string theory also arise as autoequivalences
of the derived category (Fourier–Mukai transforms) or equivalences between
triangulated categories (Kontsevich’s original mirror conjecture). Also the
conjecture predicts that, in contrast with the (anti-)ample canonical bundle
case, derived categories of sheaves on Calabi–Yau manifolds should admit
many autoequivalences (mirror to the symplectomorphisms of the mirror
symplectic manifold). This is easily checked at the level of K-theory, but
the fact that this also holds at the level of the derived category is a signif-
icant check on Kontsevich’s conjecture. Later (in Eq. (38.29)) we will give
an example of an autoequivalence predicted by mirror symmetry that acts
trivially on cohomology and K-theory but non-trivially on the derived cate-
gory. This gives examples of two bundles Eqs. (38.15, 38.16), very different
in the derived category, whose images in K-theory or cohomology are the
same; this will be important to us in studying (special) Lagrangians in Sec.
38.4.

So derived categories are relevant in physics, and not just a piece of fancy
mathematics for its own sake; here we will say a little about how to think
of them. We are not actually going to say too much about their full theory
(for that see the references), more how to think of their objects (rather than
morphisms) in loose terms.

Roughly speaking, the objects of the bounded derived category of sheaves
Db(M) on a complex manifold M should be thought of as some kind of set
of all holomorphic bundles and coherent sheaves (Sec. 37.6.2) on M . How-
ever, it will also be important to be able to subtract sheaves from each other
via a map between them, which in physics can be thought of in terms of
annihilation of branes and anti-branes via a tachyon.
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A simple example is given by the sheaf exact sequence

(38.13) 0 → L−1 s−→ OM → OD → 0.

Here L is the (sheaf of sections of) the line bundle O(D) defined by the
divisor D ⊂ M , L−1 is its dual, and s is the section of L vanishing on
D. This gives an isomorphism L−1|M\D

s−→ OM\D, but on D the section
vanishes and so has image in OM the functions vanishing on D; the quotient
of this inclusion is precisely the functions on D, OD (this is a skyscraper
sheaf, zero away from D, called the structure sheaf of D).

In holomorphic K-theory, we identify OD with OM −L−1 because of this
sequence. The full definition is to take all sheaves, add in formal negatives,
and identify the sum of the outer two terms in any short exact sequence
with the central term. This is a refinement of the more familiar topolog-
ical K-theory because the maps in exact sequences must be holomorphic;
nonetheless there is an obvious map to topological K-theory (the charge
map of D-branes), and to cohomology via the Chern character or Mukai
vector.

If we pick another section s′ of L, with zero section D′, this gives an iden-
tification of OD with OD′ in holomorphic K-theory: both are
[OM ] − [L−1]. But in the derived category we keep the information of the
arrow (in this case s); the sense in which we subtract L−1 from OM , via
s, is kept track of, and we do not identify OD with OD′ (in fact no two
distinct coherent sheaves are ever identified in Db(M)). Similarly the zero
map L−1 0−→ OM is considered to be something different again (genuinely
OM −L−1) and is not identified with any OD. While such a thing might not
be considered in physics, as it is not stable or the stationary point of any
action, it is important that in Db(M) all such unstable objects are kept —
they may be the limit of stable objects, as for instance this one is as s → 0.

Define a bounded complex of sheaves to be a sequence of sheaves and
holomorphic maps (of OM -modules) between them

(38.14) {En dn+1

−→ . . .
dm−2

−→ Em−2 dm−1

−→ Em−1 dm

−→ Em}

(where n ≤ m can be positive or negative) such that dk ◦ dk−1 = 0 for all k.
Then the right statement to make is that the sequence Eq. (38.13) makes
the complexes {L−1 s−→ OM} and {OD} (thought of as a complex in only



38.3. DERIVED CATEGORIES 741

one degree) quasi-isomorphic — there is a map of complexes

{L−1 s−→ OM}
↓ ↓

{ 0 −→ OD}

such that all maps commute, and induce an isomorphism on cohomology
(the kth cohomology sheaf of the complex Eq. (38.14) is ker dk+1/ im dk;
thus the cohomology of Eq. (38.13) is zero — the complex is exact — and
the cohomology of both of the above complexes is just OD in degree 0).
This is not the same as saying the complexes have the same cohomology,
though clearly it implies it. If it were we could do without the arrows and
use just sums and differences of cohomology sheaves; the strength of the
derived category is in keeping track of the arrows.

In the derived category quasi-isomorphisms are inverted. Clearly, as in
the above example, there need not be an actual inverse map for any quasi-
isomorphism (any map of sheaves OD → OM has the property that when
multiplied by a function vanishing on D, it vanishes; the only section of OM

with this property is 0, and so all maps OD → OM vanish). So we just add
one in formally, as we think of two quasi-isomorphic objects as isomorphic.
This is not a map of complexes, just a map in the derived category —
an abstract arrow between two objects. There is then an obvious way of
composing all such maps of complexes and arrows φ−1 (where φ is a quasi-
isomorphism) such that φφ−1 = id, etc., and each arrow starts where the
last one leaves off. This then defines the bounded derived category Db(M)
of M , with a map to both K-theory and cohomology (since quasi-isomorphic
complexes map to the same class:

∑
k(−1)k[Ek] for Eq. (38.14)).

As a continuation of our simple example, consider points (divisors) pi

on a Riemann surface, represented by their structure sheaves ⊕iOpi . In
cohomology two such collections have the same class if and only if there is
the same number n of points in the collection; they then define the class
n ∈ H2. The same is true of topological K-theory (which is isomorphic to
cohomology in this example). In holomorphic K-theory, two points p1, p2

are identified if and only if they are linearly equivalent: if and only if there
is a meromorphic function vanishing only at p1 and with a pole only at p2;
if and only if they define the same line bundle L ∼= O(p1) ∼= O(p2). In this
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case the two sections si of L and the sequences

0 → L−1 si−→ O → Opi → 0

identify the two Opi with OM −L−1 in K-theory, and s1 · s−1
2 is the required

meromorphic function.
In the derived category, however, the Opi are complexes with different

cohomology Opi so they remain distinct. Thus the derived category sees
the points, holomorphic K-theory sees the linear equivalence class of the
points, and cohomology sees only their total degree. (In higher dimensions
cohomology detects the numerical equivalence class of a divisor, holomorphic
K-theory sees its linear equivalence class, and the derived category sees the
divisor itself.)

The structure of Db(M) is in general very complicated in dimensions
greater than 1. This is both very useful for mathematics and homologi-
cal algebra (for instance maps between objects in Db(M) turn out to give
all their Ext groups and gives an easy way to understand these) and very
difficult to deal with.

But Kontsevich’s conjecture suggests that unfortunately these complica-
tions are necessary for physics. We really must consider all of these unstable
objects as well as the D-branes. There are many instances (Fourier–Mukai
transforms, etc.) where a duality of string theory may generically take D-
branes to other D-branes, but in some cases takes them to more exotic
unstable objects. Also, recent work of Douglas et al, mentioned in the ref-
erences, has shown that away from the large Kähler limit these unstable
complexes can become stable in a suitable sense, and so become part of the
spectrum of D-branes.

As we have already mentioned, considering Db(M) also takes the Kähler
dependence out of the B-model, gives us a way of identifying different HYM
connections for different Kähler forms via the underlying holomorphic bun-
dles, and keeps track of a bundle as it becomes unstable when the Kähler
form “crosses a wall” (making one sub-bundle have larger slope than another
— this has nothing to do with walls of the Kähler cone or degenerate Kähler
forms) and is no longer represented by an HYM connection.

We give a simple example of such wall-crossing that will prove useful later
on as mirror to a construction with sLags. Suppose we have two bundles (or
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coherent sheaves) E1 and E2 with

Ext1(E2, E1) ∼= C ,

for simplicity. (This is H1(E∗
2 ⊗ E1) in the case of E2 being a bundle, and

parametrises extensions (38.15).) We then form E from this unique non-
trivial extension class

(38.15) 0 → E1 → E → E2 → 0.

Take a family of Kähler forms ωt on M (for fixed complex structure) such
that µt(E1) − µt(E2) has the same sign as t. Suppose also that the Ei are
stable for all t ∈ (−ε, ε); then it is possible to show that E is stable for
sufficiently small t < 0, while it is destabilised by E1 for t ≥ 0.

In the two-dimensional K3 case, Serre duality gives

Ext1(E1, E2) ∼= Ext1(E2, E1)∗ ∼= C ,

so that for t > 0 we can instead form an extension

(38.16) 0 → E2 → E′ → E1 → 0,

to give a new bundle E which is stable for small t > 0, and has the same
Mukai vector

v(E′) = v(E1) + v(E2) = v(E) (:= ch(E)
√

TdM).

In the threefold case, Serre duality gives

(38.17) Ext2(E1, E2) ∼= Ext1(E2, E1)∗ ∼= C

instead, and so no extension (38.16). In both dimensions, at t = 0 the
polystable bundle

(38.18) E1 ⊕ E2

admits an HYM connection, while E and E′ do not, and the limit of the
HYM connections on E for t < 0 (E′ for t > 0) is this direct sum HYM
connection on the different holomorphic bundle E1 ⊕ E2.

Therefore, following the HYM connection as t (and so the Kähler form
ωt) varies, the underlying bundle has exactly three different holomorphic
structures, undergoing a wall crossing at t = 0, moving into a different
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gauge group orbit, but one which intersects the closure of the gauge group
orbits of the bundles E (Eq. (38.15)) and E′ (Eq. (38.16)):

(38.19)

3-fold case K3 case

• t < 0 E HYM ∀t E HYM ∀t

• t = 0 E1 ⊕E2 HYM E1 ⊕ E2 HYM

• t > 0 − E′ HYM ∀t.

What in fact we do get on a threefold from the one-dimensional Ext2

(Eq. (38.17)) is a complex E′ in the derived category Db(M) fitting into an
exact sequence of complexes

(38.20) 0 → E2 → E′ → E1[−1] → 0,

where E1[−1] is E1 shifted in degree by one place to the right as a complex.
This has Mukai vector

(38.21) v(F ) = v(E2) − v(E1).

Thus as we pass through t = 0 the natural object on the other side has
the wrong homology class in odd dimensions (but the right one in even
dimensions) and so an element of the appropriate moduli space disappears.

Changing the semistable E into the polystable E1 ⊕ E2 at t = 0, or
the unstable E into the sum of stable bundles E1 ⊕ E2 of different degree
for t > 0, are examples of the Jordan–Hölder filtration, or decomposition,
of an unstable sheaf into stable parts. Its relevance to us is that the gra-
dient flow of the Yang–Mills action mentioned in the last section tends, in
an appropriate sense (after some rescaling) to the direct sum of the HYM
connections on this decomposition if the bundle E is not stable. If t = 0 (the
semistable case) this is itself HYM, and when t > 0 (the unstable case) it is
not HYM, but still a stationary point of the Yang–Mills action (satisfying
the second-order Yang–Mills equation d∗AFA = 0).

38.4. Lagrangians

D-branes on the A-model side are given by special Lagrangians, but this
requires a complex structure to be fixed on this symplectic side. The ana-
logue of considering holomorphic bundles, rather than HYM connections, is
to consider Lagrangians up to Hamiltonian deformations, thus using only
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the symplectic geometry. This is the data that goes into the Fukaya cate-
gory (roughly speaking this is built from Lagrangians modulo Hamiltonian
deformations, with flat unitary connections on them, rather like, but more
complicated than, the way Db(M) is built up from sheaves on M). In this
section we will explain why this should generically (again modulo issues of
stability) correspond to considering sLags. But first we need to recall some
definitions from Sec. 37.3.1.

A Lagrangian submanifold L of a symplectic manifold (W 2n, ω) is a
n-dimensional submanifold such that the restriction ω|L ≡ 0 is identically
zero. In the presence of a complex structure on W making it a Calabi–Yau
manifold, we may pick a nowhere zero holomorphic n-form Ω, and note (by
a local calculation in differential geometry) that

(38.22) Ω|L = eiθ vol ,

where vol is the Riemannian volume form on L induced by Yau’s Ricci-
flat metric on W , and θ is some (multiple-valued) real function on L. vol
provides an orientation for L, and reversing its sign alters the phase θ by π.
A special Lagrangian (sLag) is a Lagrangian with constant phase θ, which
may be set to zero, without loss of generality, by replacing Ω by e−iθΩ.

The winding class π1(L) → π1(S1) of the phase map

L
eiθ

−→ S1,

is called the Maslov class of the Lagrangian (and is clearly zero for a sLag).
We only consider Lagrangians of vanishing Maslov class, for which eiθ can
then be lifted to a global, single-valued function θ : L → R. Such a lift is
called a grading of L and is equivalent, but perhaps simpler, than the more
general definition of grading we gave in Sec. 37.7.1 using only the symplectic
structure. There are therefore a Z of gradings θ �→ θ + 2nπ (corresponding
under mirror symmetry to shifts [2n] of a complex in the derived category).
Adding π to the function θ corresponds to reversing L’s orientation, and
shifting by [ 1 ] on the mirror. (Grading and Maslov class can be defined
purely topologically without reference to a complex structure, of course.)
From now on we will only consider graded Lagrangians, i.e., when talking
about a Lagrangian L we will have implicitly chosen a pair (L, θ), where θ

is a lift of eiθ. Thus we will have a natural orientation for L too.



746 38. BUNDLES, DERIVED CATEGORIES, AND LAGRANGIANS

Similarly we can define a kind of average phase φ = φ(L) of a submani-
fold (or even just homology class) L ⊂ W by∫

L
Ω = Aeiφ(L),

for some real number A; we then use Re (e−iφ(L)Ω|L) to orient L. Reversing
the sign of A alters the phase by π and reverses the orientation. Again
for a graded Lagrangian L = (L, θ), φ(L) is canonically a well-defined real
number (rather than S1-valued). Shifting the grading [ 2n ] : θ �→ θ + 2nπ

gives a similar shift to the phase φ(L).
The terminology comes from the fact that if there is a submanifold in

the same homology class as L that is sLag, then the constant phase θ of that
sLag is φ(L). Slope, which we define as

µ(L) := tan(φ(L)) =
∫

L
ImΩ

/∫
L

Re Ω,

is independent of grading, monotonic in φ in the range (−π/2, π/2), and
invariant under change of orientation φ �→ φ±π. This agrees with the slope
of a straight line sLag in the case of T 2.

First-order deformations of a Lagrangian are given by normal vector
fields v preserving the ω|L ≡ 0 condition, i.e., such that the Lie derivative
Lvω = d(v �ω) is zero. Thus, under the natural isomorphism v �→ v �ω

between the normal bundle to L and T ∗L, deformations correspond to closed
1-forms Z1(L): an infinite-dimensional space.

Hamiltonian deformations of L are given by those closed one-forms that
are exact, i.e., by normal vector fields dh �ω−1 for some “Hamiltonian”
function h on L. For instance, two curves on a Riemann surface are Hamil-
tonian deformations of one another if and only if the area between them
is zero (when measured with sign). In general a global deformation of a
Lagrangian is Hamiltonian if and only if the flux of each loop γ ∈ H1(L) is
zero; that is, if the integral of ω over the two-chain swept out by γ under
the deformation is zero.

Thus, to first order, deformations of a Lagrangian up to Hamiltonian
deformations are given by

Z1(L)/dΩ0(L) = ker d/im d = H1(L; R),

compare Eq. (38.5).
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On the other hand those closed one-forms σ whose corresponding defor-
mation preserves the special condition (which is Im Ω|L ≡ 0 for Ω rotated
such that L has phase 0) are just those for which

0 = Lσ �ω−1 ImΩ = d((σ �ω−1) � ImΩ) = d(∗σ),

for L sLag. Thus deformations of sLags are given by

ker d ∩ ker d∗ = H1(L; R),

compare Eq. (38.6).
So we see that we are in a situation analogous to that for connections;

just as the HYM condition provided a slice to the imaginary part of the com-
plex gauge group action (which infinitesimally means that deformations of
HYM connections are the same as deformations of holomorphic bundles up
to complex gauge transformations), the special condition provides, infinites-
imally at least, a slice to the Hamiltonian deformations of a sLag. No such
first-order Hamiltonian deformation of a sLag is sLag, and deformations of a
sLag agree with deformations of the underlying Lagrangian modulo Hamil-
tonian deformations. Thus we would like to find a moment map formalism
to globalise this, with zeros the sLags, unique in a Hamiltonian deformation
orbit of a generic Lagrangian.

However, the space of Lagrangian submanifolds is not complex, and we
do not yet have a real group action whose complexification has imaginary
part the Hamiltonian deformations. So first we introduce flat U(1) connec-
tions on our Lagrangians. Deformations of flat U(1) connections are given
by closed one-forms, so when combined with the Lagrangians we find the
formal tangent space to the space Z of all such is naturally complex with a
complex structure J described by:

(38.23) TLZ ∼= Z1(L) ⊕ Z1(L), J =

(
0 1
−1 0

)
.

We then extend the table at the start of the chapter as follows; the rest of
this section will be taken up with explaining all of its entries.

While the bottom half of the table will hopefully work in all dimensions,
the top half applies only in dimension 3, and is included to make more
contact with Sec. 37.5. It need not be exact in any physical sense except in
some appropriate limit, but can be thought of as a list of nice analogies.
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Complex n-fold M Symplectic 2n-manifold W

Connections A on a fixed Submanifolds L with a

C∞ complex bundle E U(1) connection on C × L

v(E) = ch(E)
√

TdM ∈ Hev [L] ∈ H3

CS� (A = A0 + a) = f� (A,L) =
∫ L
L0

(F + ω)2

1
4π2

∫
M tr

(
∂̄A0a ∧ a + 2

3a
∧3
)
∧ Ω =

∫ L
L0

(F 2 + ω2) + 2
∫ L
L0

ω ∧ F

Critical points: F 0,2
A = 0 Critical points: ω|L = 0, FA = 0

holomorphic bundles Lagrangians + flat line bundles

Holomorphic Casson invariant Counting sLags (Joyce)

Gauge group U(1) gauge group on L

Complexified gauge group Hamiltonian deformations

Moment map FA ∧ ωn−1 Moment map Im Ω|L

Stability, slope µ = Stability, slope µ =
1

rk E

∫
M trFA ∧ ωn−1 1�

L ReΩ

∫
L Im Ω

One of the reasons for the disclaimer is that the picture is a deliber-
ate simplification of mirror symmetry, and avoids the derived category and
Fukaya category. These are undoubtedly necessary in general — the mirror
of a Lagrangian can in examples be a non-trivial complex of sheaves rather
than a single sheaf, and vice-versa — Kontsevich was not just showing off by
introducing these constructions into mirror symmetry. Fourier–Mukai trans-
forms show that in some sense the derived category is the smallest structure
that we can use that contains all stable holomorphic vector bundles (and
so, using extensions and resolutions, all coherent sheaves). The table will
not hold in many cases, but the analogy does. Also, as before, we should
consider the MMMS equations as well as HYM, but since we have seen that
these too can come from a moment map the analogy still holds.
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Another complication that ought to be mentioned is the issue of ob-
structions. While Lagrangians (and sLags) L have unobstructed deforma-
tions governed by H1(L), holomorphic bundles (and HYM gauge fields) E

do not. In Kontsevich’s proposal the deformation space Ext1(E,E) (this
is just H1(EndE) if E is a vector bundle) is related not to H1(L), but to
the Floer cohomology HF 1(L,L). This is approximated by H1(L), but has
corrections due to holomorphic disks (disk instantons) with boundary on
L. The interpretation is that we should only consider Lagrangians whose
Floer cohomology can be defined as possibly mirror to objects in the derived
category (in physics terms this means those for which the gradient of the
superpotential vanishes), and these are obstructed. Again, we can ignore
this technicality in our analogies.

Firstly, then, we are considering a bundle E on a threefold M , with
Mukai vector v(E) = ch(E)

√
TdM ∈ Hev(M) mirror to a class

[L] ∈ H3(W ) (E need not be holomorphic, nor L Lagrangian, at this stage).
Considering the space A of all (0, 1)-connections on E as in Sec. 38.2 (with
a Hermitian metric on E, this can be identified with the space of unitary
connections), Witten’s holomorphic Chern–Simons functional

CS� (A = A0 + a) =
1

4π2

∫
M

tr
(
∂̄A0a ∧ a +

2
3
a ∧ a ∧ a

)
∧ Ω

on A is invariant under all GL(E) gauge transformations connected to the
identity, and so descends to a multi-valued function on A/GL(E). Its critical
points are those connections with ∂̄2 = 0, i.e., those that define a holomor-
phic structure on E. Thus we expect the space of holomorphic bundles of a
fixed topological type on M to have virtual dimension 0 (the critical points
of a functional, i.e., the zeros of a one-form (its exterior derivative) gives as
many equations as there are unknowns) and we might hope to count them
using virtual cycles as in Sec. 26.1 — this can be proved to work, defining
a holomorphic Casson invariant. (In fact what the holomorphic Casson in-
variant counts is stable bundles, i.e., HYM connections, plus some sheaves
in the compactification of the moduli space1.)

1A nice example of the holomorphic Casson invariant is given by the intersection X of

a quadric and a quartic in �
5 ; the quadric is the Grassmannian of two-planes in �

4 and so

has two tautological two-plane bundles on it; the universal sub- and quotient- bundles A

and B. Then A|X and B∗|X lie in the same moduli space of stable bundles on X, and are

the only semistable sheaves of the same Chern classes; thus the appropriate holomorphic
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This functional can be written more topologically in three different ways,
which will be more clearly analogous to the A-model functionals below. They
all reflect the fact that ∂̄ of the three-form ∂̄A0a∧ a + 2

3a∧ a∧ a is the four-
form F ∧ F , where F = F 0,2

A0+a is the (0,2)-part of the curvature of A0 + a.
The differential form 1

4π2 trF ∧F is the Chern–Weil representative of minus
the first Pontrjagin characteristic class of a bundle, −p1 = 2c2 − c2

1.
Let π denote the projection X× [0, 1] → X, and let A be any connection

on π∗E restricting to A0 on X × {0} and A on X × {1}. Then the first
alternative formula for Witten’s holomorphic Chern–Simons functional is

CS� (A) =
1

4π2

∫
X×[0,1]

tr(F	 ∧ F	 ) ∧ π∗Ω.

Secondly, and more in keeping with the holomorphic nature of CS� ,
suppose that the Calabi–Yau threefold X is a smooth anti-canonical divisor
in a fourfold Y ; that is, the zero set of a holomorphic section η ∈ H0(K−1

Y ).
We think of η−1 as a meromorphic complex volume (4,0)-form on Y with
first-order poles along X. Suppose that (E,A) extends to a bundle with
(non-integrable) connection (E,A) on Y . Then, up to an additive constant,

CS� (A) =
1

4π2

∫
Y

tr(F	 ∧ F	 ) ∧ η−1.

Finally, there is a third formula in the special case that A = A0 + a is
integrable, admits a holomorphic section s, and has c1 = 0, so that −p1(E)
is now just 2c2, twice the Euler class of E, and so is represented by Poincaré
duality by twice the zero set of s. That is, fix once and for all a two-cycle
Z0 ⊂ X representing c2(E). Then the zero set Z of s is homologous to Z0, so
that Z −Z0 is the boundary ∂∆ of a three-chain ∆, and (up to an additive
constant),

CS� (A) =
1

2π2

∫
∆

Ω.

Since we are interested in more than just holomorphic bundles, but all
(complexes of) coherent sheaves, it will come as no surprise that there is
also a functional (on the space of two-cycles in a fixed homology class in X)
with critical points that are holomorphic curves in X (integrate Ω over a
three-chain bounding the two-cycle minus a fixed cycle) and a functional (on
the space of four-cycles with U(1) connections A over them) with critical

Casson invariant is 2. It would be nice to find two distinguished isolated sLag cycles on

the mirror, which can be constructed by Batyrev’s method.
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points that are holomorphic surfaces in X with integrable F 0,2
A = 0 connec-

tions on them (integrate Ω ∧ F	 over a bounding five-cycle). The value of
these functionals at such a holomorphic object (critical point) can be eas-
ily related to the holomorphic Chern–Simons functional of a resolution by
holomorphic bundles of the associated coherent sheaf (CS� is additive on
exact sequences, so can be defined on complexes). This comes from using
transgression formulae like those above for the Chern classes of the bundles
(wedged with Ω); the point is that the homology class of the curve or surface
can be recovered from the Chern classes of the bundles in a resolution.

On the symplectic side there is also a functional on submanifolds L,
whose critical points constitute the space of Lagrangian submanifolds; it is

f(L) =
∫ L

L0

ω2.

Here we have fixed a submanifold L0 in the same homology class, and in-
tegrated over a four-chain bounding L − L0. This, in good analogy to the
gauge invariance of CS� , is invariant under Hamiltonian deformations of L

and choices of the four-cycle, up to some periods from changing the homol-
ogy class of the four-cycle.

However, as mentioned before, we should complexify by adding in U(1)
connections A (not necessarily flat at this stage), then consider the func-
tional

f� (A,L) =
∫ L

L0

(F	 + ω)2 =
∫ L

L0

(F 2
	 + ω2 + 2ω ∧ F	 ).

Here we have chosen a connection A on the four-chain bounding L0, L,
with restrictions A0, A to L0, L respectively, for some fixed A0. (Recall
that the curvature F is imaginary, so that f� is complex-valued.) The
critical points of this functional are the set of Lagrangians with flat con-
nections on them, and the functional is formally holomorphic with respect
to Eq. (38.23) (suitably extended to submanifolds close to Lagrangians).
The functional is also invariant under U(1) gauge transformations of A (not
GL(1) gauge transformations as on the B-model side above) and Hamilton-
ian deformations of L (if A is carried along with L appropriately). So this
ties in three well-known moduli problems of virtual dimension 0 (i.e., with
deformation theories whose Euler characteristic vanishes) — flat bundles
on three-manifolds, holomorphic bundles on Calabi–Yau threefolds, and La-
grangians up to Hamiltonian deformation (or sLags) in symplectic sixfolds.
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So as mirror to the holomorphic Casson invariant one would like to count
Lagrangians up to Hamiltonian deformations, or sLags, plus flat line bundles
on them, and this is what some recent work of Dominic Joyce’s has begun
(in the rigid case of L being a homology sphere).

The functional f� is of course the real Chern–Simons functional∫ L
L0

F 2
	 =

∫
L a ∧ da of A = A0 + a, plus some other terms. If we do not

vary (L,A) outside the set of Lagrangian submanifolds, these extra terms
remain constant and mirror symmetry relates to the real and holomorphic
Chern–Simons functionals in Sec. 37.9. This explains how a real and a
holomorphic functional can be mirror. If we extend the real functional to
f� and allow additional deformations in the directions that are J times the
deformations of the connection A (Eq. (38.23)), i.e., in the direction of non-
Lagrangian submanifolds L, the functionals both take complex values and
remain equal.

In fact writing, in a neighbourhood of L, ω = dB (or, more invariantly,
assume ω/2π is integral and pick a connection iB on a line bundle with
curvature iω), we may rewrite

f� (A,L) =
∫

L
(B + iA) ∧ d(B + iA) =

∫
L
CdC

for the “complexified connection” C = B+iA, (i.e., a C×-connection, instead
of a U(1)-connection). Now, by the methods of Sec. 37.9 (or of the paper
[176]), one finds that the holomorphic Chern–Simons functional is equal to
f� , for smooth sLag Tn-fibrations with L a section.

Having hopefully motivated this whole set-up, we now restrict to the
above critical points — integrable ∂̄-operators (∂̄2 = 0) on the complex
side, and Lagrangians with flat U(1) connections on them on the symplectic
side; we forget all about the functionals, and work in arbitrary dimensions.

Fixing a metric on the bundle E in the B-model, we then have two
natural real groups acting — the unitary gauge group U(E) of E, and the
unitary gauge group C∞(L;U(1)) of smooth U(1)-valued functions on L.
We saw in Sec. 38.2 that the natural complexification of U(E)’s action,
with respect to the obvious complex structure on A, is the complex gauge
group GL(E). But with respect to the complex structure Eq. (38.23) it
is easy to see that the complex group action on (L,A) is a combination
of Hamiltonian deformations of L and unitary gauge transformations of A.
That is, the real Lie algebra Ω0(L; R) acts only on A as A �→ A+ idh, while
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the imaginary part

iΩ0(L; R) ⊂ Ω0(L; C )

of its complexification deforms L by the Hamiltonian h, and carries A along
with it.

We are left with explaining the moment maps and stability conditions on
the RHS of the table. Put a symplectic structure on the space of Lagrangians
plus flat U(1)-connections on them using the metric

〈a, b〉 =
∫

L
a ∧ ((b �ω−1) � Im Ω)

on Ω1(L; R) and the complex structure Eq. (38.23). For Lagrangians whose
phase function is bounded inside (−π/2, π/2) this is non-degenerate. We
leave aside questions of integrability of these structures — there are many
problems with this infinite-dimensional set-up anyway such as ignoring disk
instantons, and the fact that the group C∞(L;U(1)) has not been invariantly
identified on different Lagrangians. These can be overcome under certain
conditions discussed in the references, so we shall blithely continue, not
letting them interfere with our general picture.

Then a formal calculation shows that the U(1) gauge group action has
a moment map (in the dual Ωn(L; R) of the Lie algebra Ω0(L; R)) indeed
given by

(L,A) �→ Im Ω|L ∈ Ωn(L; R).

Thus we have the ingredients for a Hitchin–Kobayashi conjecture, that
gradient flow of minus the norm square of the moment map ImΩ|L, which
gives a Hamiltonian deformation of L, should converge to a zero of the mo-
ment map — a special Lagrangian — if and only if some stability condition
is satisfied. Firstly note that of course we should satisfy the topological con-
straint

∫
L ImΩ = 0 (i.e., φ(L) = 0 mod 2πZ) for there to be solutions, and

this can be done by rotating Ω. Secondly, picking the right metric on the
Lie algebra we can choose the gradient flow to be the mean curvature flow
of the Lagrangian, which is the flow with Hamiltonian the phase function θ

(at least if the variation of θ is not too large over L, which is all we might
expect the theory to work for anyway; as sup |θ| decreases under mean cur-
vature flow this is not a problem). Mean curvature flow is a much studied
flow to minimise the volume of submanifolds, but its convergence properties
are not at all well understood. With the stability condition on Lagrangians
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motivated by the next section, we will be led to a conjecture about how it
behaves and what it converges to for Lagrangians in a Ricci-flat Calabi–Yau
manifold.

38.4.1. Monodromy. To describe an example studied by Joyce in
terms of Lagrangian geometry (up to Hamiltonian deformations), instead
of his sLag description, we need the notion of Lagrangian surgery, or La-
grangian connect sum. Given two Lagrangian submanifolds L1, L2 intersect-
ing transversely in a finite number of points (which we may assume after a
Hamiltonian deformation), there is a Lagrangian

L1#L2

constructed by gluing in a fixed local model in Darboux charts around the in-
tersection points. Firstly we are interested in the case where the intersection
is just one point p; then the class of L1#L2 up to Hamiltonian deformation
is uniquely defined. Topologically the construction gives the usual connect
sum — removing a small ball Bn neighbourhood of p from each Li and glu-
ing together the resulting Sn−1 boundaries, using the relative orientation of
the tangent spaces TpLi given by the canonical orientation of

TpW ∼= TpL1 ⊕ TpL2,

which are induced by the symplectic form. But symplectically the construc-
tion is much more delicate; for instance in even dimensions, where reversing
the order of L1, L2 does not change the topological connect sum,

L1#L2 is not Hamiltonian deformation equivalent to L2#L1.

Choosing orientations such that L1 · L2 = +1, we have, at the level of
homology, in n complex dimensions,

[L1#L2] = [L1] + [L2],

±[L2#L1] = [L2] + (−1)n[L1].(38.24)

The ± sign arises because there is no natural orientation on L2#L1 coming
from those on the Li. What we are interested in, however, is graded connect
sums — here the connect sum is given a grading restricting on the Lis to
their given grading . Given a fixed grading on L1 there will therefore be a
unique grading on L2 such that L1#L2 exists as a graded connect sum (i.e.,
such that the corresponding Lagrangian can be compatibly graded), and, in
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the case of multiple intersection points of the Li, there may be no graded
connect sum at all. From now on # will mean graded connect sum of graded
Lagrangians. Since a grading gives a Lagrangian an orientation, there is no
± in Eq. (38.24).

Given these preliminaries, we can now write Joyce’s examples in the
following suggestive manner, to fit our general picture. We have a family of
Calabi–Yau threefolds W t, t ∈ (−ε, ε) such that the complex structure (and
so the holomorphic form Ωt) on W t varies with t but the Kähler form remains
fixed ; thus each W t can be thought of as the same symplectic manifold. We
also have a family of sLag homology three-spheres Lt

1, Lt
2 ⊂ W t such that

Lt
1 and L2

t intersect at a point, and the phases of the Lt
is vary as follows

(after rotating Ωt suitably):

φ(Lt
1) = t, φ(Lt

2) = 0, ∀t.

Also, for t < 0 there is a sLag Lt (of some phase φt ∈ (t, 0)) in the homology
class [Lt] = [Lt

1] + [Lt
2], such that as t ↑ 0, this degenerates to the singular

union L0 = L0
1 ∪ L0

2 (which is sLag as L0
1 and L0

2 have the same phase at
t = 0) and then disappears for t > 0. We claim that Lt

i is in the same
Hamiltonian deformation class Li for all t > 0, and that Lt is in fact

Lt ≈ L1#L2,

where we use ≈ to denote equality up to Hamiltonian deformation, and
we have chosen appropriate gradings of the Lis. Thus, for t < 0, as Ωt

varies, the symplectic structure and Hamiltonian deformation classes of the
Lagrangians never vary; we are thinking of this as mirror to a bundle like
E (Eq. (38.15)) above, with fixed holomorphic structure but varying HYM
connection as the mirror Kähler form varies.

As we reach t = 0, Lt becomes the singular union L0 = L0
1∪L0

2, which is
not in the same Hamiltonian deformation class as L1#L2, but in the closure
of the Hamiltonian deformation orbit. This should be thought of as mirror
to the polystable bundle E1 ⊕E2 of Eq. (38.18) in the closure of the gauge
group orbit of E, which has a reducible HYM connection at t = 0 (the sum
of the HYM connections of the same slope on the Ei) just as L0

1 ∪L0
2 is the

sLag union of two sLags of the same slope or phase.
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Most importantly, where Lt exists as a smooth sLag (t < 0) we have the
slope (and phase) inequality

(38.25) µt
1 < µt

2, (φt
1 < φt

2);

at t = 0, Lt becomes the singular union of Lt
1 and Lt

2, with µt
1 = µt

2 (φt
1 =

φt
2); then for µt

1 > µt
2 (φt

1 > φt
2) there is no sLag in L’s homology class,

even though there is a Lagrangian. Though we have been using the slope
µ in order to strengthen the analogy with the mirror, bundle, situation,
from now on we shall use only the phase (lifted to R using the grading).
While both are monotonic in the other for small phase (as tanφ = µ), slope
does not see orientation as phase does; reversing orientation adds ±π to the
phase but leaves µ unchanged. This is related to the fact that we should
really be working with complexes of bundles on the mirror side (the bundle
analogy is too narrow) and changing orientation has no mirror analogue
in terms of only stable bundles; it corresponds to shifting (complexes of)
bundles by one place in the derived category. Also, we are not claiming that
slope should be exactly mirror to the slopes of bundles; the relationship is
probably more complicated, but as we saw in Sec. 38.2, it is possible to find
set-ups that involve any number of perturbations of the slope parameter in
stability definitions, so again we shall simply use the analogy.

In the analogous K3 case, however, a hyper-Kähler rotation (to make
sLags algebraic curves) and some algebro-geometric deformation theory show
that such an obstruction to deforming a sLag does not occur, and that the
corresponding picture for Lt (which is sLag, remember) is the following.

Hamiltonian def.
class of sLag Lt 3-fold case K3 case

• t < 0 Constant ∀t Constant ∀t
Lt ≈ L1#L2 (∗) Lt ≈ L1#L2 (∗)

• t = 0 In closure of orbit (∗) In closure of orbits (∗, †)
Lt ≈ L1 ∪ L2 Lt ≈ L1 ∪ L2

• t > 0 Constant ∀t
Lt ≈ L2#L1 (†)
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Notice the different order of the connect sum in the last entry, and com-
pare (38.19). Wherever we change Hamiltonian deformation class, the 2
corresponding classes have intersecting closure.

To see why the Hamiltonian deformation class of Lt changes from L1#L2

to L2#L1 in the K3 case, we can sometimes use monodromy around a point
in the complex structure moduli space where the cycle L1 collapses com-
pletely (as its volume

∣∣ ∫
L1

Ω
∣∣→ 0). Suppose then that L1 is the Lagrangian

S2 vanishing cycle of an ordinary double point degeneration of (M,Ω), that
is, lies in a Kähler family of manifolds Mu, u ∈ D2, with smooth fibers
except that M0 has a singularity modelled on

2∑
i=0

x2
i = u,

at u = 0. Then away from u = 0 we have a symplectic fiber bundle (while the
complex structure on the fibers Mu changes with u, the symplectic structure
remains fixed), whose monodromy therefore lies in the symplectomorphism
group Aut(M,ω) of the generic fiber. This symplectomorphism is in fact
the generalised Dehn twist TL1 about the Lagrangian sphere L1. Doing it
twice, e.g., by double covering the above family under u �→ u2 to give the
family with local model at u = 0,

2∑
i=0

x2
i = u2

gives monodromy T 2
L1

.
The advantage with working with this second family is that it preserves

the homology class [L1]. (TL1)∗[L1] = −[L1], so it does not make sense to
talk about the homology class [L1] globally in the original family;

∫
L1

Ω is
only defined up to sign and vanishes to order 1/2 at u = 0. In this double
cover [L1] is well-defined globally, and

∫
L1

Ω has a simple zero at u = 0.
Then it is a result of Paul Seidel that

(38.26) T 2
L1

(L2#L1) ≈ L1#L2,

as graded Lagrangians. So for different values (and phases of)
∫
L1

Ω, the
situation is as shown in Fig. 1 (in which we have chosen Ωt such that
φ(L2) ≡ 0; this is possible since its winding is zero as we go round u = 0).
Also, the winding number of φ(L1) is +1 (since we observed that

∫
L1

Ω has a
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simple zero at u = 0), so we may take it to be equal to u. We plot the image
of the projection of complex structure moduli space to C via u =

∫
L1

Ω.

��
��
��
����������������������

φ(L1) = 0

φ(L1) > φ(L2)

φ(L1) < φ(L2)

L2#L1 SLag

L1#L2 SLag

T2
L1

(L1#L2) ≈ L2#L1

� =
	�

L1
Ω = Reiφ(L1)




Figure 1.

(∫
L1

Ω
)
-space in a K3, with polar coordinates

(R, φ(L1))

In all dimensions the deformation of the sLag, as the complex structure
is varied, is unobstructed while it is a smooth submanifold. In our family it
becomes singular on the φ = 0 axis as the union L1 ∪ L2, but let us assume
for the purposes of this example that nowhere else can the sLag be split up
in such a way — certainly it cannot using the homology classes [L1], [L2].
(Note that the φ = 0 axis really does end at the origin — when φ = π the
union L1∪L2 is not sLag; only in the homology class of −[L1] is there a sLag
of phase 0, not in [L1].) So assuming no singularities develop, we get a sLag
in the Hamiltonian deformation class of L2#L1 when we come back round
to φ ↓ 0. This is in the same homology class Eq. (38.24) but a different
Hamiltonian deformation class as L1#L2,

L1#L2 �≈ L2#L1,

and both have L1∪L2 in their closures, Lt changing class as it passes through
φ = 0.

The analogue with the bundle case Eq. (38.16) is clear, as is the inequal-
ity Eq. (38.25). At first sight this inequality might appear to be violated
by the sLag L2#L1 if we write it in the form

L2#L1 ≈ T 2
L1

L1#T 2
L1

L2,

suggested by the monodromy, as the connect sum of Lagrangians of phases
ε > 0 and zero, respectively. But following the monodromy around, we see
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that in fact the phase of T 2
L1

L1 is −2π + ε rather than ε, and Eq. (38.25)
is not violated so long as we keep track of the grading ; the graded connect
sum with T 2

L1
L1 of phase ε does not exist — any attempt to give a grading

θ to the resulting Lagrangian would be discontinuous. That is, T 2
L1

L1 is not
L1 as a graded Lagrangian, but

(38.27) T 2
L1

L1 ≈ L1[−2],

i.e., L1 with its grading shifted by −2π, so that

L2#L1 ≈ L1[−2]#T 2
L1

L2

does not violate the phase inequality Eq. (38.25) in either presentation as a
connect sum.

Returning to the threefold case, the picture is different; see Fig. 2.

��
��
��
����������������������

φ(L1) = 0

φ(L1) > φ(L2)

φ(L1) < φ(L2)

L2 SLag

L1#L2 SLag

TL1 (L1#L2) ≈ L2

� =
	�

L1
Ω = Reiφ(L1)




Figure 2.

(∫
L1

Ω
)
-space in a threefold, with polar coordi-

nates (R, φ(L1))

TL1 [L1] is now +[L1],
∫
L1

Ω is well defined and winds once round 0 in the
family

∑3
i=0 x2

i = u (with vanishing cycle the Lagrangian three-sphere L1)
without squaring the monodromy TL1 . This is because in three dimensions
TL1L1 ≈ L1[−2], as opposed to TL1L1 ≈ L1[−1] and Eq. (38.27) in two
dimensions. We now have

(38.28) TL1(L1#L2) ≈ L2.

So there is a sLag on the other side of the φ(L1) = 0 wall, it is just in
a different homology class than L1#L2. Similarly this can be decomposed
into a number of (non-destabilising) connect sums via monodromy:

TL1(L1#L2) ≈ L1[−2]#(L2#L1[−1]) ≈ L2 ≈ (L1#L2)#L1[ 1 ].
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Mirror to these geometric monodromy transformation is, according to
Kontsevich’s conjecture, the rather more abstract action of an autoequiv-
alence of Db(M) (usually not induced by an automorphism of M). Here
it is a certain “twist” TE1 on Db(M), mirror to the Dehn twist TL1 , easily
described in the references in terms of homological algebra, whose action
on homology reduces to the familiar Picard–Lefschetz monodromy of Sec.
18.2, and whose square’s action on the extension E (Eq. (38.15)) can be
computed to be the extension E′ (Eqs. (38.16, 38.20)),

(38.29) T 2
E1

E = E′,

compare Eq. (38.26), and, on a CY threefold,

(38.30) TE1 E = E2,

compare Eq. (38.28).

38.4.2. Stability. Interpreting the above example in terms of a con-
stant stable Hamiltonian deformation class of Lagrangians becoming semi-
stable at φ(L1) = 0 (and so a sLag representative existing only on a La-
grangian in the closure of this class) and unstable for φ(L1) > 0 (and so
admitting no sLag representative), sheds some light on what the stability
condition for arbitrary Lagrangians (and not just sLags) should be.

We also have to consider connect sums of Lagrangians intersecting at a
number of points. Then the connect sum is not unique up to Hamiltonian
deformation — H1 is added to the resulting Lagrangian as loops between the
intersection points, giving additional deformations of its Hamiltonian isotopy
class. The upshot is that we assign a nonzero number at each intersection
point, which scales the size of the neck of the connect sum at that point; we
denote any such Lagrangian by L1#L2. There is also a notion of a relative,
or family, Lagrangian connect sum for clean intersections L1 ∩ L2; roughly
speaking these intersections are transverse normal to a smooth submanifold
L1 ∩ L2, and the connect sum is a family version of the usual one, fibred
over L1 ∩ L2.

Definition 38.4.1. Fix graded Lagrangians (L1, θ1) and (L2, θ2), Hamil-
tonian isotoped to intersect cleanly, and such that the (relative) Lagrangian
connect sums L1#L2 can be graded. Then a Lagrangian L of Maslov class
zero is said to be destabilised by the Li if it is Hamiltonian isotopic to such
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a graded connect sum L1#L2, and the phases ( real numbers, induced by the
gradings) satisfy

φ(L1) ≥ φ(L2).

If L is not destabilised by any such Li, then it is called stable.

It turns out that a graded Lagrangian (L, θ) can only be destabilised by
L1, L2 with phases φ(Li) satisfying

sup θ ≥ φ(L1) ≥ φ(L2) ≥ inf θ,

so this narrows down the necessary checks (analogously to proper subsheaves
of vector bundles having rank between 0 and the rank of the bundle). Also,
one may check that if two Lagrangians are Hamiltonian deformations of one
another by checking that the flux between them (the integral of ω over the
two-chains swept out by closed loops in the Lagrangians under the deforma-
tion) is zero, so long as we know they they are deformations of each other
as Lagrangians. This last condition is far harder to check, and currently
poorly understood, unfortunately.

There is no notion of stability for all objects of the derived category of
coherent sheaves on the mirror; there can only be one involving subclasses
of objects such as “abelian subcategories” (for instance the subcategory of
sheaves, thought of as one-step complexes). What we are proposing here is
that in fact this can be extended to all objects mirror to a single Lagrangian
(rather than a general object of the derived Fukaya category).

The natural hope then would be for a Hitchin–Kobayashi-type corre-
spondence for Lagrangians of Maslov class zero and phase φ(L) = 0 (with
loss of generality) and pointwise phase θ taking values in some fixed interval
(−δ, δ) over the Lagrangian (for sufficiently small δ). That is, one would like
Hamiltonian deformation classes of Lagrangians to admit a (unique) sLag
representative if and only if the Lagrangian is stable. This should be reached
by mean curvature flow, which is the gradient flow of minus the norm square
of the moment map ImΩ|L, and is Hamiltonian.

Proving this conjecture seems a long way off, as mean curvature flow is
hard to control. But in this context of Lagrangians in Calabi–Yau manifolds
there are reasons to hope it may behave better; for instance, under the flow
θ satisfies a heat equation and so a maximum principle, for Lagrangians
whose phase starts inside (−π/2, π/2), the forms ReΩ|L and volL remain
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boundedly comparable by Eq. (38.22); this helps the analysis of what sin-
gularities may develop. Also, knowing what the conjectural limit should be
(even in the unstable case) helps: i.e., the analogue of the Jordan–Hölder
decomposition; in the example studied above this would just be the union
of sLags

Lt
1 ∪ Lt

2

for φ(L1) > φ(L2); this is not itself sLag but is still stationary (it is a
critical point for the volume functional on submanifolds) and in fact minimal
in odd dimensions as it satisfies the “angle criterion.” By “converge” we
actually expect that in finite time the flow would split the Lagrangian into
destabilising pieces; these should then flow to sLags.

If the conjecture were true we would get a way of dealing with sLags in
terms of symplectic geometry and Lagrangians, just as HYM connections
are studied in terms of algebraic geometry and holomorphic bundles. While
the HYM and sLag equations seem not be explicitly soluble, an analogue of
Theorem 38.2.2 for Lagrangians would give a powerful existence result for
sLags. See the references for examples where the conjecture has been proved;
one trivial case is the two-torus, which is a good illustrative example.

38.4.3. The Two-torus. We already understand mirror symmetry for
T 2, at least at the level of sLags and stable bundles, from Sec. 37.8.1. The
extension to graded Lagrangians works out simply: mean curvature flow
for curves of Maslov class zero converges to straight lines. This is a mirror
symmetric analogue of Atiyah’s classification of sheaves on an elliptic curve
— they are basically all sums of stable sheaves. The only exceptions are the
non-trivial extensions of certain sheaves by themselves; these correspond to
thickenings of the corresponding special Lagrangian; such singular fat sLags
do not concern us here.

We give in Fig. 3 an example to demonstrate why one cannot form
smooth unstable Lagrangians on T 2. First, giving L1 and L2 the gradings
such that their phases are 0 and π/4, we expect L1#L2 to be stable, and
indeed we see it is Hamiltonian deformation equivalent to the slope 1/2
sLag shown. This is mirror to the slope 1/2 stable extension E of O by
O(p) (where p is a basepoint of T 2 with corresponding line bundle mirror
to the diagonal sLag drawn); recall from Sec. 37.8.1 that slope corresponds
to slope under the mirror map.
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(L1, 0)

(L2, π/4)

(L2, π/4)

(L1, π)

O[−1] ⊕ O(p)

O ⊕ O(p) 0 → O → E → O(p) → 0

0 → O → O(p) → Op → 0

deformation

deformation

L1#L2

Hamiltonian

Hamiltonian

L2#L1[1]

Figure 3. L1#L2, L2#L1[1], equivalent sLags, and mirror
sheaves

If one then tries to form an unstable sLag L2#L1, the graded connect
sum does not exist — the phase would become discontinuous. To form
L2#L1 we see from the diagram that we have to take the phase of L1 to be π,
thus reversing its orientation. Then the stability inequality Eq. (38.25) is not
violated, and in fact this Lagrangian is stable and Hamiltonian deformation
equivalent to the sLag in T 2 represented by the vertical edge of the square
(and so drawn with a little artistic license in Fig. 3). Under the mirror map
this corresponds to replacing the extension Ext1 class by a Hom (adding π

to the phase is mirror to shifting complexes of sheaves by one place) and
taking its cone in the derived category; this is the infinite slope cokernel Op

of the Fig., mirror to the vertical line.
In fact this example can be extended to show that we cannot form

the graded connect sum L1#L2 of any two Lagrangians (via a class in
HF ∗(L1, L2)) if φ(L1) > φ(L2). So unstable smooth Lagrangians do not
exist on T 2, and our conjecture is true in this simple case.





CHAPTER 39

Boundary N = 2 Theories

In this chapter, we formulate and study quantum field theory on 1 + 1
dimensional manifolds with boundary. Such a system appears, among oth-
ers, as the theory on the worldsheet of an open string. In some cases the
open string propagates freely in the target space-time, but in some other
cases an end point may be constrained in some submanifold. The end point
may or may not be charged under some gauge potential. Various cases cor-
respond to various types of D-branes in the target space-time. From the
point of view of worldsheet quantum field theory, the distinction is made by
a boundary condition on the worldsheet fields or boundary interactions. We
will study such a system purely from the worldsheet point of view.

In earlier chapters, we learned a lot about quantum field theories in
1 + 1 dimensions. However, we have not learned much about field theories
on a manifold with boundary. Such a system is indeed difficult to study
in general, and the current understanding is very poor compared to the
theory on a manifold without boundary. In such a situation, some of the
procedures we have taken in learning about QFT are useful. There are
two main approaches toward a better understanding. One is the study
of free field theories where one can explicitly quantize the system. This
will be useful to develop our intuitions, and also to provide a basis for the
study of more general interacting systems. The other approach is to impose
supersymmetry. Some properties and quantities are protected from quantum
corrections, and one can determine them exactly. We will indeed take both
of these approaches.

In Sec. 39.1, we study free field theories with linear boundary conditions
that keep the system free. We will also introduce the notion of boundary
states. In Sec. 39.2, we determine the condition under which half of the
bulk (2, 2) supersymmetry is conserved. We will find A-type and B-type D-
branes, which are objects of interest from symplectic geometry and complex
geometry respectively. In Sec. 39.3, we study the axial anomaly induced

765
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from the boundary conditions. The Maslov index plays a role analogous to
that of the first Chern class in the bulk theory. In Sec. 39.4, we determine the
spectrum of supersymmetric ground states of various open string systems.
In Sec. 39.5, we study the properties of boundary states and extract some
exact information. This will also be useful in learning about the D-brane
charge in the target space-time.

39.1. Open Strings — Free Theories

In this section, we study the free quantum field theory formulated on
worldsheets with boundaries. In particular, we consider linear boundary
conditions so that the boundary theory is also free. For such boundary
conditions, we will be able to explicitly quantize open strings. This study
can be used to develop intuitions for theories formulated on worldsheets with
boundaries. Along the way, we introduce notions such as boundary states
and boundary entropy. Free boundary theories also provide starting points
for perturbation theory, where interactions are introduced both in the bulk
and also in the boundary.

39.1.1. Boundary Conditions. The theories we study in this section
are from Ch. 11: (i) massless scalar theory (the sigma model on R or S1

and also on C or T 2), (ii) massless Dirac fermion. Let us formulate them on
the “left half-plane” Σ = (−∞, 0]×R parametrized by the space coordinate
−∞ < s ≤ 0 and the time coordinate −∞ < t < ∞. The worldsheet has the
time-like boundary ∂Σ = {s = 0} × R. We shall determine the boundary
conditions of the fields at this boundary.

(i) Massless Scalar Field. Let us first consider the theory of a massless
scalar field x(t, s), which is either single-valued or periodic, x ≡ x + 2πR.
The action is given by

(39.1) S =
1
4π

∫
Σ

{
(∂tx)2 − (∂sx)2

}
dtds.

The variation of the action with respect to x → x + δx is

(39.2) δS =
1
2π

∫
Σ
δx
(
−∂2

t x + ∂2
sx
)
dtds− 1

2π

∫
∂Σ

δx∂sxdtds.

For the equation of motion to be the same as (∂2
t − ∂2

s )x = 0, we need to
require δx∂sx = 0 along the boundary ∂Σ. There are two kinds of solutions
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to this. One is the Neumann boundary condition

(39.3) ∂sx = 0 along ∂Σ.

The other is the Dirichlet boundary condition

(39.4) x = x∗ (fixed) along ∂Σ,

where x∗ is an arbitrary fixed value. For the Neumann boundary condition,
we can consider adding the boundary term

(39.5) Sboundary = −
∫

∂Σ
a∂txdt

to the action.
D-branes. One can also consider a theory of many scalar fields where a
Neumann or Dirichlet boundary condition is imposed on each of them. Such
a system corresponds to the theory on the worldsheet of a string ending on
a space-time object called a D-brane (or a Dirichlet-brane). Let us consider
the theory of d + 1 scalar fields X0, X1, . . . , Xd. Without a boundary, the
1+1 dimensional theory can be considered as the theory on the worldsheet of
a string freely propagating in (d + 1)-dimensional space-time. (We consider
X0 as the time and X1, . . . , Xd as the space coordinates.) Let us consider
the worldsheet with boundary, where the boundary can be considered as
the worldline of an end point of an open string. If we impose a Neumann
boundary condition on X0, X1, . . . , Xp and a Dirichlet boundary condition
on Xp+1, . . . , Xd, the worldline can be anywhere in the first p + 1 coordi-
nates but is confined at a fixed position (Xp+1

∗ , . . . , Xd
∗ ) in the last (d − p)

directions. This means that the string end point is fixed at (XI) = (XI
∗ )

(for I = p + 1, . . . , d). In other words, the string ends on a p-dimensional
object located at (XI) = (XI

∗ ). It is this object that is called a Dp-brane.
For the Neumann directions, X0, . . . , Xp, one can add a term like Eq. (39.5)
to the action:

(39.6) Sboundary = −
∫

∂Σ

p∑
µ=0

aµ∂tX
µdt.

This addition is identical to the coupling of a point particle to the flat gauge
field a = aµdX

µ in p+1 dimensions. That is, introduction of the term shown
in Eq. (39.6) corresponds to introducing a gauge field on the Dp-brane with
respect to which the open string end point is charged. This term is called
the Wilson line term.
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In what follows, we will sometimes mention the space-time picture in-
cluding D-branes. In such a case, we assume that we have a time direction
where a Neumann boundary condition is imposed, even though we will not
mention it explicitly.

(ii) Massless Dirac Fermion. Let us next consider the system of a Dirac
fermion with the action

(39.7) S =
1
2π

∫
Σ

(
i

2
ψ−(

↔
∂ t +

↔
∂ s)ψ− +

i

2
ψ+(

↔
∂ t −

↔
∂ s)ψ+

)
dtds,

where we define

(39.8) ψ
↔
∂ µψ := ψ∂µψ − (∂µψ)ψ.

The integrand is different from the ones in Ch. 11 by a total derivative that
is irrelevant if Σ has no boundary. Here Σ has a boundary and the total
derivative cannot be ignored. The above integrand is chosen so that it is
manifestly real. The variation of the action is

δS =
i

2π

∫
Σ

(
δψ−∂+ψ− + δψ−∂+ψ− + δψ+∂−ψ+ + δψ+∂−ψ+

)
dtds

+
i

4π

∫
∂Σ

(
ψ−δψ− + ψ−δψ− − ψ+δψ+ − ψ+δψ+

)
dt,(39.9)

where ∂± = 1
2(∂t ± ∂s). For the equation of motion (∂t + ∂s)ψ− = 0 etc.

not to be altered, the boundary term must vanish. There are two kinds of
solutions. One is

(39.10) ψ+ = e−iβψ−, ψ+ = eiβψ−,

which we call the Bβ boundary condition. The other is

(39.11) ψ+ = e−iαψ−, ψ+ = eiαψ−,

which we call the Aα boundary condition. Recall that the bulk theory has
vector and axial rotation symmetries

V : ψ± �→ e−iγψ±,(39.12)

A : ψ± �→ e∓iγψ±.(39.13)

The Bβ (resp. Aα) boundary condition is not preserved by the axial (resp. vec-
tor) rotation except for those with eiγ = ±1. (Others would change the
boundary condition to Bβ−2γ (resp. Aα−2γ).) On the other hand vector
(resp. axial) rotation remains as a symmetry of the system with the Bβ

(resp. Aα) boundary condition.
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39.1.2. Quantization of Open Strings. Let us now formulate the
free systems on the strip

(39.14) Σ = [0, π] × R,

where the spatial coordinate s spans the segment [0, π] while the time runs
from −∞ to ∞. At the two boundary lines, we impose the boundary con-
ditions introduced above. We may consider Σ as the worldsheet of an open
string where the boundary ∂Σ = ({s = π} × R) ∪ ({s = 0} × R) may be
regarded as the worldlines of the two end points of the open string. Here we
quantize this open string system. We first consider the scalar field theory
where we choose the Neumann (N) and/or Dirichlet (D) boundary condition,
and next consider the Dirac fermion system with the Bβ or Aα boundary
condition. In any of these cases, the system has time translation symmetry
generated by the Hamiltonian of the system. However, by the presence of
the boundary, space-translation symmetry of the bulk theory is lost. Thus,
there will be no worldsheet momentum.

39.1.2.1. NN. We first consider the massless scalar system where the
Neumann boundary condition is imposed at both boundary lines.

(39.15) ∂sx = 0 at s = 0, π.

This may be regarded as the theory of an open string ending on a D1-
brane. We first consider the case where x takes values in R. The space of
functions obeying the condition from Eq. (39.15) is spanned by cos(ns) with
n = 0, 1, 2, . . .. Thus, the field x(t, s) can be expanded as

(39.16) x(t, s) = x0(t) +
∞∑

n=1

xn(t)2 cos(ns),

where xn(t) are real fields. The Lagrangian is expressed as

(39.17) L =
1
4
ẋ0

2 +
∞∑

n=1

(
1
2
ẋ2

n − n2

2
x2

n

)
.

Thus, the system is decomposed into the sum of infinitely many systems.
Since they are decoupled from one another, one can quantize each system
separately. The zero mode sector has the Lagrangian L0 = ẋ2

0/4, and is
the single-variable quantum mechanics without a potential. The conjugate
momentum is p0 = ẋ0/2 and the Hamiltonian is H0 = p2

0. The nth sector has
the Lagrangian Ln = 1

2 ẋ
2
n− n2

2 x2
n, and is the harmonic oscillator system with

frequency n. As usual, we introduce the annihilation and creation operators
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an = (pn/
√

n − i
√

nxn)/
√

2 and a†n = (pn/
√

n + i
√

nxn)/
√

2 obeying the
commutation relation [an, a

†
n] = 1. The Hamiltonian is then expressed as

Hn = n(a†nan+1/2). The total system is their sum, and operators in different
sectors commute with each other. Let us introduce the notaion αn =

√
nan

and α−n =
√

na†n. Then these operators obey the commutation relations

(39.18) [αn, αm] = nδn+m,0.

The total Hamiltonian is the sum

Ho =
∞∑

n=0

Hn = p2
0 +

∞∑
n=1

(
α−nαn +

n

2

)
,

= p2
0 +

∞∑
n=1

α−nαn − 1
24

,(39.19)

where the zeta function regularization is used to sum up the ground state
oscillation energies,

∑∞
=1 n/2 = ζ(−1)/2 = −1/24. The Hamiltonian Ho and

the operators x0, p0, αn have the commutation relations [Ho, x0] = −2ip0,
[Ho, p0] = 0 and [Ho, αn] = −nαn. Thus, we find x0(t) = x0 + 2tp0 and
αn(t) = e−intαn, which yield

(39.20) x(t, s) = x0 + 2tp0 +
i√
2

∑
n �=0

αn

n
e−int2 cos(ns).

The boundary condition given by Eq. (39.15) preserves the target space
translation symmetry δx =constant. The corresponding conserved charge is

(39.21) p =
1
2π

∫ π

0
ẋds =

1
2
ẋ0 = p0,

which indeed commutes with Ho. The partition function of the system
factorizes into the product of such for the zero mode and the oscillator
modes:

Tr e−2πTHo = Tr e−2πT [(p0−∆a)2+
�∞

n=1 α−nαn− 1
24 ]

= Tr0 e−2πTp2
0 ×

∞∏
n=1

Trn e−2πTα−nαn × e−2πT (− 1
24

).(39.22)

The zero mode partition function is evaluated as

(39.23) Tr0 e−2πTp2
0 = V

∫ ∞

−∞

dk

2π
e−2πTk2

=
V

2π
1√
2T

,
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where V is the cut-off volume that is introduced in order to make the par-
tition function finite. For the oscillator mode, we have

(39.24) Trn e−2πTα−nαn =
∞∑

k=0

qnk
o =

1
1 − qn

o

,

where we introduced

(39.25) qo = e−2πT .

Collecting things together, we find

(39.26) Tr qHo
o =

V

2π
1√
2T

×
∞∏

n=1

1
1 − qn

o

× q
1
24
o =

V

2π
1√
2T

1
η(iT )

where η(iT ) = q
1
24
o
∏∞

n=1(1 − qn
o ) is the Dedekind eta function.

Let us next consider the sigma model on S1 of radius R where x is a
periodic variable, x ≡ x + 2πR. We also turn on the boundary term

(39.27) Sboundary = − 1
2π

∫
s=π

aπẋdt +
1
2π

∫
s=0

a0ẋdt

where a0 and aπ are real numbers defined modulo 2π/R. This alters the
expression of the Lagrangian in Eq. (39.17) to

(39.28) L =
1
4
ẋ2

0 −
∆a

2π
ẋ0 +

∞∑
n=1

(
1
2
ẋ2

n − 1
π

(aπ(−1)n − a0)ẋn − n2

2
x2

n

)
,

where

(39.29) ∆a = aπ − a0.

The linear term in ẋn for n ≥ 1 does not affect the final result for the
Hamiltonian Hn = n(a†nan − 1/2). However, for the zero mode, we find
H0 = (p0 + ∆a

2π )2 where p0 = ∂L/∂ẋ0 = ẋ0
2 − ∆a

2π is the conjugate momen-
tum. Furthermore, since x0 is a periodic variable, the momentum has to be
quantized; p0 = l/R with l ∈ Z just as in the closed string theory. However,
unlike in the closed string, there is no winding number since the open string
boundary can move freely. Thus, the space of states has only a single grad-
ing (by momentum); H =

⊕
l∈�Hl. The partition function of the system is
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given by

Tr qHo
o = Tr q[

(p0+∆a/2π)2+
�∞

n=1 α−nαn− 1
24 ]

o

= q
− 1

24
o

∑
l∈�

q(l/R+∆a/2π)2

o

∞∏
n=1

1
1 − qn

o

=
1

η(iT )

∑
l∈�

q(l/R+∆a/2π)2

o .(39.30)

Note that we recover Eq. (39.26) in the R # 1 limit, where V = 2πR.
39.1.2.2. DD. We next consider the case where the Dirichlet boundary

condition is imposed at both boundary lines.

(39.31) x = x∗0 at s = 0 and x = x∗π at s = π.

This may be regarded as the theory of an open string stretched from a D0-
brane at x = x0 to a D0-brane at x = xπ. The field x(t, s) obeying this
condition is expanded as

(39.32) x(t, s) = x∗0 + ∆x
s

π
+

∞∑
n=1

xn(t)2i sin(ns),

where

(39.33) ∆x = x∗π − x∗0.

The Lagrangian is the sum of −(∆x/2π)2 and (ẋ2
n − n2x2

n)/2 and can be
quantized as before. We then obtain the Hamiltonian

(39.34) Ho =
(

∆x

2π

)2

+
∞∑

n=1

α−nαn − 1
24

,

where αn obey the same commutation relation as in Eq. (39.18). The field
x is expressed as

(39.35) x(t, s) = x∗0 + ∆x
s

π
+

i√
2

∑
n �=0

αn

n
e−int2i sin(ns).

(Target space) momentum is lost since the boundary condition from Eq.
(39.31) breaks the target translation symmetry δx =constant. The partition
function is given by

(39.36) Tr qHo
o =

q
(∆x/2π)2
o

η(iT )
.
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If we consider the sigma model on S1 of radius R, we can have configura-
tions with non-trivial winding number. In the sector with winding number
m ∈ Z, the above formulae are modified so that

(39.37) ∆x → ∆x + 2πRm.

The partition function of the system is then

(39.38) Tr qHo
o =

1
η(iT )

∑
m∈�

q(mR+∆x/2π)2

o .

39.1.2.3. DN. As the final example, we impose the Dirichlet boundary
condition at one end while the Neumann boundary condition is imposed at
the other end;

(39.39) x = x∗ at s = 0 and ∂sx = 0 at s = π.

The theory may be regarded as that of an open string stretched between a
D0-brane at x = x∗ and a D1-brane. The field x(t, s) obeying this condition
is expanded as

(39.40) x(t, s) = x∗ +
∞∑

n=0

xn+ 1
2
(t)2i sin

((
n +

1
2

)
s

)
.

The Lagrangian is the sum of 1
2 ẋ

2
n+ 1

2

− 1
2(n + 1

2)2x2
n+ 1

2

. Quantization is as
before and we obtain the Hamiltonian

(39.41) Ho =
∞∑

n=0

(
α−n− 1

2
αn+ 1

2
+

1
2

(
n +

1
2

))
=

∞∑
n=0

α−n− 1
2
αn+ 1

2
+

1
48

,

where αr obey the commutation relation [αr, αr′ ] = rδr+r′,0. To sum up
the ground state oscillation energies, we have used the zeta function regu-
larization

∑∞
n=0(n + 1/2) = ζ(−1, 1

2) = 1/24. The field x(t, s) is expressed
as

(39.42) x(t, s) = x∗ +
i√
2

∑
r∈�+ 1

2

αr

r
e−irt2i sin(rs).

The partition function is given by

(39.43) Tr qHo
o = q

1
48
o

∞∏
n=0

1

1 − q
n+ 1

2
o

.

This holds both for the case where x is a single-valued field (the sigma model
on R) and also for the case where it is a periodic field (the sigma model on
a circle).
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39.1.2.4. Intersecting D1-Branes in R2. Let us consider a slightly more
complicated but interesting example. The bulk theory is the non-linear
sigma model on R2 ∼= C, namely the free theory of a massless complex scalar
field z. We consider one D1-brane located at the real axis (Im(z) = 0) and
another D1-brane at its angle θ rotation (Im( e−iθz) = 0). We consider an
open string stretched from the first D1-brane to the second D1-brane. The
boundary condition on the field is

∂sRe(z) = 0, Im(z) = 0, at s = 0,(39.44)

∂sRe( e−iθz) = 0, Im( e−iθz) = 0, at s = π.(39.45)

The fields obeying these boundary conditions can be expanded as

(39.46) z(t, s) =
∑

r∈�+ θ
π

zr eirs,

where

zr ∈ R, ∀r ∈ Z +
θ

π
.

In terms of the variables zr, the Lagrangian is expressed as

(39.47) L =
∑

r∈�+ θ
π

{
1
4
(żr)2 −

r2

4
(zr)2

}
.

If θ/π is not an integer, the system consists of infinitely many harmonic
oscillators that are decoupled from each other. For the rth system, the
Hamiltonian is Hr = |r|(a†rar + 1/2) where ar and a†r are annihilation and
creation operators obeying [ar, a

†
r] = 1. (The relation to the original variable

zr and its conjugate momentum pr = żr/2 is ar = (pr − i|r|zr/2)/
√

|r| and
a†r = (pr + i|r|zr/2)/

√
|r|. The ground state is the tensor product of the

ground states of these oscillator systems. In particular, the ground state
oscillation energy is the (regularized) sum:

E0 =
∑

r∈�+ θ
π

|r|
2

=
∞∑

n=0

1
2

(
n +

θ

π

)
+

∞∑
n=1

1
2

(
n − θ

π

)
=

1
2
ζ(−1,

θ

π
) +

1
2
ζ(−1, 1 − θ

π
)

=
1
24

− 1
2

(
θ

π
−
[
θ

π

]
− 1

2

)2

.(39.48)
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In the intermediate step of the above manipulation, we assumed 0 ≤ θ
π < 1,

but the final expression is written in a way valid for any θ. The partition
function is thus

Tr qHo
o = q

1
24

− 1
2( θ

π
−[ θ

π ]− 1
2)

2

o

∏
r∈�+ θ

π

1
1 − q|r|

= eπi( θ
π
−[ θ

π ]− 1
2) η(iT )

ϑ
[ θ

π
− 1

2
1
2

]
(0, iT )

.(39.49)

(For the definition and properties of the theta functions ϑ
[
α
β

]
, see Sec.

11.4.2.) It diverges as θ/π → n ∈ Z — the case where the two D-branes
become parallel. The divergence comes from the infinite volume (real line)
along which the open string can freely move.

39.1.2.5. BB. We move on to the massless Dirac fermion. We first im-
pose the B-boundary condition at both boundary lines, B0 at s = 0 and Bβ

at s = π;

(39.50)
ψ− = ψ+ at s = 0,

ψ− = eiβψ+ at s = π.

Then by the equation of motion we also have ∂s(ψ− +ψ+) = 0 at s = 0 and
∂s(ψ− + eiβψ+) = 0 at s = π. The fields obeying these boundary conditions
can be expanded as

ψ− =
∑

r∈�+ β
2π

ψr(t) eirs, ψ− =
∑

r′∈�− β
2π

ψr′(t) eir′s,(39.51)

ψ+ =
∑

r∈�+ β
2π

ψr(t) e−irs, ψ+ =
∑

r′∈�− β
2π

ψr′(t) e−ir′s,(39.52)

where ψ†
r = ψ−r. The Lagrangian is expressed in terms of ψr as

(39.53) L =
∑

r∈�+ β
2π

ψ−r(i∂t − r)ψr.

Now we recognize that this system is half of the Dirac fermion formulated
on S1 × R that we studied in Ch. 11. In particular, it is the “right half”
obeying the twisted boundary condition with the twist parameter a = β/2π
(Sec. 11.3.3). Thus, we have already had experience with the quantization
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of the system. We have the anti-commutation relation

(39.54) {ψr, ψr′} = δr+r′,0, {ψr1 , ψr2} = {ψr′1
, ψr′2

} = 0.

The Hamiltonian is
(39.55)

Ho =
∑

r∈�+ β
2π

rψ−rψr =
∑

r∈�+ β
2π

r:ψ−rψr: +
1
2

(
β

2π
−
[

β

2π

]
− 1

2

)2

− 1
24

,

where the normal ordering : : is defined with respect to a ground state
|0, β〉 annihilated by ψr (r ≥ 0) and ψr′ (r′ > 0). We have used the zeta
function regularization to sum up the ground state oscillation energies E0 =
−ζ(−1, 1 − β

2π + [ β
2π ]). This family of vacua is discontinuous at β ∈ 2πZ at

which there are two ground states (|0, 2πn − ε〉 and |0, 2πn + ε〉 as ε → +0
become the two states). As noted before, the vector rotation is a symmetry
of the system with B-boundary conditions. The associated conserved charge
is

FV =
1
2π

∫ π

0
(ψ−ψ− + ψ+ψ+)ds

=
∑

r∈�+ β
2π

ψ−rψr =
∑

r∈�+ β
2π

:ψ−rψr: +
β

2π
−
[

β

2π

]
− 1

2
,(39.56)

where again we have used the zeta function regularization to sum up the
ground state charges. Note that the charge of the vacuum |0, β〉 is discon-
tinuous at β ∈ 2πZ. This is because the family |0, β〉 is discontinuous, and
FV itself is smooth as a function of β. The partition function of the system,
weighted by e−2πi(a− 1

2
)FV , is given by

Tr e−2πi(a− 1
2
)FV qHo

o = e−2πi(a− 1
2
)( β

2π
− 1

2
)q

− 1
24

+ 1
2
( β
2π

− 1
2
)2

o

×
∞∏

n=1

(1 − q
n−1+ β

2π
o e−2πia)(1 − q

n− β
2π

o e2πia)

=
ϑ
[ β

2π
− 1

2

−(a− 1
2
)

]
(0, iT )

η(iT )
,(39.57)

where we assumed 0 ≤ β
2π < 1 in the intermediate step, but the final result

is independent of this choice since ϑ
[a+1

b

]
= ϑ
[a
b

]
.
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39.1.2.6. AA. We next consider the A-boundary condition at both bound-
ary lines;

(39.58)
ψ− = ψ+ at s = 0,

ψ− = e−iαψ+ at s = π.

Since the system is essentially the same as BB case (under the exchange of
ψ− and ψ−) we will be brief. The fields have the mode expansion

ψ− =
∑

r∈�− α
2π

ψr(t) eirs, ψ− =
∑

r′∈�+ α
2π

ψr′(t) eir′s,(39.59)

ψ+ =
∑

r′∈�+ α
2π

ψr′(t) e−ir′s, ψ+ =
∑

r∈�− α
2π

ψr(t) e−irs,(39.60)

where the modes obey the anti-commutation relations {ψr, ψr′} = δr+r′,0

and {ψr1 , ψr2} = {ψr′1
, ψr′2

} = 0. The Hamiltonian is
(39.61)

Ho =
∑

r∈�− α
2π

rψ−rψr =
∑

r∈�− α
2π

r:ψ−rψr: +
1
2

(
α

2π
−
[ α

2π

]
− 1

2

)2

− 1
24

,

where the normal ordering : : is defined with respect to a ground state |0, α〉
annihilated by ψr (r > 0) and ψr′ (r′ ≥ 0). This family of ground states
is discontinuous at α ∈ 2πZ where two energy levels meet. The conserved
charge associated with the axial rotation symmetry is

(39.62) FA = −
∑

r∈�− α
2π

:ψ−rψr: +
α

2π
−
[ α

2π

]
− 1

2
.

The weighted partition function is

Tr e2πi(a− 1
2
)FAqHo

o = e2πi(a− 1
2
)( α

2π
− 1

2
)q

1
2
( α
2π

− 1
2
)2− 1

24
o

×
∞∏

n=1

(1 − q
n−1+ α

2π
o e2πia)(1 − q

n− α
2π

o e−2πia)

=
ϑ
[ α

2π
− 1

2

a− 1
2

]
(0, iT )

η(iT )
.(39.63)

39.1.3. T-duality. Let us consider again the theories of open strings
in S1 with Neumann or Dirichlet boundary conditions. We notice that
the partition function given by Eq. (39.30) for the open string with NN
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boundary is identical to the one given by Eq. (39.38) for DD boundary
under the replacement

(39.64) R → 1/R, l → m, ∆a → ∆x.

We recall that the bulk theory has the equivalence under R → 1/R called
T-duality, where momenta and winding numbers are exchanged. The above
observation suggests that T-duality extends to the theories formulated on
the worldsheet with boundary: It maps the D1-brane wrapped on S1 to the
D0-brane at a point of the dual circle, where the Wilson line of the D1-brane
is mapped to the position of the D0-brane.

This can be understood if we recall that the field x and the T-dual
variable x̂ are related by Eq. (11.83). In particular,

(39.65) ∂sx → ∂tx̂

so that the Neumann boundary condition ∂sx = 0 is mapped to a Dirichlet
boundary condition ∂tx̂ = 0.

Finally, this T-duality between Neumann and Dirichlet boundary con-
titions can also be understood from the path-integral. As in the derivation
of bulk T-duality, we first consider a system of an auxiliary one-form field
B and a periodic scalar field ϑ ≡ ϑ + 2π, both defined on the bulk of the
worldsheet Σ, with the action

(39.66) Sbulk =
1
2π

∫
Σ

(
R2

2
B ∧ ∗B + idϑ ∧ B

)
.

This time, however, we also introduce a boundary periodic scalar field
u ≡ u + 2π, a field defined only on the boundary ∂Σ. We introduce the
boundary action

(39.67) Sboundary =
i

2π

∫
∂Σ

(a− ϑ)du,

where a is a parameter. Let us first integrate out the bulk scalar field ϑ.
This requires that

B = dϕ on Σ,(39.68)

B|∂Σ = du,(39.69)

where ϕ is a periodic scalar field (of period 2π if ϑ has period 2π). In
particular, we have du = dϕ, and thus we obtain the system of a single
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periodic variable ϕ ≡ ϕ + 2π with the action

(39.70) S =
1
4π

∫
Σ
R2dϕ ∧ ∗dϕ +

ia

2π

∫
∂Σ

dϕ.

This corresponds to a D1-brane with Wilson line a. On the other hand, let
us consider integrating out the field B first. Then, we can solve for B as

(39.71) B = − i

R2
∗ dϑ,

and if we plug this back into the action, we have

(39.72) S̃ =
1
4π

∫
Σ

1
R2

dϑ ∧ ∗dϑ +
i

2π

∫
∂Σ

(a − ϑ)du.

After integrating out u, we obtain the boundary condition

(39.73) ϑ|∂Σ = a.

This corresponds to a D0-brane located at ϑ = a.

39.1.4. Boundary States. Let us consider a quantum field theory
formulated on a (Euclidean) Riemann surface Σ with boundary circles. We
choose an orientation of each component S1 of the boundary and we call it
an incoming (resp. outgoing) component if the 90◦ rotation of the positive
tangent vector of S1 is an inward (outward) normal vector at the boundary.
We choose the metric on Σ such that it is a flat cylinder near each boundary
component. Suppose Σ has a single outgoing boundary, S1 = ∂Σ. The
partition function on Σ depends on the boundary condition a on the fields
at ∂Σ and we denote it by Za(Σ). On the other hand, the path-integral over
the fields on Σ defines a state |Σ〉 that belongs to the quantum Hilbert space
HS1 of the boundary circle. We define the boundary state 〈a| corresponding
to the boundary condition a by the property

(39.74) Za(Σ) = 〈a|Σ〉.

If Σ has a single incoming boundary ∂Σ = S1, we have a state 〈Σ| that
belongs to the dual space H†

S1 . For a boundary condition b at S1, we define
the boundary state |b〉 by

(39.75) Zb(Σ) = 〈Σ|b〉,

where Zb(Σ) stands for the partition function on Σ with the boundary con-
dition b. In general, the boundary state 〈a| (resp. |b〉) does not belong to
H†

S1 (resp. HS1) but is a formal sum of elements therein. If ∂Σ consists of
several incoming components S1

i and outgoing components S1
j , we have a
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map fΣ : ⊗iHS1
i
→ ⊗jHS1

j
. Let us consider the partition function on Σ with

a

a

a

b

b

2

1

1

n

m

Σ

Figure 1. The partition function Z
{aj}
{bi}(Σ)

the boundary conditions {aj} and {bi} (See Fig. 1). It can be expressed
using the boundary states as

(39.76) Z
{aj}
{bi}(Σ) =

(⊗
j

〈aj |
)

fΣ

(⊗
i

|bi〉
)

.

For instance, let us consider a flat finite-size cylinder Σ of length � and
circumference β. With a choice of orientation in the circle direction, we
have one incoming boundary and one outgoing boundary. We choose the
boundary conditions b and a there. Then, the partition function is given by
Za

b(Σ) = 〈a| e−�Hc(β)|b〉, where Hc(β) is the Hamiltonian of the theory on the
circle of circumference β. This is the interpretation of the partition function
from the closed string viewpoint. On the other hand, one can interpret it
from the point of view of open strings. Let Hab be the space of states on
the interval of length � with a and b as the left and the right boundary
conditions and let Ho(�) be the Hamiltonian generating the evolution in the
circle direction. Thus we have

(39.77) TrHab
e−βHo(�) = 〈a| e−�Hc(β)|b〉.

If the theory has spin 1/2 fermions and if the spin structure is periodic
(anti-periodic) along the circle direction, the partition function is the trace
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a b

β

open

closed

l

Figure 2. Open and closed string channels

of (−1)F e−βHo(�) ( e−βHo(�)) over Hab. Thus, we have

TrHab
(−1)F e−βHo(�) =

R-R
〈a| e−�Hc(β)|b〉

R-R
,(39.78)

TrHab
e−βHo(�) =

NS-NS
〈a| e−�Hc(β)|b〉

NS-NS
,(39.79)

where R-R (NS-NS) indicates that the fermions on the circle are periodic
(anti-periodic).

In what follows, we determine the boundary states for the boundary
conditions of free field theories specified in Sec. 39.1.1. For this, we first have
to rewrite the boundary conditions on a Euclidean Riemann surface with
boundary circles. Let us consider the left half-plane with the coordinates
(s, t). We perform the Wick rotation t = −iτ so that we have a Euclidean
left-half plane with the complex coordinate w = s+ iτ . If we compactify the
Euclidean time direction as τ ≡ τ + 2π, we obtain a semi-infinite cylinder
(−∞, 0] × S1 which has a single incoming boundary if we orient the circle
in the positive “time” direction. We next perform the 90◦ rotation of the
coordinate

(39.80) (s′, τ ′) = (τ,−s), or w′ = e−πi/2w.

The new coordinates s′ and τ ′ can be regarded as the space and (Euclidean)
time coordinates from the closed string point of view. A useful fact to
remember is that the derivatives ∂± = 1

2(∂t ± ∂s) are expressed, after Wick
rotation and 90◦ rotation, as

∂+
Wick−→ ∂w

90◦−→ i∂w′ ,(39.81)

∂−
Wick−→ −∂w

90◦−→ i∂w′ .(39.82)
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Wick rotation of the boundary conditions for the free scalar theory is straight-
forward. The Neumann boundary condition from Eq. (39.3), which can be
written as ∂+x = ∂−x at s = 0, is translated to

(39.83) ∂w′x = ∂w′x at w′ = w′.

The Dirichlet boundary condition given by Eq. (39.4) simply translates to

(39.84) x = x∗ at w′ = w′.

Since ∂w′ + ∂w′ is tangent to the boundary, this implies ∂w′x + ∂w′x = 0
at the boundary. For the Dirac fermion, we have to be careful since the
fields transform non-trivially under coordinate change. After Wick rotation
the fields ψ− and ψ− become independent sections ψ−

√
dw and ψ−

√
dw of

the holomorphic spinor bundle
√

K. Likewise, we also have independent
sections ψ+

√
dw and ψ+

√
dw of

√
K∗. After 90◦ rotation, w′ = e−iπ/2w,

we have ψ−
√

dw = ψ− eiπ/4
√

dw′ etc, and it is appropriate to introduce the
notation

ψ′
− = eiπ/4ψ−, ψ′

− = eiπ/4ψ−,(39.85)

ψ′
+ = e−iπ/4ψ+, ψ′

+ = e−iπ/4ψ+,(39.86)

for the fields with respect to the coordinate system (w′, w′). We can now
write down the boundary conditions in this coordinate system. The B-
boundary condition as shown by Eq. (39.10) is translated to

(39.87) eiπ/4ψ′
+ = e−iβ e−iπ/4ψ′

−, eiπ/4ψ′
+ = eiβ e−iπ/4ψ′

−.

The A-boundary condition as shown by Eq. (39.11) is written as

(39.88) eiπ/4ψ′
+ = e−iα e−iπ/4ψ′

−, eiπ/4ψ′
+ = eiα e−iπ/4ψ′

−.

Without any change, the boundary conditions written above apply also
to the semi-infinite cylinder [0,∞)× S1 which has a single outgoing bound-
ary. Moreover, they essentially apply also to any Riemann surface Σ with
several incoming and outgoing boundaries. At each boundary circle S1

i , we
choose a flat complex coordinate wi such that the boundary is given by
Re(wi) = 0 and such that Σ is in the region Re(wi) ≤ 0 (resp. Re(wi) ≥ 0)
if S1

i is an incoming (resp. outgoing) boundary. Then, we impose the
same boundary condition as above. For the free fermion system, the fields
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are considered as sections of the spinor bundles; ψ−, ψ− ∈ Γ(Σ,
√

K) and
ψ+, ψ+ ∈ Γ(Σ,

√
K∗). We have a unitary isomorphism

(39.89) τ :
√

K|∂Σ →
√

K∗|∂Σ

mapping
√

dwi to
√

dwi. 1 Then, the A- and B-boundary conditions are

(A) ψ+ = e−iατψ−, ψ+ = eiατψ−,(39.90)

(B) ψ+ = e−iβτψ−, ψ+ = eiβτψ−,(39.91)

39.1.4.1. Massless Scalar Field. We shall determine the boundary states
|N〉 and |D〉 for the Neumann and Dirichlet boundary conditions of the
free scalar field theory. One constraint for the boundary state is that the
equations of the fields determining the boundary condition should hold as
equations for operators acted on the boundary state. In particular, Eq.
(39.83) (resp. (39.84)) should hold on the boundary state |N〉 (resp. |D〉).

We recall from Sec. 11.1 that the free scalar field formulated on the
circle has the mode expansion

(39.92) x = x0 −
1
2
(w′ − w′)p0 +

i√
2

∑
n �=0

1
n

(
αn einw′

+ α̃n e−inw′
)
.

Here w′ is the complex coordinate of the cylinder with w′ ≡ w′ + 2π (the
notation is adjusted to the discussion above). Then the Neumann boundary
condition from Eq. (39.83) can be expressed in terms of the Fourier modes
as

(39.93) p0 = 0, αn + α̃−n = 0 ∀n.

These equations must hold on the boundary state |N〉. A solution is given
by

(39.94) |N〉 = cN exp

(
−

∞∑
n=1

1
n
α−nα̃−n

)
|0〉,

1Note that there is an ambiguity in taking the square root, but the above map has an

unambiguous meaning: Choose either one of the two square roots of dwi and call it
√

dwi.

Then, we define
√

dwi as the conjugate of
√

dwi, where “conjugation” is the anti-linear

map
√

K →
√

K∗ defined over the entire Σ via the metric. The map
√

dwi �→
√

dwi is

well defined for the following reason. We first note that the holonomy of
√

K is ±1 along

∂Σ.
√

dwi is a local parallel section and therefore, if we make a tour once around S1
i ,√

dwi comes back with the multiplication of the holonomy ±1. Then,
√

dwi also comes

back with the same holonomy (±1)∗ = ±1.
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where |0〉 is the ground state (with p0 = 0) and cN is a number. The
boundary state 〈N | for the outgoing boundary (of circumference 2π) is the
conjugate state

(39.95) 〈N | = cN 〈0| exp

(
−

∞∑
n=1

1
n
αnα̃n

)
.

Indeed, Eq. (39.93) holds when the operators act from the right. Now, let
us compute the partition function on the finite size cylinder Σ. We take
the cylinder to be the product of our circle S1 of circumference 2π and the
interval [0, πL] of length πL. Then the operator fΣ is

(39.96) fΣ = e−πLHc

where Hc is the Hamiltonian shown in Eq. (11.21) for the scalar field theory
formulated on our circle S1;

(39.97) Hc =
1
2
p2
0 +

∞∑
n=1

(α−nαn + α̃−nα̃n) − 1
12

.

Thus the partition function is

(39.98) ZN
N (Σ) = 〈N |qHc

c |N〉,

where we introduced the notation

(39.99) qc = e−πL.

This is evaluated as follows;

ZN
N (Σ) = |cN |2〈0| e

�
n=1

−1
n

αn�αnqHc
c e

�∞
n=1

−1
n

α−n�α−n |0〉

= |cN |2q−
1
12

c 〈0| e
�

n=1
−1
n

αn�αn e
�∞

n=1
−1
n

q2n
c α−n�α−n |0〉

= |cN |2V q
− 1

12
c

∞∏
n=1

(1 + q2
c + q4

c + · · · )

= |cN |2V q
− 1

12
c

∞∏
n=1

1
1 − q2n

c

= |cN |2V 1
η(iL)

(39.100)

where we have used 〈0|0〉 = 2πδ(0) = V . Now, we note that our cylinder is
that of (β, �) = (2π, πL) while the open string partition function from Eq.
(39.26) can be considered as the one on the cylinder with (β, �) = (2πT, π).
The two cylinders are conformally equivalent if β/� matches, that is, if

(39.101) T = L−1.
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Since the scalar field theory is conformally invariant, and since our cylinders
are flat, the two partition functions must agree. To examine this we use
the modular transformation property in Eq. (11.58) of the eta function
1/η(iL) =

√
L/η(iL−1) from which we find, for T = 1/L,

(39.102) |cN |2V 1
η(iL)

= |cN |2V 1√
T

1
η(iT )

.

This is equal to the open string partition function given by Eq. (39.26) when
|cN |2 = 1√

2 2π
. Namely, we have fixed the normalization as

(39.103) cN =
1√√
2 2π

,

up to a phase which can be absorbed by the redefinition of the ground state
|0〉.

The above is the story for the case where x is a single-valued field. Let
us now consider the case where x is a periodic scalar field of period 2πR

(i.e., sigma model on the circle of radius R). The Eq. (39.93) remains the
same. The momentum p0 = l/R is constrained to be zero, but the winding
number w = mR is not. Thus, the state |0〉 in Eq. (39.94) is replaced by
a sum

∑
m∈� cm|0,m〉. Moreover, when the target space is a circle, we can

also consider turning on the Wilson line (a/2π)
∮

dx. Since
∮

dx = 2πRm

in the sector with winding number m, we find that the boundary state for
the Neumann boundary condition with the Wilson line a is

(39.104) |Na〉 =
∑
m∈�

cm e−iRam exp

(
−

∞∑
n=1

1
n
α−nα̃−n

)
|0,m〉.

Likewise, the outgoing boundary state is

(39.105) 〈Na| =
∑
m∈�

cm eiRam〈0,m| exp

(
−

∞∑
n=1

1
n
αnα̃n

)
.

The partition function on the (β, �) = (2π, πL) cylinder Σ with Wilson lines
a0 and aπ at the two boundary circles is

Z
Na0
Naπ

(Σ) = 〈Na0 |qHc
c |Naπ〉

=
1

η(iL)

∑
m∈�

|cm|2q
m2R2

2
c e−iR∆am,(39.106)
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where ∆a = aπ − a0. One can show that, if |cm|2 = |c|2 for all m (i.e.,
independent of m), we have

(39.107) 〈Na0 |qHc
c |Naπ〉 = |c|2

√
2

R

1
η(i/L)

∑
l∈�

e−
2π
L

(l/R+∆a/2π)2.

Under the relation T = 1/L, this agrees with the open string partition
function as shown by Eq. (39.30) if |c|2 = R/

√
2. Thus, we have fixed the

coefficients as

(39.108) cm =

√
R√
2

∀m ∈ Z.

up to phases that can be absorbed by the redefinition of the states |0,m〉.
Let us next consider the Dirichlet boundary condition given by Eq.

(39.4). In terms of the oscillator modes, the condition can be written as

(39.109) x0 = x∗, αn − α̃−n = 0 ∀n.

These equations must hold when the operators are acting on the incoming
boundary state |Dx∗〉 from the left and the outgoing boundary state 〈Dx∗ |
from the right. The correctly normalized boundary states turn out to be

|Dx∗〉 =

√
2π√

2

∫
dk

2π
exp

( ∞∑
n=1

1
n
α−nα̃−n

)
eik(x0−x∗)|0〉(39.110)

〈Dx∗ | =

√
2π√

2

∫
dk

2π
〈0| e−ik(x0−x∗) exp

( ∞∑
n=1

1
n
αnα̃n

)
.(39.111)

It is a simple exercise to show that 〈Dx∗0 |qHc
c |Dx∗π〉 agrees with the open

string partition function from Eq. (39.36) if T = 1/L.
For the sigma model on the circle of radius R, the correctly normalized

boundary states are

|Dx∗〉 =

√
1

R
√

2

∑
l∈�

exp

( ∞∑
n=1

1
n
α−nα̃−n

)
e−i(l/R)x∗ |l, 0〉(39.112)

〈Dx∗ | =

√
1

R
√

2

∑
i∈�

〈l, 0| ei(l/R)x∗ exp

( ∞∑
n=1

1
n
αnα̃n

)
.(39.113)

It is a simple exercise to show that 〈Dx∗0 |qHc
c |Dx∗π〉 agrees with the open

string partition function from Eq. (39.38) if T = 1/L.
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For both sigma models on R and on S1, one can show that 〈Dx∗ |qHc
c |Na〉

agrees with the open string partition function from Eq. (39.43) under
T = 1/L.

39.1.4.2. Massless Dirac Fermion. We next determine the boundary
states |B〉 and |A〉 for the B- and A-boundary conditions for the Dirac
fermion. We recall that the fermion fields have the mode expansion

ψ′
− =

∑
r∈�+a

ψr eirw′
, ψ′

− =
∑

r′∈�−a

ψr′ eir′w′
,(39.114)

ψ′
+ =

∑
�r∈�+�a

ψ̃�r e−i�rw′
, ψ′

+ =
∑

�r′∈�−�a
ψ̃�r′ e−i�r′w′

,(39.115)

where again we have adjusted the notation to the present set-up. a and ã

are parameters (defined modulo Z) that determine the periodicity along the
circle. The Hamiltonian is

Hc =
∑

r∈�+a

r:ψ−rψr:

+
∑
�r∈�+�a

r̃:ψ̃−�rψ̃�r:− 1
12 + 1

2(a− [a] − 1
2)2 − 1

2(ã− [ã] − 1
2)2.

(39.116)

Here : : is the normal ordering defined in Eq. (11.159), with respect to the
ground state |0〉a,�a annihilated by ψr (r ≥ 0), ψr′ (r′ > 0) ψ̃�r (r̃ ≥ 0) and

ψ̃�r′ (r̃′ > 0). It is the unique ground state if a �∈ Z and ã �∈ Z. But the
family of vacua |0〉a,�a is discontinuous at a ∈ Z or ã ∈ Z where two states
become degenerate vacua.

Let us first consider a B-type boundary condition as shown by Eq.
(39.87). It is easy to see that the condition is compatible with the above
mode expansion only if a = −ã (mod Z). Then the condition can be ex-
pressed as

ψr = i eiβψ̃−r ∀r ∈ Z + a,(39.117)

ψr′ = i e−iβψ̃−r′ ∀r′ ∈ Z − a.(39.118)

These have to hold on the boundary state. A solution for the incoming
boundary is

(39.119) |Bβ〉a = exp

i e−iβ
∑
r′≥0

ψ−r′ψ̃−r′ + i eiβ
∑
r>0

ψ−rψ̃−r

 |0〉a,−a.
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For the outgoing boundary,

(39.120) a〈Bβ| = a,−a〈0| exp

i eiβ
∑
r′≥0

ψ̃r′ψr′ + i e−iβ
∑
r>0

ψ̃rψr

 .

Note that Eq. (39.120) is not just the conjugate state of the state given
by Eq. (39.119) but of the one with eiβ replaced by − eiβ . This is because
the orientation of the outgoing boundary is opposite from the one for the
incoming boundary, and 180◦ rotation acts on ψr and ψ̃−r with different
signs. We have tacitly chosen the normalization, but that will be justified
shortly. The family of boundary states |Bβ〉a can jump by a phase at a ∈ Z.
This discontinuity is milder than the one for the family of ground states
where |0〉n+0,−(n+0) is not even proportional to |0〉n−0,−(n−0).

Let us consider the (β, �) = (2π, πL) cylinder with B0 condition at the
boundary Im(w′) = πL and Bβ condition at the boundary Im(w′) = 0. The
partition function is given by

a〈B0|qHc
c |Bβ〉a = q

− 1
12

+(a−[a]− 1
2
)2

c

∏
r′≥0

(1 − e−iβq2r′
c )
∏
r>0

(1 − eiβq2r
c )

= e2πi(− β
2π

− 1
2
)(a− 1

2
)
ϑ
[ a− 1

2
β
2π

+ 1
2

]
(0, iL)

η(iL)

=
ϑ
[ β

2π
− 1

2

−(a− 1
2
)

]
(0, iL−1)

η(iL−1)
,(39.121)

where we have assumed 0 < a < 1. There is actually a discontinuity at
a ∈ Z, 〈· · · 〉|a=n = − e−iβ〈· · · 〉|a=n+0, as can be seen by the first expression.
This has its origin in the discontinuity in the phase of the boundary states.
Now the periodicity with a = −ã, such as ψ±(w′+2π) = e2πiaψ±(w′), means
that the fields obey

Ψ(w′ + 2π) = e−2πiaFV Ψ(w′) e2πiaFV .(39.122)

Thus, the cylinder partition function should be equal to the open string
partition function Tr e−2πi(a− 1

2
)FV e−2πL−1H which was computed in Sec.

39.1.2.5. Indeed, our present result, Eq. (39.121), agrees with the open
string partition function as shown by Eq. (39.57) in the range 0 < a ≤ 1.
This justifies our choice of the normalization of the boundary states Eqs.
(39.119)–(39.120). The region 0 < a ≤ 1 can be extended by making the
family |Bβ〉a continuous.
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Let us next consider the A-boundary condition given by Eq. (39.88). It
is compatible with the mode expansion with a = ã (mod Z). The condition
for the modes is

ψr = i e−iαψ̃−r ∀r ∈ Z + a,(39.123)

ψr′ = i eiαψ̃−r′ ∀r′ ∈ Z − a.(39.124)

The boundary states are

|Aα〉a = exp

i eiα
∑
r′>0

ψ−r′ψ̃−r′ + i e−iα
∑
r≥0

ψ−rψ̃−r

 |0̃〉a,a,(39.125)

a〈Aα| = a,a〈0̃| exp

i e−iα
∑
r′>0

ψ̃r′ψr′ + i eiα
∑
r≥0

ψ̃rψr

 .(39.126)

Here |0̃〉a,a is the ground state annihilated by ψr (r ≥ 0), ψr′ (r′ > 0) ψ̃�r
(r̃ ≥ 0) and ψ̃�r′ (r̃′ > 0). (It is equal to |0〉a,a if a �= 0 but is ψ0|0〉0,0 if
a = 0.) One can show that the cylinder partition function is given by

(39.127) a〈A0|qHc
c |Aα〉a =

ϑ
[ α

2π
− 1

2

a− 1
2

]
(0, i/L)

η(i/L)

which agrees (for T = 1/L) with the open string partition function shown
in Eq. (39.63) in the range 0 ≤ a < 1 (which can be extended to a ∈ R).

39.1.5. Boundary Entropy. Let us consider the partition function of
a quantum mechanical system

(39.128) Tr e−βH =
∫

dE ρ(E) e−βE ,

where ρ(E) is the density of the number of states at energy E. This formula
is written as if the energy spectrum is continuous, but it applies also to
the case of discrete spectrum ρ(E) =

∑
n Dnδ(E − En), where Dn is the

number of states with E = En. In fact, we only consider this case here.
The asymptotic density ρ(E) at E → ∞ is a measure of the number of
degrees of freedom of the theory. This can be studied by looking at the
behaviour of the partition function in the limit β → 0. For instance, let us
consider a conformal field theory formulated on the circle of circumference
2π. Then Eq. (39.128) can be identified as the partition function on the
square torus of size (2π, β). Since this torus is conformally equivalent to the
square torus of size ( (2π)2

β , 2π), the partition function can also be written
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as Tr e−
(2π)2

β
H . Thus, the small β behavior of Tr e−βH is determined by the

large 1/β behavior of this last quantity. This in turn is determined by the
low energy spectrum of the theory. The Hamiltonian of the conformally
invariant field theory can be written as H = L0 + L̃0 − c/12, where c is the
central charge of the theory. Thus, if the theory has a unique ground state
with L0 = L̃0 = 0 (corresponding to the identity operator), the partition
function behaves as

(39.129) Tr e−βH = Tr e−
(2π)2

β
H ∼ exp

(
(2π)2

β

c

12

)
, β → 0.

This shows that c determines the small β behaviour of Tr e−βH or the large
E behaviour of ρ(E). One can in fact show from this that the density of
states behaves as

(39.130) ρ(E) ∼ 1
2

( c

3E3

) 1
4 exp

(
2π

√
cE

3

)
, E → ∞.

Thus, the central charge is a measure of the number of degrees of freedom of
the theory. In a sense, the central charge can be considered as the entropy
of the theory. Under renormalization group flow, the central charge of the
starting CFT is larger than the one for the end point (if both have a ground
state with L0 = L̃0 = 0). This is Zamolodchikov’s c-theorem.

Now let us formulate a conformal field theory on a segment of length
π, and impose conformally invariant boundary conditions a and b at the
left and the right boundaries. Then Tr e−βHo is the partition function on a
cylinder of size (π, β) (where Ho is the Hamiltonian of the system formulated
on the segment). Since this cylinder is conformally equivalent to a cylinder
of size (2π2

β , 2π), as we have seen, the partition function can be written as

(39.131) Trab e−βHo = 〈a| e−
2π2

β
H |b〉.

Since H = L0 + L̃0 − c/12, if the theory has a unique ground state |0〉 with
L0 = L̃0 = 0 the partition function behaves as

(39.132) Tr e−βHo ∼ 〈a|0〉〈0|b〉 e
2π2

β
c
12 , β → 0.

Here the ground state is assumed to be normalized as 〈0|0〉 = 1. The density
of states now behaves as

(39.133) ρ(E) ∼ 〈a|0〉〈0|b〉1
2

( c

6E3

) 1
4 exp

(
2π

√
cE

6

)
, E → ∞.
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We note that there is an extra factor 〈a|0〉〈0|b〉 compared to Eqs. (39.129)
or (39.130). This can be considered as the contribution of the boundaries
to the number of degrees of freedom. The individual factors 〈a|0〉 and 〈0|b〉
can be considered as the contributions of the left and the right boundaries
respectively. We shall thus call

(39.134) ga = 〈0|a〉

the boundary entropy associated with the boundary condition a. It has been
conjectured that, for a given bulk CFT, the boundary entropy decreases
under the renormalization group flow of the boundary conditions. This is
called the (conjectural) g-theorem, and it has been proved for some cases.

In what follows, we will compute the boundary entropy of the boundary
conditions studied in the previous subsections.

Sigma Model on S1. Let us first consider the sigma model on the circle
S1 of radius R. The theory formulated on the circle has a unique ground
state |0, 0〉 with L0 = L̃0 = 0. The boundary state for the Neumann bound-

ary condition is obtained in Eq. (39.104) with cm =
√

R/
√

2 for any m (as
determined in Eq. (39.108). The boundary entropy is therefore

(39.135) gNa = 〈0, 0|Na〉 =

√
R√
2
.

The boundary state for the Dirichlet boundary condition is obtained in Eq.
(39.112). Thus, the boundary entropy is

(39.136) gDx∗ = 〈0, 0|Dx∗〉 =

√
1

R
√

2
.

We note that gN > gD if R > 1. Thus, if the radius R is larger than the
self-dual radius, there can be an RG flow from Neumann to Dirichlet but
the opposite is impossible, if the g-theorem holds. For R smaller than the
self-dual radius, RG flow is possible from Dirichlet to Neumann but the
opposite is impossible. This is consistent with T-duality R → 1/R where
Neumann and Dirichlet boundary conditions are exchanged.

In string theory, the boundary entropy also has a meaning in space-time
physics. Let us consider a string theory on (d + 1)-dimensional space-time
Rd+1 times some internal space, which is abstractly given by some worldsheet
quantum field theory — let us call it the internal theory. We will consider
a D0-brane in Rd+1 that is specified by some boundary condition a in the
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internal theory. Then the boundary entropy ga = 〈0|a〉 is proportional to
the mass of the D0-brane

(39.137) ma = Cga,

where C is a constant independent of a. To see this, we first note that
the mass of an object can be measured by looking at what happens to the
gravitons thrown at such an object. To be more specific, it is measured
by the disc amplitude with the insertion of the graviton vertex operator
— the worldsheet operator corresponding to graviton emission/absorption.
See Fig. 3. On the other hand, the graviton vertex is trivial in the internal

Figure 3. Disc diagram for graviton emission from D-brane

theory. Thus, the mass is proportional to the disc amplitude of the inter-
nal theory with no insertion of operator. This is nothing but the overlap
ga = 〈0|a〉.

As an application, one can compute the ratio of the tension of a D1-brane
and a D0-brane (or D(p+1) and Dp-branes). We take the circle S1 of radius
R as the internal space, and consider particles in the (d + 1)-dimensional
space-time coming from a D1-brane wrapped on S1 and a D0-brane at a
point of S1. The mass of the wrapped D1-brane is given by the tension of
the D1-brane TD1 times the circumference 2πR of the circle, mD1 = 2πRTD1.
The mass of the D0-brane is its tension itself, mD0 = TD0. On the other
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hand, by the relation given by Eq. (39.137), we have

(39.138) mD1 = C ·
√

R√
2
, mD0 = C ·

√
1

R
√

2
,

where we have used the result Eqs. (39.135)–(39.136). Comparing with
mD1 = 2πRTD1 and mD0 = TD0, we find

(39.139)
TD1

TD0
=

1
2π

.

Of course we also have TD(p+1)/TDp = 1/2π, or TDp = (2π)−pTD0.
Dirac Fermion. Let us next consider the massless Dirac fermion. Since

we are interested in the ordinary partition function Tr e−βHo (with neither
(−1)F nor eiγF ), we should consider an anti-periodic boundary condition
for the closed string channel. This requires taking a = ã = 1/2 (NS-NS
sector). There is a unique ground state |0〉 1

2
, 1
2

with L0 = L̃0 = 0 in this
sector. The boundary state for the B-boundary is obtained in Eq. (39.119)
and thus the boundary entropy is

(39.140) gBβ
= 1

2
, 1
2
〈0|Bβ〉 1

2
= 1.

The boundary state for the A-boundary is obtained in Eq. (39.125) and the
boundary entropy is

(39.141) gAα = 1
2
, 1
2
〈0|Aα〉 1

2
= 1.

39.2. Supersymmetric Boundary Conditions in N = 2 Theories

In the rest of this Chapter, we will consider theories with (2, 2) super-
symmetry in the bulk of the worldsheet. We will focus on the boundary
conditions and boundary interactions that preserve a half of the supersym-
metry. As the starting point, in this section, we classify supersymmetric
D-brane boundary conditions in the classical regime of non-linear sigma
models and Landau–Ginzburg models.

39.2.1. A-type and B-type Supersymmetry. Recall that a (2, 2)
supersymmetric field theory has four supercharges Q±, Q± that are all nilpo-
tent and obey the anti-commutation relations {Q±, Q±} = H ± P , where
the Hamiltonian H and the momentum P are the time and space trans-
lation operators. Correspondingly, there are four supercurrents Gµ

±, G
µ
±

that satisfy the conservation equations ∂µG
µ
± = ∂µG

µ
± = 0. The (2, 2) su-

persymmetry algebra also has two U(1) R-symmetries. One is the vector
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R-symmetry generated by FV with [FV , Q±] = −Q±, [FV , Q±] = Q± while
the other is the axial R-symmetry generated by FA with [FA, Q±] = ∓Q±,
[FA, Q±] = ±Q±. Whether FV and FA are realized as symmetries depends
on the theory.

Let us now formulate the theory on the strip Σ = [0, π]×R, where [0, π]
and R are parametrized by the space and time coordinates respectively. The
presence of the boundary breaks the space translation symmetry and we lose
the worldsheet momentum P . This in particular means that we cannot have
all four supercharges. But we still have time translation symmetry H if we
choose a time-independent boundary condition. Thus, one may hope to
have some combination Q and Q† so that we have a supersymmetry algebra
{Q,Q†} ∝ H. There are two kinds of such combinations: One is

(39.142) QA = Q+ + eiαQ−, Q†
A = Q+ + e−iαQ−.

The other is

(39.143) QB = Q+ + eiβQ−, Q†
B = Q+ + e−iβQ−.

Indeed, if we use the bulk supersymmetry algebra Eqs. (12.70)–(12.73) with
trivial central charges Z = Z̃ = 0, both Q = QA and Q = QB obey the
(0 + 1)-dimensional supersymmetry algebra

(39.144)
Q2 = (Q†)2 = 0,

{Q,Q†} = 2H.

We call Eqs. (39.142)–(39.143) A-type and B-type supersymmetries respec-
tively. Conservation of Q and Q† means that the space components of the
corresponding supercurrents vanish at the boundary:

G
1
+ + eiαG1

− = G1
+ + e−iαG

1
− = 0 for Q = QA,(39.145)

G
1
+ + eiβG

1
− = G1

+ + e−iβG1
− = 0 for Q = QB.(39.146)

As we have seen in free theories, a boundary condition typically relates the
fermions of opposite chirality. Thus, the relation between supercurrents on
the boundary should not come as a surprise.

A-type supersymmetry is compatible with the axial R-symmetry, in the
sense that [FA, QA] = −QA and [FA, Q†

A] = Q†
A. If the bulk theory has

axial U(1) R-symmetry, the theory with boundary may also have it as an
R-symmetry (although it is possible that the boundary breaks it quantum
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mechanically; see Sec. 39.3). Even if the bulk theory has only a discrete
subgroup of the axial U(1) R-symmetry, that subgroup may serve as the R-
symmetry of the boundary theory. On the other hand, the vector R-rotation
eiδFV rotates the phase of the A-type supersymmetry as eiα → ei(α−2δ). In
any case, the mod 2 fermion number

(39.147) (−1)F ∝ eiπFV ∝ eiπFA

is unbroken and preserves the phase eiα. Similarly, B-type supersymmetry is
compatible with the vector R-symmetry [FV , QB] = QB, [FV , Q†

B] = −Q†
B.

The axial R-rotatiom eδFA rotates the phase as eiβ → ei(β−2δ). The mod 2
fermion number (−1)F is always unbroken and preserves the phase eiβ.

We note that the combinations Eqs. (39.142)–(39.143) are the ones
that become scalar supersymmetries in the A- and B-twisted topological
field theories. In fact, if the bulk theory is A-twistable (i.e., the vector R-
symmetry is conserved and has integral charges), one can consider A-twisting
the boundary theory as well. Suppose that the anti-commutation relations
as shown by Eq. (39.144) do indeed hold in the boundary theory. Then, as
in Ch. 16, we obtain boundary topological field theory by declaring that the
physical observables are QA cohomology elements (which are in one-to-one
correspondence with the supersymmetric ground states of the “open string”
boundary theory). A similar remark holds for Q = QB for which we consider
the B-twist.

The (2, 2) supersymmetry algebra has a (1, 1) subalgebra generated by
Q1

± = Q± + Q± that satisfy the anti-commutation relations (Q1
±)2 = 0 and

{Q1
±, Q1

±} = 2(H ± P ). Thus, a (2, 2) theory can be regarded as a (1, 1)
supersymmetric theory. Then a boundary condition preserving A-type or
B-type supersymmetry (with eiα = eiβ = 1) preserves a half of the (1, 1)
supersymmetry:

(39.148) Q1 = Q1
+ + Q1

−,

that obeys {Q1, Q1} = 4H. (Even for eiα �= 1 and eiβ �= 1, this holds by
the following redefinition of Q1

±: Q1
± = ei α

2 Q± + e−i α
2 Q± for A-type and

Q1
± = e±i β

2 Q± + e∓i β
2 Q± for B-type.) Thus, if we want to find a boundary

condition preserving A- or B-type supersymmetry, the first thing to do is to
find a boundary condition preserving the N = 1 boundary supersymmetry
Q1.
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39.2.2. D-Brane Boundary Condition. In this subsection, we de-
termine the N = 1 preserving boundary condition on the fields of the super-
symmetric sigma models and Landau–Ginzburg models. We will consider
boundary conditions corresponding to D-branes. Since we only consider
here N = 1 supersymmetry, although we will be talking about (2, 2) the-
ories, the final result Eqs. (39.158)–(39.161), Eqs. (39.164)–(39.167) and
Eqs. (39.169)–(39.172) hold also for more general (1, 1) theories such as the
non-linear sigma model on a Riemannian manifold.

Let us consider a supersymmetric sigma model on a Kähler manifold
X of dimension n with a superpotential W . We denote the Kähler metric
with respect to local complex coordinates zi by gi. Let us write down the
action of the model. If the worldsheet Σ has a boundary, one cannot ignore
the total derivative terms that frequently appeared and were ignored in the
discussion in Ch. 13. Thus, it is extremely important to write down the
action explicitly. It is best done, in this situation , in terms of the component
fields:

S =
∫
Σ

d2x

{
−gi∂

µφi∂µφ
 +

i

2
gi ψ


−(

↔
D0 +

↔
D1)ψi

−

+
i

2
gi ψ


+(

↔
D0 −

↔
D1)ψi

+ − 1
4
gi∂W∂iW − 1

2
(Di∂jW )ψi

+ψj
−(39.149)

−1
2
(Dı∂W )ψı

−ψ
+ + Rik̄jl̄ ψ

i
+ψj

−ψk̄
−ψ l̄

+

}
,

where ψ
↔
Dµψ

i = ψ(Dµψ)i − (Dµψ)ψi. See Ch. 13 for other notations. If
the worldsheet has no boundary, say Σ = R2, then a (2, 2) supersymme-
try is generated by the four supercharges Q± and Q± with the following
supercurrents

G0
± = gi(∂0 ± ∂1)φψi

± ∓ i

2
ψı
∓∂ıW,

G1
± = ∓gi(∂0 ± ∂1)φψi

± − i

2
ψı
∓∂ıW,

(39.150)

G
0
± = giψ


±(∂0 ± ∂1)φi ± i

2
ψi
∓∂iW,

G
1
± = ∓giψ


±(∂0 ± ∂1)φi +

i

2
ψi
∓∂iW.

(39.151)

Let us now formulate the theory on the left half-plane Σ = (−∞, 0]×R.
We will consider the boundary condition on ∂Σ = {0}×R corresponding to
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a D-brane wrapped on a submanifold γ ⊂ X. Thus, the boundary of Σ has
to be mapped into γ:

(39.152) φ : ∂Σ −→ γ.

In what follows we will determine more precise boundary conditions on the
fields φi and ψi

±, ψı
± so that N = 1 supersymmetry is preserved. Since we

will only consider N = 1 supersymmetry here, we will use the real notation:
The fields corresponding to coordinates xI are denoted by φI and ψI

±.
The first constraint comes from the equation of motion for the fields

X = (φI , ψI
±). If we vary the fields, the variation of the action consists of a

bulk term plus a boundary term;
(39.153)

δS =
∫
Σ

d2x δX(bulk equation of motion) +
∫
∂Σ

dt δX(boundary term),

where the bulk equation of motion is the same as the one in the case without
boundary. We require both the bulk equation of motion and “δX (boundary
term)” to vanish. This imposes the constraint on the boundary

(39.154)
gIJδφ

I∂1φ
J = 0,

gIJ (ψI
−δψJ

− − ψI
+δψJ

+) = 0.
on ∂Σ

Let us look at the first equation. Since φ maps the boundary into γ we
know that δφI is tangent to γ. Then, the first equation holds if and only if
∂1φ

I is normal to γ. The second equation will be automatically satisfied if
the fields obey the constraint from N = 1 supersymmetry which we discuss
next.

The N = 1 supersymmetry transformation is given by

δφI = iε(ψI
+ + ψI

−),(39.155)

δψI
± = −ε(∂0 ± ∂1)φI ∓ εgIJ∂J Im(W ) ± iεΓI

JKψJ
+ψK

− .(39.156)

Under this transformation, the action varies as

δS =
iε

2

∫
∂Σ

dx0

{
− gIJ∂0φ

I(ψJ
− − ψJ

+)

−gIJ∂1φ
I(ψJ

− + ψJ
+) − i

2
(ψI

− + ψI
+)∂I(W − W )

}
.

(39.157)
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ψI
+ + ψI

− at the boundary is tangent to γ since it is the (supersymmetry)
variation of φI by Eq. (39.155). Then the second term of δS vanishes
automatically (using ∂1φ

I = normal to γ). The first and the third terms
must vanish independently since ∂0φ

I and ψI
+ + ψI

− can be independent
tangent vectors of γ. This requires ψI

− − ψI
+ to be normal to γ and Im(W )

to be annihilated by any tangent vector of γ. The last condition means that
Im(W ) has to be locally constant on γ. It is easy to see that the second
equation of Eq. (39.154) can be satisfied by using the boundary conditions
obtained so far.

To summarize, we found the following boundary conditions

Tb := ∂0φ
I is tangent to γ,(39.158)

Nb := ∂1φ
I is normal to γ,(39.159)

and

Tf := ψI
− + ψI

+ is tangent to γ,(39.160)

Nf := ψI
− − ψI

+ is normal to γ.(39.161)

We also found the condition on the submanifold γ itself: Im(W ) has to be
a constant on each connected component of γ.

We have shown the N = 1 supersymmetry of the action under the
above boundary condition. However, for the system to be really N = 1
supersymmetric, the boundary condition itself must also be invariant under
the N = 1 supersymmetry. The condition that the worldsheet boundary is
mapped to γ by φ is certainly preserved by the supersymmetry, given Eq.
(39.160). To see that the conditions Eqs. (39.160)–(39.161) themselves are
also invariant, we note that

δTf = −2εTb, δNf = 2εNb + 2εgIJ∂J Im(W ),

in the background ψI
± = 0. We see that the conditions are indeed invariant

provided gIJ∂J Im(W ) = 0, which is the case if Im(W ) is locally constant
on the D-brane.

39.2.2.1. Inclusion of B-field. Recall that for a worldsheet without
boundary one can deform the theory by a B-field which is a closed two-
form on X. We can also deform the boundary theory by the B-field term

(39.162)
1
2

∫
Σ

BIJdφ
I ∧ dφJ .
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The variation of the integrand is a total derivative, if the closedness dB = 0
is used, and it is a boundary term

∫
∂Σ dtδφI∂tφ

JBIJ . It therefore changes
the first equation of Eq. (39.154) to

(39.163) gIJδφ
I(∂1φ

I + gIJBJK∂0φ
K) = 0,

although the second equation of Eq. (39.154) remains the same. This mod-
ifies the above story, and the new boundary condition is

Tb := ∂0φ
I is tangent to γ,(39.164)

Nb := ∂1φ
I + gIJBJK∂0φ

K is normal to γ,(39.165)

and

Tf := ψI
− + ψI

+ is tangent to γ,(39.166)

Nf := (ψI
− − ψI

+) − gIJBJK(ψK
− + ψK

+ ) is normal to γ.(39.167)

The condition that Im(W ) is locally constant on γ remains the same.
39.2.2.2. Gauge Field on The Brane. Let AMdxM be a U(1) gauge field

on γ, where we shall use M,N, ... for coordinate indices on γ. One can
couple the worldsheet boundary to this gauge field by the term

(39.168)
∫
∂Σ

AMdφM =
∫
∂Σ

dt ∂tφ
MAM .

Its variation is given by
∫
∂Σ dtδφM∂tφ

NFMN where FMN = ∂MAN −∂NAM

is the curvature of A. The effect is identical to having the B-field
BMN = FMN . Thus, the boundary condition on the fields is given by

Tb := ∂0φ
I is tangent to γ,(39.169)

Nb := ∂1φ
I + gIM

γ FMN∂0φ
N is normal to γ,(39.170)

and

Tf := ψI
− + ψI

+ is tangent to γ,(39.171)

Nf := (ψI
− − ψI

+) − gIM
γ FMN (ψN

− + ψN
+ ) is normal to γ,(39.172)

where the inclusion Tγ ↪→ TX is implicit, and gγMN is the metric induced
on γ from gIJ . The condition that Im(W ) is locally constant on γ remains
the same.
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There is actually an alternative formulation of the boundary coupling to
the gauge field on the brane. Let us consider the boundary action

(39.173)
∫
∂Σ

A =
∫
∂Σ

dt
(
∂0φ

MAM − iFMNψMψN
)
,

where ψM = (ψM
+ + ψM

− )/2. It is easy to see that this is invariant under
N = 1 supersymmetry. Thus, under the ordinary boundary condition Eqs.
(39.158)–(39.161), the sum of S and Eq. (39.173) is invariant, since each of
them is. Of course this boundary condition is different from the above, Eqs.
(39.169)–(39.172). However, it is known that the two formulations lead to
the same space-time physics. This formulation has an advantage of being
easy to generalize to non-abelian gauge fields. Let AMdxM be a non-abelian
gauge field on γ with gauge group U(r). Then one can consider the weight

(39.174) P exp

 i

∫
∂Σ

dt
(
∂0φ

MAM − iFMNψMψN
)  ,

where P stands for the path-ordered product. This is invariant under the
N = 1 supersymmetry, and can be used as the supersymmetric path-integral
weight.

39.2.3. A-Branes and B-Branes. We have determined the N = 1
supersymmetric boundary condition on the fields φI , ψI

± corresponding to a
D-brane wrapped on a submanifold γ of X (in both the absence and presence
of B-field and/or gauge field on the brane). We would now like to find
a condition for N = 2 supersymmetry: A-type or B-type supersymmetry.
Since the boundary condition for a given brane is already fixed, the condition
for N = 2 supersymmetry is imposed on the brane itself. We will call a D-
brane preserving A-type (resp. B-type) supersymmetry an A-brane (resp. a
B-brane).

39.2.3.1. A-Branes. We start with A-type supersymmetry. We first set
the phase to be trivial, eiα = 1. The condition is that the space component
of the supercurrent vanishes at the boundary, G

1
+ + G1

− = 0. Using the
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expressions Eqs. (39.150)–(39.151), we find that

G
1
+ + G1

− = −giψ

+(∂0 + ∂1)φi

+gi(∂0 − ∂1)φψi
− +

i

2
ψi
−∂iW − i

2
ψ

+∂W

=
1
2
g(∂0φ, ψ− − ψ+) +

i

2
ω(∂0φ, ψ− + ψ+)(39.175)

−1
2
g(∂1φ, ψ− + ψ+) − i

2
ω(∂1φ, ψ− − ψ+)

−1
2
(ψ− + ψ+)I∂IIm(W ) +

i

2
(ψ− − ψ+)I∂IRe(W ),

where g(v, w) = gi(viw + vwi) and ω(v, w) = igi(viw − vwi) are the
metric and the Kähler form on X. Suppose the B-field and the gauge field
on the brane are set equal to zero. Then, as we have seen in Eqs. (39.158)–
(39.161), at the boundary ∂Σ the vectors Tb = ∂0φ and Tf = ψ− + ψ+ are
tangent to γ while Nb = ∂1φ and Nf = ψ− − ψ+ are normal to γ. Also,
N = 1 supersymmetry requires Im(W ) to be annihilated by a tangent vector
of γ. Then, the above expression simplifies to

(39.176) G
1
+ + G1

− =
i

2
ω(Tb, Tf ) − i

2
ω(Nb, Nf ) +

i

2
N I

f ∂IRe(W ).

The three terms must vanish individually since Tb, Tf , Nb and Nf are ar-
bitrary tangent and normal vectors. Vanishing of ω(Tb, Tf ) means that γ

is isotropic with respect to ω (i.e., ω|Tγ = 0) while vanishing of ω(Nb, Nf )
means that γ is co-isotropic (i.e., ω−1|(Tγ)⊥ = 0, where (Tγ)⊥ ⊂ T ∗X is the
annihilator of Tγ). Namely, γ is a middle-dimensional Lagrangian subman-
ifold of X. Vanishing of the last term means that the gradient of Re(W )
is tangent to γ. This condition holds if the gradient of Im(W ) is normal
to γ (as required by N = 1 supersymmetry) and if γ is Lagrangian, since
grad[Re(W )] = −Jgrad[Im(W )] where J is the complex structure of X.

We need to show that the boundary condition itself is invariant under
the A-type supersymmetry with variation parameter ε+ = ε− and ε− = ε+.
We first look at the boundary variation of bosonic fields:

(39.177) δφi = ε+ψi
− − ε+ψi

+ = ε1(ψi
− − ψi

+) + iε2(ψi
− + ψi

+),

where ε1 and ε2 are the real and imaginary parts of ε+. This shows that, for
a real parameter ε, ε(ψi

− − ψi
+) and iε(ψi

− + ψi
+) are the holomorphic com-

ponents of tangent vectors of γ. On the other hand, N = 1 supersymmetry
requires iε(ψi

−−ψi
+) and iε(ψi

− +ψi
+) to be the holomorphic components of
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normal and tangent vectors of γ respectively. Thus, N = 2 invariance of the
boundary condition requires that multiplication by i =

√
−1 on the holo-

morphic components sends normal vectors to tangent vectors. This holds
provided γ is a Lagrangian submanifold. Next we note

δ[iε(ψi
− + ψi

+)] = 2iεε2(∂0φ
i) + 2iεε1(i∂1φ

i − 1
2
gi∂W ),(39.178)

δ[ε(ψi
− − ψi

+)] = 2iεε1(∂0φ
i) + 2iεε2(i∂1φ

i − 1
2
gi∂W ),(39.179)

in the background with ψi
± = 0. For N = 2 invariance, these both must be

tangent to γ. This too holds provided gi∂W is the holomorphic component
of a tangent vector to γ.

To summarize, when the B-field and the gauge field on the brane are
zero:
A D-brane wrapped on γ is an A-brane if and only if γ is a middle di-
mensional Lagrangian submanifold of (X,ω) whose W -image is a straight
line parallel to the real axis, which is invariant under the gradient flow of
Re(W ).
Wave-Front Trajectories. The basic example of a cycle satisfying this
condition is the wave-front trajectory emanating from a critical point of the
superpotential. Let p∗ ∈ X be a non-degenerate critical point of W . Let
us consider the gradient vector field of the function Re(W ) on X, which
generates a one-parameter family of diffeomorphisms ft. The maps ft have
a fixed point p∗ at which the gradient is zero. We consider the collection
of all gradient flow lines originating from p∗. The collection sweeps out a
subset

(39.180) γp∗ =
{
p ∈ X

∣∣∣ lim
t→−∞

ft(p) = p∗

}
.

The gradient vector of Re(W ) annihilates Im(W ) and therefore every point
of γp∗ has the same value of Im(W ) as p∗. Thus, the image of γp∗ in the
W -plane is a straight line emanating from the critical value W (p∗). Below,
we show that γp∗ is a middle-dimensional Lagrangian submanifold of (X,ω).

In a neighborhood of p∗, one can choose a complex coordinate system
(zi) such that W can be expanded as

(39.181) W = W (p∗) +
n∑

i=1

(zi)2 + · · ·
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where + · · · are cubic or higher-order terms. If the metric is the standard one
ds2 =

∑n
i=1 |dzi|2, then the flow lines are zi(t) = ci et + · · · as t → −∞, in

which ci are real parameters. Thus, in a small neighborhood of p∗, the subset
γp∗ is a real section in the coordinate system (zi), which is a submanifold
of dimension n. (If the metric is deformed, the real section is deformed to
another submanifold of dimension n.) Now, by definition, the family of maps
ft acts on γp∗ with a fixed point p∗. This shows that γp∗ is a submanifold of
X of dimension n. To see that γp∗ is a Lagrangian submanifold of X with
respect to the Kähler form ω = igidz

i ∧ dz, it is crucial to note that, for
v = grad[Re(W )],

(39.182) ivω = i(giv
idz − gidz

iv) = id(W − W ),

and hence

(39.183) Lvω = divω + ivdω = 0.

Thus, ω is invariant under the diffeomorphisms ft. Let V1 and V2 be tan-
gent vectors of γp∗ at any point. Since the Kähler form is ft-invariant,
ω(ftV1, ftV2) = (f∗

t ω)(V1, V2) is independent of t. However, in the limit
t → −∞, the vectors ftVi become the zero vector at p∗. Thus, we have
shown ω(V1, V2) = 0. Namely, γp∗ is Lagrangian.

It is easy to recover the phase eiα. A convenient way is to use the
U(1)V R-symmetry which rotates the fermions as ψ± → eiα/2ψi

± and the
superpotential as W → e−iαW . Identification of ψi

±, ψı
± and ψI

± is rotated
accordingly, and so is the condition on the cycle: γ has to be invariant under
the gradient flow of Re( e−iαW ) and its image in the W plane is a straight
line in the eiα direction. For instance γp∗ is deformed so that its W -image
is rotated by the angle α around the critical value W (p∗).

Inclusion of B-field. Let us now turn on the B-field. This changes
the boundary condition to Eqs. (39.164)–(39.167). In particular, it is
Nb = ∂1φ + g−1B∂0φ and Nf = (ψ− − ψ+) − g−1B(ψ− + ψ+) that are
normal to γ. It is a straghtforward computation to show

G
1
+ + G1

− =
i

2
(ω + Bω−1B)(Tb, Tf ) − i

2
ω(Nb, Nf )

+
i

2
ω−1(gNb, BTf ) +

i

2
ω−1(gNf , BTb)

+
i

2
N I

f ∂IRe(W ) +
i

2
(g−1BTf )I∂IRe(W ).(39.184)
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For A-type supersymmetry, each of these six terms must vanish. Vanishing
of ω(N,N) means that γ is co-isotropic. In other words, the subspace (Tγ)◦

orthogonal to Tγ with respect to ω belongs to Tγ. (This can be shown by
noting that (Tγ)◦ = ω−1(Tγ)⊥.) Vanishing of ω−1(gN,BT ) then means
that B = 0 on (Tγ)◦ × Tγ. Vanishing of (ω + Bω−1B)(T, T ) implies that
B is non-degenerate on Tγ/(Tγ)◦. Vanishing of NRe(W ) means that the
gradient of Re(W ) is tangent to γ while vanishing of (g−1BT )Re(W ) im-
plies (together with other conditions obtained so far) that the gradient of
Re(W ) belongs to (Tγ)◦. However, this condition is automatically satisfied
if Im(W ) is locally constant on γ (as required by N = 1 supersymmetry),
since grad[Re(W )] = −Jgrad[Im(W )].

To summarize, the condition of N = 2 supersymmetry is

(Tγ)◦ ⊂ Tγ,

B = 0 on (Tγ)◦ × Tγ,(39.185)

ω + Bω−1B = 0 on Tγ,

in addition to the condition that Im(W ) is locally constant on γ. It is easy
to see that the D-brane boundary condition Eqs. (39.164)–(39.167) itself is
invariant under the A-type N = 2 supersymmetry. In the case where γ is a
middle-dimensional Lagrangian submanifold of X (where (Tγ)◦ = Tγ), the
B-field has to vanish when restricted to γ.

Coupling to the Gauge Field on the Brane. The condition of A-type
supersymmetry for a D-brane supporting a U(1) gauge field is obtained es-
sentially by replacing the B-field in the above consideration by the curvature
F . A point one has to be careful about is that F is now defined only on
γ. The subtlety resides in the generalization of Bω−1B in the third line
of Eq. (39.185). However, the second line, F = 0 on (Tγ)◦ × Tγ, assures
that F defines a form on Tγ/(Tγ)◦. By definition, ω also defines a form on
Tγ/(Tγ)◦ and is invertible there. Thus, Fω−1F makes sense as a form on
Tγ/(Tγ)◦. To summarize, the condition is stated as

(Tγ)◦ ⊂ Tγ,

F = 0 on (Tγ)◦ × Tγ,(39.186)

ω + Fω−1F = 0 on Tγ/(Tγ)◦,
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and Im(W ) is locally constant on γ. In particular, if γ is a Lagrangian
submanifold of X, then the gauge field on the brane has vanishing curvature
F = 0. Namely, it is flat.

39.2.3.2. B-Branes. We next consider B-type supersymmetry (first with
the trivial phase eiβ = 1). The condition is G

1
+ + G

1
− = 0. Using Eqs.

(39.150)–(39.151), we find

G
1
+ + G

1
− = gi(ψ


− − ψ

+)∂0φ
i − gi(ψ


− + ψ

+)∂1φ
i +

i

2
(ψi

− + ψi
+)∂iW

=
1
2
g(∂0φ, ψ− − ψ+) − i

2
ω(∂0φ, ψ− − ψ+)

−1
2
g(∂1φ, ψ− + ψ+) +

i

2
ω(∂1φ, ψ− + ψ+)

+
i

2
(ψ− + ψ+)I∂I(iIm(W ) + Re(W )).(39.187)

Suppose the B-field and the gauge field on the brane are zero. Then, at
the boundary ∂Σ, the vectors Tb = ∂0φ and Tf = ψ− + ψ+ are tangent to
γ while Nb = ∂1φ and Nf = ψ− − ψ+ are normal to γ. Also, Im(W ) is
annihilated by a tangent vector to γ. Then the above expression simplifies
to

(39.188) G
1
+ + G

1
− = − i

2
ω(Tb, Nf ) +

i

2
ω(Nb, Tf ) +

i

2
T I

f ∂IRe(W ).

For B-type supersymmetry to be conserved, all three terms must vanish.
Vanishing of the first two terms means the same thing: ω(T,N) = 0 for any
tangent and normal vectors T and N to γ. We now recall that the complex
structure J is defined by ωg−1 = tJ . Therefore we have 0 =ω(T,N) =
〈JT, gN〉. Since gN ∈ (Tγ)⊥, this means that J sends Tγ onto itself.
Namely, Tγ is a complex subspace of (TX, J). Vanishing of T I∂IRe(W )
simply means that Re(W ) is locally constant on γ. Together with the con-
dition from N = 1, we find that W itself is locally constant on γ.

Let us see whether the boundary condition itself is invariant under B-
type N = 2 supersymmetry with the variation parameter ε− = −ε+ and
ε− = −ε+. The bosonic fields φi transform as

(39.189) δφi = ε+(ψi
− + ψi

+).

This is indeed tangent to γ for any complex ε+ if γ is a complex submani-
fold. The supersymmetry transformation of the tangent vector ψi

− + ψi
+ is

δ(ψi
− + ψi

+) = −2iε+∂0φ
i which is indeed tangent to γ. On the other hand,
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the normal vector ψi
− − ψi

+ transforms as

(39.190) δ(ψi
− − ψi

+) = 2iε+∂1φ
i + ε+gi∂W,

at ψi
± = 0. This is indeed normal to γ provided ∂1φ

i is normal and W is
locally constant on γ.

To summarize, when the B-field and the gauge field on the brane are
zero:
A D-brane wrapped on γ is a B-brane if and only if γ is a complex subman-
ifold of (X, J) and W is locally constant on γ.

B-field and Gauge Field on the Brane. If we introduce the B-field, the
boundary condition is changed, and accordingly, Eq. (39.188) changes to

G
1
+ + G

1
− = − i

2
ω(Tb, Nf ) +

i

2
ω(Nb, Tf )

+
i

2
(BJ + tJB)(Tb, Tf ) +

i

2
T I

f ∂IRe(W ).
(39.191)

Thus, we simply obtain the extra condition that BJ + tJB = 0 on Tγ, or
(B|Tγ)(2,0) = 0. Namely, the restriction of B to γ has only a (1, 1)-form
component.

The same is true for the field strength of the gauge field on the brane.
Thus, B-type supersymmetry requires (in addition to the requirement that
γ is a complex submanifold of X and W is constant on γ) that the curvature
F has only a (1, 1)-form component. This is equivalent to saying that the
operator ∂A = ∂ + A(0,1) is nilpotent,

(39.192) ∂
2
A = 0,

so that it defines a holomorphic structure on the associated complex line
bundle.

One can examine the condition of B-type supersymmetry also by us-
ing the second formulation to couple the boundary to the gauge fields on
the brane. For simplicity we present it for a U(1) gauge group, but the
generalization to higher ranks is straightforward. B-type supersymmetry is
generated by Q+ + Q− and Q+ + Q−, and we have already checked the
N = 1 supersymmetry generated by their sum. So we only have to check
the invariance of the boundary coupling as shown by Eq. (39.173) by the
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difference (Q+ + Q−) − (Q+ + Q−). The corresponding variation is

δφi = 2εψi,

δψi = −iε∂0φ,

where ε is a real anti-commuting parameter. One important point here
is that B-type supersymmetry preserves the subset of the boundary fields
generated by φI |∂Σ and ψI = 1

2(ψ− + ψ+)I |∂Σ. It is simple algebra to show
that
(39.193)

δ

∫
∂Σ

A = 4ε
∫
∂Σ

[
Fijψ

i∂0φ
j − Fıψ

ı∂0φ
 + i∂ıFjkψ

ıψjψk − i∂iFıkψ
iψψk

]
.

Thus, it is invariant if and only if Fij = Fı = 0. Namely, the system has
B-type supersymmetry if and only if the curvature F has only a (1, 1)-form
component.

39.2.4. Appendix. Here we point out a subtlety in using the supercur-
rent when determining the supersymmetric boundary condition. Since this
subtlety exists (and the resolution holds) for an arbitrary symmetry, we de-
scribe it in general terms. Suppose a system of variable X with Lagrangian
L(X, ∂µX), formulated on a space without a boundary, has a symmetry un-
der X → X + εf(X). This means that the action S =

∫
d2xL is invariant,

that is, for a position dependent ε(x), we have

(39.194) δL = ∂µε a
µ + ε ∂µb

µ.

The conserved current of the system is

(39.195) jµ = bµ − aµ.

Now let us formulate the system on a strip that has a timelike boundary
∂Σ. Näıvely, the conservation of the charge Q =

∫
dx1 j0 holds under the

condition

(39.196) j1 = 0 at ∂Σ.

However, for a constant ε, the action varies as

(39.197) δS =
∫
Σ

d2x ε∂µb
µ =

∫
∂Σ

dx0 εb1.

Thus, the condition for the symmetry of the system is

(39.198) b1 = 0 at ∂Σ.
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Thus, the two conditions differ by b1− j1 = a1. For instance, let us consider
the system L = −1

2∂µX∂µX which has a symmetry under X → X + ε. For
this symmetry, we find aµ = −∂µX and bµ = 0, and thus jµ = ∂µX (leading
to the “target space momentum” p =

∫
dx1 ∂0X). If it is formulated on a

strip, the charge conservation Eq. (39.196) is non-trivial, ∂1X = 0 at ∂Σ, but
the symmetry condition given by Eq. (39.198) is trivial, 0 = 0. What does
this mean? For example, for Dirichlet boundary condition where ∂1X is not
necessarily zero, the charge is not conserved but the symmetry is preserved?
Of course not! The point is that the Dirichlet boundary condition itself,
X = constant at ∂Σ, is not invariant under the translation X → X + ε.
This example reminds us that a symmetry should preserve both the allowed
field configuration space and the action. Thus, the symmetry is preserved
in the boundary theory if

(i) It preserves the boundary condition.
(ii) j1 = 0 at ∂Σ.
(iii) a1 = 0 at ∂Σ.
Are they all independent? We claim that this is not the case, when the

boundary condition is chosen so that it is compatible with the bulk equation
of motion. Let us consider the variation δX = εf(X) where ε = ε(x) is
position-dependent. Then, the action varies as

(39.199) δS =
∫
Σ

d2x ε ∂µj
µ +
∫
∂Σ

dx0 ε a1.

Under the (compatible) boundary condition that is preserved by the trans-
formation δX = εf(X), this has to vanish if the bulk equation of motion is
satisfied. Since ∂µj

µ = 0 if the bulk equation of motion holds, this means
a1 has to automatically vanish on the boundary. This argument shows that
it is enough to require (i) and (ii).

For completeness, we record here the expressions of εj1 and εa1 for the
(2, 2) supersymmetry on the system considered in this section. The super-
symmetry transformation of the fields δX = εf(X) is

δφi = ε+ψi
− − ε−ψi

+,(39.200)

δψi
+ = iε−(∂0 + ∂1)φi + ε+F i,(39.201)

δψi
− = −iε+(∂0 − ∂1)φi + ε−F i,(39.202)
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where

(39.203) F i = −1
2
gi∂W + Γi

jkψ
j
+ψk

−.

The action varies as

δS =
1
2

∫
∂Σ

dx0

{
ε+

(
−gi(∂0 + ∂1)φψi

− +
i

2
ψı

+∂ıW

)
+ ε−

(
−gi(∂0 − ∂1)φψi

+ − i

2
ψı
−∂ıW

)
+ ε+

(
giψ


−(∂0 + ∂1)φi +

i

2
ψi

+∂iW

)
+ε−

(
giψ


+(∂0 − ∂1)φi − i

2
ψi
−∂iW

)}
.

(39.204)

This shows what εb1 is. This decomposes into ε(j1 + a1) where

(39.205) εj1 = ε−G1
+ − ε+G1

− + ε+G
1
− − ε−G

1
+,

and

εa1 = ε−

[
1
2
gi(∂0 + 3∂1)φψi

+ +
i

4
ψ
−∂W

]
+ε+

[
1
2
gi(∂0 − 3∂1)φψi

− − i

4
ψ

+∂W

]
−ε+

[
1
2
giψ


−(∂0 − 3∂1)φi +

i

4
ψi

+∂iW

]
−ε−

[
1
2
giψ


+(∂0 + 3∂1)φi − i

4
ψi
−∂iW

]
.

(39.206)

A-type (resp. B-type) supersymmetry generates the transformation with
ε+ = ε− (resp. ε+ = −ε−). In the main text, we have found the condition
for A-branes (resp. B-branes) so that εj1 = 0 holds, and we have also checked
the invariance of the boundary condition itself. Thus, εa1 will also vanish
under the same boundary condition. It is also straightforward to check this
explicitly.

39.3. R-Anomaly

In Ch. 13, we saw that the axial U(1) R-symmetry of the (bulk) non-
linear sigma model on X can be anomalous depending on the first Chern
class c1(X). It is anomaly-free if c1(X) = 0, that is, if X is a Calabi–Yau
manifold. Otherwise it is broken to a discrete subgroup including Z2; if the
greatest common divisor of

∫
β c1(X), β ∈ H2(X,Z), is N , it is broken down
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to Z2N . We would like to ask whether the R-symmetry can be anomalous
for the boundary theory. Of course, the bulk anomaly persists and the
boundary R-symmetry cannot be larger than than that of the bulk. The
question is whether the bulk R-symmetry can be further broken by the
boundary conditions or boundary interactions. At the classical level, the
B-type boundary condition breaks the axial U(1) R-symmetry to Z2, while
the A-type boundary condition preserves it. Thus, this question is non-
trivial for A-branes. In this section, we show that the boundary can break
the bulk R-symmetry to a smaller subgroup. We find that a topological
invariant called the Maslov index plays a role analogous to the first Chern
class in the bulk theory. We will also determine the condition for the full
U(1) axial R-symmetry to be unbroken. An example is the D-brane wrapped
on a special Lagrangian submanifold of a Calabi–Yau manifold.

39.3.1. Fermionic Zero Modes. As in the bulk theory, it is useful to
count the number of fermionic zero modes in a given bosonic background.
Here we consider the problem in a toy model which is motivated by the
theory of an open string ending on an A-brane.

Let Σ be a Riemann surface with boundary to which we give a metric as
described in Sec. 39.1.4. At the boundary, we have a unitary isomorphism
between the canonical bundle and its dual,

(39.207) τ : K|∂Σ → K∗|∂Σ,

that identifies the parallel frames of the Levi–Civita connections (which
is possible since the holonomy is trivial along ∂Σ under the above choice
of metric on Σ). Let E be a rank n complex vector bundle on Σ with
a Hermitian metric h and a Hermitian connection A. Suppose we have a
unitary isomorphism between E and its dual at the boundary

(39.208) τ : E|∂Σ → E∗|∂Σ.

We consider a free fermion system

ψ− ∈ Γ(Σ, E), ψ− ∈ Γ(Σ, E∗ ⊗ K),(39.209)

ψ+ ∈ Γ(Σ, E∗), ψ+ ∈ Γ(Σ, E ⊗ K∗),(39.210)

with the action

(39.211) S =
i

2π

∫
Σ

(
ψ−Dψ− + ψ+Dψ+

)
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where D and D are the (1, 0) and (0, 1) components of the covariant deriv-
ative (of E∗ and E respectively). We impose the boundary condition

(39.212) ψ− = ψ+, ψ− = ψ+, on ∂Σ.

Implicit here are the identifications E|∂Σ
∼= E∗|∂Σ and (E∗ ⊗ K)|∂Σ

∼=
(E ⊗ K∗)|∂Σ that are induced from Eqs. (39.207)–(39.208). We would like
to compute the index of the twisted Dirac operator D;

(39.213) IndexD = #[(ψ−, ψ+) zero modes ] − #[(ψ−, ψ+) zero modes ].

The essential technique in computing the index is the doubling of the
Riemann surface Σ together with the Hermitian vector bundle with connec-
tion (E,A). Since the metric of Σ around each component of ∂Σ is that of a
flat cylinder, without any effort one can glue Σ and its orientation reversal Σ∗

along ∂Σ. We denote by Σ#Σ∗ the resulting closed Riemann surface (with
metric). By using the isomorphism K|∂Σ

∼= K∗|∂Σ shown in Eq. (39.207),
one can glue K over Σ and K∗ over Σ∗, along with the Levi–Civita connec-
tion. It is easy to show that this leads to the canonical bundle KΣ#Σ∗ with
the Levi–Civita connection of the double. Since we have a unitary isomor-
phism E|∂Σ

∼= E∗|∂Σ as shown by Eq. (39.208), one can also glue (E, h)
over Σ and (E∗, h∗) over Σ∗ topologically. In general, however, this does
not define a smooth Hermitian vector bundle with metric on Σ#Σ∗, and the
connections do not even glue continuously (e.g., the holonomies along ∂Σ do
not match). At this stage, we take advantage of the deformation invariance
of the index: As far as the computation of the index is concerned, one can
deform the metric h and the connection A. Suppose one can change them
so that (E, h,A) over Σ and (E∗, h∗, A∗) over Σ∗ smoothly glue along ∂Σ.
(We will shortly exhibit how this can be done for a class of bundles with
the isomorphism given by Eq. (39.208).) We denote the resulting Hermitian
bundle with a connection by (E#E∗, h#h∗, A#A∗), or simply by E#E∗.

We will consider ψ− and ψ− as fields on Σ and ψ+ and ψ+ as fields on
Σ∗. By the boundary condition shown in Eq. (39.212), ψ− on Σ and ψ+

on Σ∗ continuously glue along ∂Σ. Thus they define a continuous section of
E#E∗, which we denote by ψ−#ψ+. On the other hand, ψ− and ψ+ define
a continuous section ψ−#ψ+ of (E#E∗)∗ ⊗ KΣ#Σ∗ . If Dψ− = 0, ψ−#ψ+

is obviously holomorphic on Σ ⊂ Σ#Σ∗. If Dψ+ = 0, ψ+ is holomorphic
on Σ∗ because of the flip of the orientation, and therefore ψ−#ψ+ is holo-
morphic on Σ∗ ⊂ Σ#Σ∗. Thus, if Dψ− = Dψ+ = 0, ψ−#ψ+ is entirely
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holomorphic on Σ#Σ∗ (in particular ψ− and ψ+ holomorphically glue along
∂Σ). Likewise, if Dψ− = Dψ+ = 0, ψ−#ψ+ is entirely holomorphic on
Σ#Σ∗.

This shows that the index of D is the index of the Dolbeault operator
of E#E∗;

IndexD = dimH0(Σ#Σ∗, E#E∗) − dimH0(Σ#Σ∗, (E#E∗)∗ ⊗ K)

= Ind
(
∂A#A∗ : Ω0,0(Σ#Σ∗, E#E∗) → Ω0,1(Σ#Σ∗, E#E∗)

)
= c1(E#E∗) + rankE(1 − gΣ#Σ∗).(39.214)

Here gΣ#Σ∗ is the genus of the double Σ#Σ∗, which is 2g + h − 1 if Σ has
genus g and h boundary circles.

Now, we focus on more specific models of bundles with the boundary
isomorphisms given by Eq. (39.208). We assume that the restriction of E

to the boundary has an orthogonal decomposition (over R)

(39.215) E|∂Σ
∼= E� ⊕ iE�

where E� is a real subbundle of E|∂Σ. We denote by E∗
� the image of E�

under the complex conjugation σ : E → E∗ with respect to the Hermitian
metric (i.e., 〈σ(v), w〉 := h(v, w)). Then τ(v) := σ(v) and τ(iv) := −σ(iv) =
iσ(v) for v ∈ E� defines a unitary isomorphism shown in Eq. (39.208) at the
boundary. Now, what is c1(E#E∗) for such a τ? We note here that one can
trivialize E over Σ as long as the boundary is non-empty. We choose and fix
a unitary trivialization E ∼= Σ×Cn. A subbundle E� giving a decomposition
shown in Eq. (39.215) is provided by a map t ∈ ∂Σ �→ [ut] ∈ U(n)/O(n)
(where ut is a representative in U(n) (possibly multivalued)); the fibre of E�

at t is given by ut(Rn) ⊂ Cn. Assuming the dual trivialization E∗ ∼= Σ×Cn,
the Hermitian conjugation σ : E → E∗ is given by the simple complex
conjugation : Cn → Cn. Thus, the subbundle E∗

� is associated with the
map t ∈ ∂Σ �→ [ut] ∈ U(n)/O(n). In the construction of E#E∗, we identify
ut(v) with ut(v) for v ∈ Rn. Therefore the transition function of E#E∗ at
∂Σ is given by t �→ gt where

(39.216) gt := utut
−1 = utu

T
t ,

which is single-valued since uto(uto)T = utoo
TuT

t = utu
T
t for o ∈ O(n).

Thus, the first Chern class c1(E#E∗) is given by the winding number of
t �→ det gt = det2 ut. The latter is a topological invariant called the Maslov



39.3. R-ANOMALY 813

index of the pair (E,E� ), denoted by µ(E,E� ). We therefore find

(39.217) c1(E#E∗) = µ(E,E� ).

Now as promised, we construct a connection A of E so that (E,A) on Σ
and (E∗, A∗) on Σ∗ glues smoothly. We extend t → ut to a (multi-valued)
function u defined on a neighborhood U of ∂Σ = Σ ∩ Σ∗ in Σ#Σ∗. Then
the transition function g = uuT : U → U(n) provides a smooth structure on
E#E∗. Then, we set

(39.218) A = udu−1 on U,

and extend it to the interior using a bump function that is identically 1 on
U but decays quickly to 0. This yields A∗ = udu−1 on U . It is easy to
check that A∗ = g−1Ag + g−1dg on U , and therefore the two connections
glue smoothly.

Thus, for this class of models, we find that the index is given by Eq.
(39.214), or

(39.219) IndexD = µ(E,E� ) + (rankE)(2 − 2g − h),

where µ(E,E� ) is the Maslov index of the pair (E,E� ), g is the genus of Σ
and h is the number of boundary components of Σ.

39.3.2. Axial Anomaly for A-Branes. Let us now consider the ac-
tual objects of interest — A-branes. To be specific we consider a D-brane
wrapped on a Lagrangian submanifold L of a Kähler manifold X. We fix
a bosonic background of the open string worldsheet Σ: a map φ into X

sending the boundary to L;

(39.220) φ : (Σ, ∂Σ) → (X,L).

The worldsheet fermions are spinors that take values in the pulled-back
tangent bundle; Ψ± ∈ Γ(Σ, φ∗TX ⊗ S±). Here S± are spin bundles which
could also be denoted as S− =

√
K and S+ =

√
K

∗
. The boundary condition

for Ψ± is given in Eqs. (39.160)–(39.161) for the flat Minkowski space:
Ψ− + Ψ+ is tangent to L while Ψ− − Ψ+ is normal to L. (ψI

± there is
denoted by ΨI

± here.) This can be restated on the Euclidean worldsheet
Σ as follows. First, on the boundary ∂Σ, we identify the spin bundles of
opposite chirality

(39.221) τ :
√

K|∂Σ →
√

K
∗|∂Σ,
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by identifying parallel sections with respect to the Levi–Civita connection.
(Again, this is possible since the holonomies of the two bundles are the same,
(±1) = (±1)∗, for our choice of metric. For more details, see Sec. 39.1.4.)
Next we introduce a map τ : TM |L → TM |L which is the identity on the
tangent bundle of L and is (−1)× identity on the normal bundle of L. Then
the boundary condition is simply written as

(39.222) τ(Ψ−) = Ψ+.

Now, we decompose Ψ± into ψ± and ψ± which take values in φ∗T (1,0)X

and φ∗T (0,1)X respectively. We note here that τ acts linearly on the com-
plexification TXL ⊗ C = T (1,0)X|L ⊕ T (0,1)X|L, exchanging the (1, 0) and
(0, 1) components. This is because if t ∈ TL then Jt ∈ NL, and thus
τ : (t− iJt) ∈ T (1,0)X|L �→ (t + iJt) ∈ T (0,1)X|L. Thus, we have

(39.223) τ : φ∗T (1,0)X|∂Σ → φ∗T (0,1)X|∂Σ.

The above boundary condition can then be restated as

(39.224) τ(ψ−) = ψ+, τ(ψ−) = ψ+.

This is exactly the boundary condition of the type shown in Eq. (39.212)
where E is given by φ∗T (1,0)X ⊗

√
K and τ : E|∂Σ → E∗|∂Σ is induced from

Eqs. (39.221)–(39.223). Furthermore, the linear map τ is the one associated
with the orthogonal decomposition E|∂Σ = E� ⊕ iE� resulting from the
decompositions

T (1,0)X|L = [TL](1,0) ⊕ i[TL](1,0),(39.225)
√

K
∣∣∣
∂Σ

=
√

K� ⊕ i
√

K� .(39.226)

The first one is obtained from TX|L = TL ⊕ NL by the map
(1 − iJ) : TX → T (1,0)X, while

√
K� is spanned (over R) by a parallel

frame of
√

K on ∂Σ (which is single-valued up to ±1 multiplication). To be
explicit, E� = φ∗[TL](1,0) ⊗�

√
K� .

Thus, we can apply the formula Eq. (39.219) or Eq. (39.214) to compute
the index of the Dirac operator D. It is easy to see that the resulting
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√
K#

√
K

∗
is a spinor bundle

√
KΣ#Σ∗ of the double. Now, we have

c1(E#E∗) =c1

(
(φ∗T (1,0)X#φ∗T (0,1)X) ⊗

√
KΣ#Σ∗

)
=c1

(
φ∗T (1,0)X#φ∗T (0,1)X

)
+ rank

(
φ∗T (1,0)X

)
c1

(√
KΣ#Σ∗

)
=µ
(
φ∗T (1,0)X,φ∗[TL](1,0)

)
+ rankE (gΣ#Σ∗ − 1).

(39.227)

Thus we find

(39.228) IndexD = µ
(
φ∗T (1,0)X,φ∗[TL](1,0)

)
.

Suppose Σ has a disc topology and let us fix a trivialization φ∗TX ∼=
Σ × Cn. Then the sub-bundle φ∗TL on ∂Σ = S1 defines a loop in the
Lagrangian Grassmannian Λ(Cn), the space of Lagrangian subspaces of Cn.
The Maslov index µ(φ∗T (1,0)X,φ∗[TL](1,0)) is clearly the Maslov index of the
loop. (See Appendix of this section for the definition and topology of Λ(Cn)
and the Maslov index of loops therein.) More generally if Σ has h boundary
components, we have h loops in Λ(Cn). The index µ(φ∗T (1,0)X,φ∗[TL](1,0))
is just the sum of the Maslov indices of the loops.

If this Maslov index is nonzero for some map φ : (Σ, ∂Σ) → (X,L) the
axial U(1) R-symmetry is anomalously broken. If X is not Calabi–Yau, the
axial U(1) R-symmetry of the bulk theory is anomalous. This is also true of
the boundary theory which can be explicitly seen as follows. Let us choose a
map φ1 from a closed Riemann surface Σ1 to X such that

∫
Σ1

φ∗
1c1(X) �= 0.

Then, “composition” of this map with any map φ : (Σ, ∂Σ) → (X,L)
increases the index by 2

∫
Σ1

φ∗
1c1(X), as can be seen by the formula Eq.

(39.214). Thus, if the R-symmetry is broken to Z2N in the bulk theory, the
axial R-symmetry of the boundary theory is not larger than Z2N .

One thing we would like to have in the boundary theory is the distinction
between bosonic and fermionic states. This is possible only if at least the
Z2 subgroup of the R-symmetry group is unbroken. This is assured if the
Dirac index is always an even integer. This condition is satisfied if the
Lagrangian submanifold is oriented, so that the Maslov index is twice the
oriented Maslov index and is necessarily even. In what follows, we will only
consider oriented Lagrangians.

39.3.2.1. Anomaly-Free Condition. If X is a Calabi–Yau manifold, the
bulk axial U(1) R-symmetry is not broken. Under what condition is the
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boundary R-symmetry unbroken as well? On a Calabi–Yau n-fold there is a
nowhere vanishing holomorphic n-form Ω. Let us put Ω|L = c ·vol(L) where
vol(L) is the volume form on L. It is easy to see that c is nowhere vanishing
if L is Lagrangian. Thus, we have a map

(39.229) c : L → C×.

The holomorphic n-form defines an isomorphism ∧nT
(1,0)
x X → C at each

point x of X and determines a trivialization of the determinant bundle
det(T (1,0)X). If we have a map φ : (Σ, ∂Σ) → (X,L), φ∗Ω trivializes
det(φ∗T (1,0)X), and the Maslov index of the real subbundle φ∗[TL](1,0) is
measured by the function φ∗c2. Namely
(39.230)

µ(φ∗T (1,0)X,φ∗[TL](1,0)) = 2 × winding number of (φ∗c : ∂Σ → C×).

Thus, if the map c can be written as c = ef for some single-valued function
f : L → C, then the Maslov index is always zero, and the axial U(1) R-
symmetry is unbroken. An example of such a Lagrangian submanifold is a
special Lagrangian submanifold, for which c is a constant. Fig. 4 depicts two

L1 L2

Figure 4. Two Lagrangians in R2

Lagrangian subspaces in R2 = C with Ω = dz. The first one (L1) is a circle
parametrized by a periodic coordinate t ≡ t + 2π. We have c(t) = i eit and
thus the Maslov index is 2. A disc can be mapped to C with the boundary
mapped isomorphically onto the circle. The Dirac index for such a map is 2,
and thus the R-symmetry is indeed broken down to Z2. For the second one
(L2), the function c can be written as c = ef for a single-valued function f

on L2. Thus, the R-symmetry is anomaly-free for this submanifold.

39.3.3. Some Applications. Let us A-twist the above theory on the
open string worldsheet. After twisting, the quantum number of the fermions
changes so that ψ− takes values in φ∗T (1,0)X. One can see that the argu-
ment of the toy model is applicable to this case as well, in which we have
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E = φ∗T (1,0)X and τ : E → E∗ is associated with E� = φ∗[TL](1,0). We
would like to compute the index of the Dirac operator D̃ of the twisted sys-
tem. The computation is almost the same as in the untwisted model except
that we do not have the

√
K factors now. Thus we find

(39.231) Index D̃ = µ
(
φ∗T (1,0)X,φ∗[TL](1,0)

)
+ (dimX)(2 − 2g − h).

This is the (real) dimension of the moduli space of holomorphic maps from
(Σ, ∂Σ) to (X,L).

We next consider the open version of topological gravity. Its fermionic
sector can be identified as the one with E = K⊗2, and the boundary condi-
tion is the one corresponding to the isomorphism as shown by Eq. (39.207).
Since K⊗2#(K∗)⊗2 = K⊗2

Σ#Σ∗ , which has c1 = 4gΣ#Σ∗ −4 = 8g−8+4h, the
index of the Dirac operator DTG is IndexDTG = (8g−8+4h)+(2−2g+h) =
6g − 6 + 3h. This can be regarded as the dimension of the moduli space
Mg,h of Riemann surfaces of genus g and h boundary components:

(39.232) dim� Mg,h = 6g − 6 + 3h.

We can combine the above two systems, namely, an open topological sigma
model coupled to open topological gravity. The index of the fermionic op-
erator can be regarded as the dimension of the moduli space Mg,h(X,L;φ)
of open holomorphic curves in (X,L) in the same homotopy class as φ. It
is simply the sum of the indices, Eqs. (39.231)–(39.232):
(39.233)
dim� Mg,h(X,L;φ) = µ

(
φ∗T (1,0)X,φ∗[TL](1,0)

)
+(3−dimX) (2g− 2+h).

In particular, if X is a Calabi–Yau threefold and L is a special Lagrangian
submanifold, the dimension is zero for all values of g and h and for all classes
of the maps φ.

39.3.4. Appendix: Maslov Index. Let us consider the Euclidean
space R2n equipped with a symplectic form ω =

∑n
i=1 dxi ∧ dyi, where

(x1, y1, . . . , xn, yn) are orthonormal coordinates of R2n. A Lagrangian sub-
space L of R2n is a middle-dimensional linear subspace such that the restric-
tion of ω to L is vanishes. We will study the space of Lagrangian subspaces
in R2n;

(39.234) Λ(R2n, ω) =
{

L ⊂ R2n Lagrangian subspace
}
.
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We often abbreviate it as Λ(R2n) when there is no room for confusion.
We call this space the Lagrangian Grassmannian of (R2n, ω). One can also
consider the space of oriented Lagrangian subspaces, the oriented Lagrangian
Grassmannian Λ̃(R2n, ω).

The space R2n can be considered as a complex plane Cn with coordinates
zi = xi + iyi, and the Euclidean metric g of R2n is related to the symplectic
form by g(v, w) = ω(v, Jw), where J is the multiplication by i. The two-form
h := g + iω defines a Hermitian inner product on Cn; h(v, Jw) = ih(v, w) =
−h(Jv, w). An example of a Lagrangian subspace is the subspace Rn ⊂ Cn

spanned by ∂/∂xi.2 Let L be a Lagrangian subspace. If we choose an
orthonormal basis e1, . . . , en of L with respect to the metric induced from
g of R2n, it defines, over C, an orthonormal basis of Cn with respect to the
Hermitian metric h,

(39.235) h(ei, ej) = g(ei, ej) + iω(ei, ej) = δi,j + i× 0.

Conversely, given an orthonormal basis f1, . . . , fn of (Cn, h), its R-linear
span is a Lagrangian subspace because h(fi, fj) = δi,j ∈ R. Thus, any
Lagrangian subspace L can be written as

(39.236) L = u(Rn), u ∈ U(n),

and any subspace of this form is a Lagrangian subspace. Since
u(Rn) = u′(Rn) if and only if u′ = u × o for some o ∈ O(n), we have
found

(39.237) Λ(R2n) ∼= U(n)/O(n).

If we consider oriented Lagrangian subspaces, we obviously have

(39.238) Λ̃(R2n) ∼= U(n)/SO(n).

The fundamantal groups of the oriented and ordinary Lagrangian Grass-
mannians are both Z;

µ : π1

(
Λ(R2n)

) ∼=−→ Z,(39.239)

µ̃ : π1

(
Λ̃(R2n)

) ∼=−→ Z.(39.240)

The isomorphisms are explicitly given as follows. A loop in Λ(R2n) is given
by a map t ∈ [0, 1] �→ ut(Rn) where ut ∈ U(n) and u1 = u0 × g for some
g ∈ O(n). Then the map t ∈ [0, 1] �→ det2 ut ∈ U(1) determines a loop

2We identify the tangent space at the origin T0�
2n with �

2n itself.
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in U(1) since det2 g = 1. The winding number of this loop is called the
Maslov index of the loop {ut(Rn)}. The Maslov index is additive under the
composition of loops, and defines the isomorphism µ. For a loop in the
oriented Grassmannian Λ̃(R2n), the above g belongs to SO(n), det g = 1,
and therefore detut defines a loop in U(1). Its winding number, oriented
Maslov index, defines the isomorphism µ̃. Note that there is a projection
p : Λ̃(R2n) → Λ(R2n) corresponding to forgetting the orientation, and the
indices are related by

(39.241) µ ◦ p = 2µ̃.

Let us compute the Maslov index for a loop in the (oriented) Lagrangian
Grassmannian in R2 (n = 1 case). Let us consider the unit circle S1 = { eit}
in R2 = C, and regard the tangent space at each point eit as a subspace
Lt of R2, which is of course Lagrangian. (See Fig. 5.) Thus, we have a
loop of Lagrangian subspaces {Lt}0≤t≤2π. A tangent vector at t is given by

t

L t

Figure 5. The Lagrangian subspace Lt

ut = i eit. The Maslov index is the winding number of u2
t = − e2it, which is

2. Actually, the subspaces Lt can be given an orientation in such a way that
ut is a positive vector. The oriented Maslov index is the winding number of
ut = i eit, which is 1.

39.4. Supersymmetric Ground States

In this section, we study the quantum mechanics of an open string
stretched between two D-branes. In particular, we consider the case where
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the two D-branes are both A-branes with the same phase eiα or both B-
branes with the same phase eiβ. Then the quantum mechanics has a su-
persymmetry with the generator Q = QA and Q† = Q†

A or Q = QB and
Q† = Q†

B. We will study the supersymmetric ground states of this quan-
tum mechanics. Näıvely, we expect that the supercharges obey the anti-
commutation relations

(39.242)
Q2 = (Q†)2 = 0,

{Q,Q†} = 2H.

If this is indeed the case, the supersymmetric ground states are in one-to-
one correspondence with the Q-cohomology classes. However, one cannot
always quantize the system so that Eq. (39.242) holds. In general, even if Q

and Q† are conserved, their anti-commutation relations could be modified
as

(39.243)
Q2 = Z, (Q†)2 = Z†,

{Q,Q†} = 2(H + ∆).

In fact, this form comes from the (2, 2) supersymmetry algebra with non-
trivial central charges: Z = Z̃ and ∆ = Re(Z) for Q = QA while Z = Z and
∆ = Re(Z̃) for Q = QB. The correction ∆ can be absorbed by redefinition
of the Hamiltonian. However, if Z is nonzero we lose the cohomological
structure of the theory. Of course there would be no supersymmetric ground
states in such a case. Using the deformation invariance property, we will
compute the Witten index Tr(−1)F e−β(H+∆) by going to a convenient region
in the parameter space. We will see in many examples that the index has
an interesting geometrical meaning.

We start with the intersecting D1-branes in C (A-branes) where one can
explicitly quantize the open string theory. We next consider more general
A-branes in non-linear sigma models and Landau–Ginzburg models. We are
led to quantize the space of paths using a Morse function, in the same way
as in the analysis of the supersymmetric ground states for the closed string
theory in Ch. 13. The space of supersymmetric ground states we will find
is the Floer homology groups for a pair of A-branes. We will also study
B-branes: space-filling branes supporting holomorphic vector bundles, and
point-like branes in Landau–Ginzburg models. In the former case, the space
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of supersymmetric ground states is the Ext groups of the pair of holomorphic
bundles. In the latter case, the space of ground states is the exterior algebra
on Cn, where n is the number of LG fields.

39.4.1. Intersecting Straight D1-Branes in R2. The first example
we consider is the intersecting D1-branes in R2 = C. We have already
studied the open string quantum mechanics for the bosonic theory. We
have to add the Dirac fermion system, but we have already studied the
corresponding open string theory too. Thus, essentially, we only have to
combine the two results. Since a line in C is a Lagrangian submanifold, the
D1-branes we consider are A-branes. Throughout this subsection, we set
the phase to be trivial, eiα = 1.

We are considering the sum of a massless complex scalar field φ and a
Dirac fermion ψ±, ψ±. We consider an open string stretched from one D1-
brane at Im(φ) = 0 to the other at Im( e−iθφ) = 0. The boundary conditions
on the fields are

∂sRe(φ) = 0, φ = φ,

ψ− = ψ+,

 at s = 0,(39.244)

∂sRe( e−iθφ) = 0, e−iθφ = eiθφ,

e−iθψ− = e−iθψ+,

 at s = π.(39.245)

The bosonic part is identical to the system considered in Sec. 39.1.2.4
(z there and φ here are related by φ =

√
2
−1

z) while the fermionic part
is the A0-A−2θ system studied in Sec. 39.1.2.6. The bosonic and fermionic
parts of the Hamiltonian are

HB =
∑

r∈�+ θ
π

|r|a†rar +
1
24

− 1
2

(
θ

π
−
[
θ

π

]
− 1

2

)2

,(39.246)

HF =
∑

r∈�+ θ
π

r:ψ−rψr: −
1
24

+
1
2

(
θ

π
−
[
θ

π

]
− 1

2

)2

.(39.247)

Thus, the total is simply

(39.248) H =
∑

r∈�+ θ
π

(
|r|a†rar + r:ψ−rψr:

)
.
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We note that there is a unique ground state for each θ �∈ πZ: it is

(39.249) |0〉B ⊗ |0,−2θ〉F ,

where |0〉B is the ground state of the bosonic sector annihilated by ar (∀r)
and |0,−2θ〉F is the ground state of the fermionic sector introduced in Sec.
39.1.2.6. The fields have the following mode expansions:

φ =
i√
2

∑
r∈�+ θ

π

1√
|r|

(
ar ei(rs−|r|t) − a†r ei(rs+|r|t)

)
,(39.250)

ψ− =
∑

r∈�+ θ
π

ψr eir(s−t), ψ− =
∑

r′∈�− θ
π

ψr′ eir′(s−t),(39.251)

ψ+ =
∑

r′∈�− θ
π

ψr′ e−ir′(s+t), ψ+ =
∑

r∈�+ θ
π

ψr e−ir(s+t).(39.252)

The system has A-type supersymmetry generated by

Q = Q+ + Q− =
1
2π

∫ π

0
ds
{
ψ+(∂t + ∂s)φ + (∂t − ∂s)φψ−

}
=

√
2

(∑
r>0

√
|r|ψra

†
r +
∑
r<0

√
|r|ψrar

)
,(39.253)

and

(39.254) Q† =
√

2

(∑
r>0

√
|r|ψ−rar +

∑
r<0

√
|r|ψ−ra

†
r

)
.

It is straightforward to show that the relations given by Eq. (39.242) hold.
The system also has an R-symmetry generated by FA in Eq. (39.62). We
shift the R-charges as

(39.255) F θ := FA +
θ

π
− 1

2
,

so that it has integral eigenvalues.
The weighted partition function is essentially the product of the one

of Eq. (39.49) for the bosonic system and the one of Eq. (39.63) for the
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fermionic system with α = −2θ:

Tr e2πi(a− 1
2)F θ

qHo
o = e2πi(a− 1

2
)( θ

π
− 1

2
)

× eπi( θ
π
−[ θ

π ]− 1
2) η(iT )

ϑ
[ θ

π
− 1

2
1
2

]
(0, iT )

·
ϑ
[− θ

π
− 1

2

a− 1
2

]
(0, iT )

η(iT )

=(−1)[
θ
π ]

e2πia( θ
π
− 1

2)ϑ
[ θ

π
− 1

2
1
2
−a

]
(0, iT )

ϑ
[ θ

π
− 1

2
1
2

]
(0, iT )

.

(39.256)

In particular, the Witten index, which is the value at a ∈ Z, is

(39.257) Tr(−1)F θ
e−βH = (−1)[

θ
π ].

One important lesson of this example is that there is no canonical way
to make the R-charges to be integers, and there is an ambiguity in the choice
of the “ground”. For instance, suppose at θ = π/2 we set F = FA and let
us increase θ with the R-charge defined by Eq. (39.255). After increasing
θ by πn we come back to the same configuration but the integral R-charge
changes to F = FA+n. However, if we give an orientation to each D1-brane,
the configuration comes back to itself with period 2π in θ. Then the mod
2 R-charge can be well defined. We note that the Witten index from Eq.
(39.257) can be interpreted as the intersection number of the two oriented
lines in R2. There is actually a prescription to make the integral R-charge
well defined: It is simply to keep track of how many times the D1-brane
is rotated. In such a prescription, we need to assign an integer to each
D1-brane.

39.4.2. Intersecting Lagrangians. We next consider more general
A-branes for which the open string theory is not necessarily free. Let L0

and L1 be Lagrangian submanifolds of X. We consider the theory of an
open string stretched between them. The bosonic field φ : [0, π] × R → X

obeys the boundary conditions
(39.258)

φ ∈ L0,

∂1φ ∈ φ∗NL0,

 at x1 = 0 and
φ ∈ L1,

∂1φ ∈ φ∗NL1,

 at x1 = π,
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while the fermionic fields ψ± ∈ φ∗T (1,0)X ⊗ S± and ψ± ∈ φ∗T (0,1)X ⊗ S±

obey

(39.259)
τ0ψ− = ψ+,

τ0ψ− = ψ+,

 at x1 = 0 and
τ1ψ− = ψ+,

τ1ψ− = ψ+,

 at x1 = π.

Here τ0 is a linear map from φ∗T (1,0)X ⊗ S±|x1=0 to φ∗T (0,1)X ⊗ S∓|x1=0

(and back) associated with the decomposition TX|L0 = TL0 ⊕NL0, acting
as 1 on TL0 but as −1 on NL0. Similarly for τ1.

The space of bosonic configurations (at a given time) is thus the space
of paths φ : [0, π] → X obeying the boundary conditions in Eq. (39.258);

(39.260) Ω(L0, L1) =

{
φ : [0, π] → X

∣∣∣∣∣ obeying Eq. (39.258)

}
.

The Hilbert space of states is formally considered as the space of differential
forms on this space. The fermionic fields, obeying the anti-commutation
relations {ψi

±(x1), ψ
±(y1)} = giδ(x1 − y1), are identified as the operators

(39.261)
ψi
− = δφi∧, ψ

− = gii( δ
δφi )

,

ψ
+ = δφ∧, ψi

+ = gii( δ
δφ

).

In general, the path space Ω(L0, L1) consists of connected components, and
the Hilbert space decomposes into the sum of the corresponding subspaces.
We will focus on one component, Ωφ0(L0, L1), consisting of the paths homo-
topic to some base path φ0.

The supercharge Q = QA is expressed as
(39.262)

iQ =
∫

[0,π]

{
igiψ


+∂0φ

i + igiψ
i
−∂0φ

 − igiψ
i
−∂1φ

 + igiψ

+∂1φ

i
}

dx1.

It can be written in the familiar form

(39.263) iQ = δ + δh∧

if there is a function h of φ(x1) such that

(39.264)
δh

δφi
= −igi∂1φ


,

δh

δφ


= igi∂1φ
i.
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We encountered a similar problem in Sec. 13.3. As in the discussion there
we put

(39.265) h =
∫

[0,π]×[0,1]

φ̂∗ω,

where ω is the Kähler form and φ̂ is a homotopy in Ωφ0(L0, L1) connecting
the base path φ0 to φ. Namely, a map (x1, τ) ∈ [0, π]× [0, 1] �→ φ̂(x1, τ) ∈ X

such that φ̂|τ=0 = φ0, φ̂|τ=1 = φ, φ̂|x1=0 ∈ L0 and φ̂|x1=π ∈ L1. Under a
deformation of φ and φ̂, it varies as

(39.266) δh =
∫

∂([0,π]×[0,1])

{
−igiδφ̂

idφ̂

+ igidφ̂

iδφ̂

}

.

Since φ̂ is fixed to be φ0 at the τ = 0 boundary, we have δφ|τ=0 = 0. At the
string end boundary x1 = 0 the integrand vanishes since both δφ̂ and ∂τ φ̂

are tangent to L0 which is Lagrangian. The same is true of the other end
x1 = π. Thus, we only have the contribution from the τ = 1 boundary

(39.267) δh =
∫

[0,π]

{
−igiδφ

idφ + igidφ
iδφ
}
.

Since δh = 0 as long as δφ = 0, h does not change under small deformations
of the homotopy φ̂ fixing φ. Therefore h is well defined at least locally on
Ωφ0(L0, L1). Furthermore the result Eq. (39.267) shows that Eq. (39.265)
solves the problem shown in Eq. (39.264). However, h can change for a
“large” change of homotopy φ̂ — under the change of the homotopy class of
the homotopy φ̂. To make it well defined globally we consider the universal
cover of Ωφ0(L0, L1) and require the wave-functions to be invariant under
the covering transformations. A model for the universal cover is indeed the
space of pairs (φ, φ̂) up to homotopy:

(39.268) Ω̃φ0(L0, L1) =

{
(φ, φ̂)

∣∣∣∣∣ φ̂|τ=0 = φ0, φ̂|τ=1 = φ

}
/ �,

where (φ, φ̂) � (φ′, φ̂′) if and only if φ = φ′ and φ̂ can be continuously
deformed to φ̂′. The function h is globally well defined on this space, as we
have seen explicitly.

We now apply the method developed in Sec. 10.5 to determine the space
of supersymmetric ground states of the theory. The first step is to find the
critical points of the (multi-valued) function h. By Eq. (39.267) or Eq.
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(39.264), the critical points in Ωφ0(L0, L1) are the paths with ∂1φ = 0, i.e.,
the constant maps φ(x1) ≡ p. Since the left and the right ends of φ must
lie in L0 and L1, this is possible if and only if p ∈ L0 ∩ L1. Thus, the
critical points of h in Ωφ0(L0, L1) are the constant maps to L0 ∩ L1. We
denote its lift to the cover Ω̃φ0(L0, L1) by Critφ0(L0, L1). At each point of
Critφ0(L0, L1), there is an approximate supersymmetric ground state of the
quantum mechanics on Ω̃φ0(L0, L1). The state shown in Eq. (39.249) is a
model of such a perturbative ground state. If we take the average so that
it is invariant under the covering transformations, it defines a state of the
quantum mechanics on Ωφ0(L0, L1) which is peaked at a constant map to
L0 ∩ L1.

39.4.2.1. R-charge. We next compute the axial R-charges of these (ap-
proximate) ground states. To this end, we first determine the Morse index
of h at the critical points, Critφ0(L0, L1). The Hessian δ2h/δφI(x1)δφJ(y1)
is essentially the space derivative ∂1 and has infinitely many positive as well
as negative eigenvalues. Thus we have to regularize the Morse index. One
may use zeta-function regularization, as in the definition of the R-charge for
intersecting straight D1-branes. However, it is not enough to do it point-
by-point, but it has to be compatible with the relative Morse index between
different points. As observed in Sec. 10.5, the relative Morse index between
two points is equal to the index of the fermion Dirac operator in a bosonic
background that connects them. We now express the Dirac index in terms
of a topological invariant of the bosonic background.

Computation of Relative Morse Index. Let (p, φ̂p) and (q, φ̂q) be critical
points of h, where p, q ∈ L0 ∩ L1. We suppose that there is a homotopy
τ ∈ [0, 1] �→ φ̂(−, τ) ∈ Ωφ0(L0, L1) connecting the constant maps q and p

such that the composition φ̂#φ̂q is continuously connected to φ̂p. We fix a
trivialization φ̂∗TX ∼= ([0, π] × [0, 1]) × Cn such that

• it is constant along τ = 0 and τ = 1,
• the subspaces φ̂∗TL0 at (s, τ) = (0, 0) and (0, 1) are mapped to Rn,
• the subspaces φ̂∗TL1 at (s, τ) = (π, 0) and (π, 1) are mapped to iRn.

Let λ�φ : ∂([0, π]× [0, 1]) → Λ(Cn) be a loop defined by

λ�φ(s, 0) = eis/2Rn, λ�φ(s, 1) = eis/2Rn,(39.269)

λ�φ(0, τ) = T�φ(0,τ)
L0, λ�φ(π, τ) = T�φ(π,τ)

L1.(39.270)
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We claim that the relative Morse index is equal to the Maslov index of this
loop:

(39.271) µ(p, φ̂p) − µ(q, φ̂q) = µ(λ�φ).

Below, we give a derivation of this claim.

0L L1

φ

q

p

Σ

Figure 6. The map φ̂ : Σ → X

We extend φ̂ to a map from an infinitely long strip Σ = [0, π] × R to X

(see Fig. 6), by first attaching the regions τ ≤ 0 and τ ≥ 1 that are mapped
constantly to q and p respectively, and then smoothing. It follows from the
general story in Sec. 10.5 that the relative Morse index is equal to the index
of the Dirac operator acting on normalizable fermionic fields on Σ.

∆µ = IndexD.

We assume for simplicity that L0 and L1 orthogonally intersect at p and
q. (This assumption is not essential and the following computation applies
for more general cases as well.) Then the fermionic sector at τ < 0 and
τ > 1 is identical to the tensor product of n copies of the fermionic sector
that appears in the system of intersecting D1-branes with θ = ±π/2 in Sec.
39.4.1, or A0-A∓π system in Sec. 39.1.2.6. The zero modes can be expressed
as Eqs. (39.251)–(39.252), with the Wick rotation t → −iτ understood.
For the normalizability at τ → ∓∞, only the r ≤ −1

2 and the r′ ≤ −1
2

components can be nonzero at τ < 0 while we need only r ≥ 1
2 and r′ ≥ 1

2
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components at τ > 1. In particular, we find

ψ− =


∑∞

n=0 ψn+ 1
2
ei(n+ 1

2
)(s+iτ), τ > 1,∑∞

n=0 ψ−n− 1
2
e−i(n+ 1

2
)(s+iτ), τ < 0,

(39.272)

ψ+ =


∑∞

n=0 ψn+ 1
2
e−i(n+ 1

2
)(s−iτ), τ > 1,∑∞

n=0 ψ−n− 1
2
ei(n+ 1

2
)(s−iτ), τ < 0.

(39.273)

Let us introduce coordinates z = eζ and w = e−ζ where ζ = −i(s + iτ).
The strip Σ can be compactified to a hemisphere Σ by adding the points
z = 0 and w = 0 (See Fig. 7). Eqs. (39.272)–(39.273) shows that

=

= π

s 0

s

z = 0

w = 0

0=τ

τ = 1
Σ

Σ

Figure 7. Compactification of the strip

ψ−z−
1
2 and ψ+z−

1
2 extend regularly to z = 0 while ψ−w− 1

2 and ψ+w− 1
2

extend regularly to w = 0. Since (dζ)
1
2 = z−

1
2 (dz)

1
2 = (−w)−

1
2 (dw)

1
2 , this

means that ψ−(dζ)
1
2 and ψ+(dζ)

1
2 extend over Σ as sections of the bundle

E = φ̂∗T (1,0)X ⊗
√

KΣ and its dual E∗. The boundary condition for the
fermion was the one associated with the decomposition E|∂Σ = E� ⊕ iE�

where E� is spanned by φ̂∗[TL0](1,0) ⊗ (dζ)
1
2 on s = 0 and by

φ̂∗[TL1](1,0) ⊗ (dζ)
1
2 on s = π. The sub-bundles E� |s=0 and E� |s=π glue

smoothly at z = 0 and w = 0. To see this we first note that, in a re-
gion close to z = 0, φ̂∗[TL0](1,0) = Rn along s = 0 and φ̂∗[TL1](1,0) = iRn

along s = π. Around z = 0, we have R(dζ)
1
2 = R(dz)

1
2 along s = 0, while

R(dζ)
1
2 = iR(dz)

1
2 along s = π. Thus we can put E� = Rn ⊗ (dz)

1
2 in

a neighborhood of z = 0. Similarly we can put E� = iRn ⊗ (dw)
1
2 in a

neighborhood of w = 0. Thus the decomposition E� ⊕ iE� extends over Σ.
Applying the formula from Eq. (39.219) we find that the index of the Dirac
operator is

(39.274) IndexD = µ(E,E� ) + n.
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Let us fix a trivialization of E over the whole Σ, extending the previ-
ous one on [0, π] × [0, 1]. Along the arc in ∂Σ that starts from (s, τ) =
(0, 0), passes through z = 0 and ends on (s, τ) = (π, 0), the sub-bundle
E� = Rn ⊗ (dz)

1
2 rotates in phase by −π/2. Along another arc starting

from (s, τ) = (0, 1), passing through w = 0 and ending on (s, τ) = (π, 1),
the sub-bundle E� = iRn ⊗ (dw)

1
2 rotates in phase by π/2. The loop

in Λ(Cn) determined by E� is thus homotopically equivalent to the loop
λE : [0, π] × [0, 1] → Λ(Cn) given by

λE(s, 0) = e−is/2Rn, λE(s, 1) = eis/2Rn,(39.275)

λE(0, τ) = T�φ(0,τ)
L0, λE(π, τ) = T�φ(π,τ)

L1.(39.276)

This differs from λ�φ in Eqs. (39.269)–(39.270) simply along the τ = 0
segment. The difference is simply the loop e−is/2Rn: 0 ≤ s ≤ 2π. Thus, we
find

(39.277) µ(E,E� ) = µ(λE) = µ(λ�φ) + µ({ e−is/2Rn}0≤s≤2π) = µ(λ�φ) − n.

Inserting this into (39.274), we find Eq. (39.271).
A Consistent Assignment of the Morse Index µ. We now assign the

(regularized) Morse index at each point of Critφ0(L0, L1), so that the con-
sistency condition Eq. (39.271) is satisfied. We choose and fix a Lagrangian
sub-bundle E0 of the bundle φ∗

0TX over [0, π] such that E0 = φ∗
0TL0 at s = 0

and E0 = φ∗
0TL1 at s = π. Now, let (p, φ̂p) be a point of Critφ0(L0, L1).

Choose a trivialization φ̂∗
pTX ∼= ([0, π] × [0, 1]) × Cn such that

• it is constant along τ = 1, and E0 = Rn along τ = 0,
• TpL0 = Rn and TpL1 = iRn.

Let us define a loop λ�φp
: ∂([0, π] × [0, 1]) → Λ(Cn) by

λ�φp
(s, 0) = E0|s, λ�φp

(s, 1) = eis/2Rn,(39.278)

λ�φp
(0, τ) = T�φp(0,τ)

L0, λ�φp
(π, τ) = T�φp(π,τ)

L1.(39.279)

We define the Morse index at (p, φ̂p) as the Maslov index of this loop:

(39.280) µ(p, φ̂p) := µ(λ�φp
).

It is obvious that the consistency condition Eq. (39.271) is satisfied for this
definition.



830 39. BOUNDARY N = 2 THEORIES

R-charge from Morse Index. The regularized Morse index given by Eq.
(39.280) can be considered as the regularized R-charge of the approximate
ground state peaked at the critical point (p, φ̂p) in Ω̃φ0(L0, L1). However, we
are considering the covering space Ω̃φ0(L0, L1) just for a technical reason:
to make h single-valued. What we are really interested in is the quantum
mechanics on the path space Ωφ0(L0, L1) itself. Thus, we would like to de-
termine the R-charge of the averages of wave-functions that are invariant
under the covering transformation group. However, we encounter the pos-
sibility that the regularized Morse index shown in Eq. (39.280) may not
be invariant under the covering transformations. This is the case when the
relative Morse index from Eq. (39.271) is nonzero for some φ̂ connecting a
point p to itself.

This does not happen when X is Calabi–Yau and the anomaly-free con-
dition in Sec. 39.3.2.1 is satisfied for both L0 and L1, namely, if the functions
c0 : L0 → C× and c1 : L1 → C× can be represented as c0 = ef0 and c1 = ef1

for single-valued functions f0 and f1. In such a case, for any homotopy φ̂

connecting a constant map p ∈ L0 ∩L1 to itself, the loop λ�φ is topologically
trivial; along the s = 0 and s = π segments, it comes back to the same
points without any winding. Thus, if the anomaly-free condition is satisfied
on both L0 and L1, the integer-valued R-charge is well defined for the theory
of an open string stretched between L0 and L1.

Otherwise, integer-valued R-charge is not well defined. If X is not
Calabi–Yau, this is always the case. However, if the relative Morse index
for p = q is always divisible by M , the R-charge is well-defined modulo M ,
or ZM grading can be put on the ground states. If the axial R-symmetry is
broken into ZM0 and ZM1 on L0 and L1 respectively, M is not larger than
the greatest common divisor of M0 and M1. If L0 and L1 are oriented, the
loop λ�φ for φ̂ with p = q can lift to a loop in the oriented Grassmannian

Λ̃(Cn). Since the Maslov index for such a loop is always even, as shown by
Eq. (39.241), the relative Morse index for p = q is always even. Thus, the
mod 2 R-charge is always well defined for oriented Lagrangians.

There is also a subtlety in the choice of the “ground” of the R-charge,
as in the example of the intersecting D1-branes in R2. The regularized
Morse index from Eq. (39.280) may shift by an integer under a change of
E0. However, for oriented Lagrangians L0, L1, mod 2 R-charge can be well
defined by taking as E0 an oriented Lagrangian sub-bundle such that the
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isomorphisms E0 = φ∗
0TL0 at s = 0 and E0 = φ∗

0TL1 at s = π hold as
oriented vector spaces: any change in such an E0 results in the shift of the
Maslov index by an even integer.

Witten Index. We have discussed the R-charge of the approximate ground
states that are peaked at the constant maps to the intersection points of L0

and L1. In particular, we found that the mod 2 R-charge is well-defined if
L0 and L1 are oriented. Then the Witten index of the theory is well defined
and can be computed by summing (−1)µ(p) over p ∈ L0 ∩ L1. We claim
that µ(p) is even (resp. odd) if and only if L0 and L1 intersect positively
(resp. negatively) at p; namely, the wedge product of the volume forms of
L0 and L1 is proportional to that of X with a positive (resp. negative) pro-
portionality constant. To see this it is enough to note that the loop λ�φp

lifts to a loop in the oriented Grassmannian Λ̃(Cn) if and only if L0 and L1

intersect positively at p. This shows that

(39.281) Tr (−1)F = #(L0 ∩ L1).

This generalizes the observation made for intersecting D1-branes in R2.
39.4.2.2. Floer Homology Group. In order to find the true ground states

of the theory, we need to compute the Q-cohomology of the Morse–Witten
complex

(39.282) · · · Q−→ Ci−1 Q−→ Ci Q−→ Ci+1 Q−→ · · · ,

which is constructed on the set of critical points Critφ0(L0, L1),

(39.283) Ci =
∑

µ(p,�φp)=i

C[(p, φ̂p)].

The operator Q is defined in terms of the number of gradient flow lines from
(q, φ̂q) to (p, φ̂p) with µ(p, φ̂p) − µ(q, φ̂q) = 1. The gradient flow equation
reads as

(39.284)
d

dτ
φi = gi δh

δφ
= i∂1φ

i,

which is nothing but the Cauchy-Riemann equation ∂zφ
i = 0 on the world-

sheet with complex coordinate z = x1+iτ . Thus, the coboundary operator Q

is determined by counting the number of holomorphic maps
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φ : [0, π] × R → X such that

(39.285)

φ|x1=0 ∈ L0, φ|x1=π ∈ L1,

lim
τ→−∞

φ = q, lim
τ→+∞

φ = p,

φ#φ̂q � φ̂p.

The cohomology group is called the Floer cohomology group for the pair of
Lagrangian submanifolds (L0, L1), and is denoted by HF (L0, L1). Clearly,
this group is the space of supersymmetric ground states of the open string

(39.286) HSUSY
∼= HF •(L0, L1).

For example, let us consider two Lagrangian submanifolds L0 and L1

in R2 as depicted in Fig. 8, where a base path φ0 is also chosen. The

L

L1

0 p q

φ
0

Figure 8

two Lagrangians intersect at two points, p and q in Fig. 8. There is an
obvious and unique homotopy connecting φ0 to q (or to p). Thus, the critical
point set is Critφ0(L0, L1) = {p, q} where we suppressed the information on
homotopy (since it is unique). It is straightforward to show that (under
an obvious choice of the bundle E0 over φ0) the Morse index is given by
µ(p) = 0 and µ(q) = −1. Thus, we have

(39.287) Ci =


C[p] i = 0,

C[q] i = −1.

The coboundary operator acts by zero on [p]. The action on the state [q] is
determined by counting the number of holomorphic maps φ : [0, π]×R → C

obeying Eq. (39.285). There is only a single map, where the image is
depicted in the shaded region in the figure. Thus, we find Q[q] = [p]. This
shows that

(39.288) HF •(L0, L1) = 0.
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There is no supersymmetric ground state, which is consistent with
#(L0 ∩ L1) = 0.

As another example, consider the Lagrangians in Fig. 9. They intersect

qp rL0

L1

0φ

Figure 9

at three points, p, q, and r, whose Morse indices are 0, −1 and 0 respectively.
Thus, we have

(39.289) Ci =


C[p] ⊕ C[r] i = 0,

C[q] i = −1.

The coboundary operator is given by Q[q] = [p]± [r] while Q[p] = Q[r] = 0.
Thus, the Floer cohomology group is given by

(39.290) HF i(L0, L1) = δi,0C.

There is a non-trivial supersymmetric ground state. This is consistent with
the fact that #(L0 ∩ L1) = 1.

Anomaly of Q2 = 0. We have seen in the above examples that Q2 = 0.
However, we should note that the relation Q2 = 0 is not guaranteed. In the
finite dimensional case, we have seen that Q2 = 0 can be proved directly
(See Sec. 10.5.4). The essential point was the boundary relation shown in
Eq. (10.355): for a given pair of critical points of relative Morse index 2, the
boundary of a family of gradient flow lines between them consists of broken
gradient flow lines, where breaking occurs at other critical points of the
mid-value of the Morse index. We should therefore check if a boundary or a
limit of a family of holomorphic maps consists only of “broken holomorphic
maps”. There can be two other possibilities:

(I) Bubbling-off of holomorphic spheres at some points of the strip;
(II) Bubbling-off of holomorphic disks on the boundaries of the strip.

One may notice that the possibility (I) could have endangered the rela-
tion Q2 = 0 even in the closed string case. However, such a phenomenon
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occurs in codimension 2, and cannot affect the boundary relation. The pos-
sibility (II) is more serious; it occurs in codimension 1, and may indeed
destroy the relation Q2 = 0. In the above two examples (Figs 8–9) there
are no holomorphic disks ending on L0 or L1, and therefore phenomenon
(II) did not happen. However, in general, L0 or L1 admits holomorphic
disks and one should worry about phenomenon (II). To be more precise,
〈[(p, φ̂p)], Q2[(q, φ̂q)]〉 receives a non-trivial contribution if there is a holo-
morphic disk w : (D2, ∂D2) → (X,L0) or (X,L1), and a holomorphic map
φ′ : [0, π] × R → X obeying Eq. (39.285) with the last one replaced by
w#φ′#φ̂q = φ̂p, such that they intersect on their boundaries. If the sum of
the contributions from all such maps is nonzero, the relation Q2 = 0 is ob-
structed. In other words, there is an anomaly in the supersymmetry algebra
due to an instanton effect.

Suppose Q2 = 0 fails in this way. Is this the end of the story and will we
never have a cochain complex nor supersymmetric ground states? One may
actually try to modify the operator Q so that Q2 = 0 is satisfied. This is
indeed possible if a certain condition is met. This corresponds to modifying
the worldsheet theory, say by deforming the location of the D-brane. We will
not develop the story further, and refer the reader to the work by Fukaya,
Oh, Ohta and Ono [97].

39.4.3. Parallel Lagrangians in Landau–Ginzburg Models. Let
us next consider A-branes in Landau–Ginzburg models. We assume that
the Landau–Ginzburg variables are coordinates of a (non-compact) Calabi–
Yau manifold X and the superpotential W grows at the infinity of X. We
also assume that W has only non-degenerate critical points so that the bulk
theory has a mass-gap. We consider D-branes wrapped on the wave-front
trajectories γa and γb emanating from critical points pa and pb of W . We
recall that ImW is constant on γa and γb, and we assume that the constants
are separated, ImW (pa) �= ImW (pb).

The supercharge can be written as

(39.291) iQ =
∫

[0,π]

{
igiψ


+∂0φ

i + igiψ
i
−∂0φ

 − igiψ
i
−∂1φ



+igiψ

+∂1φ

i − 1
2
ψi
−∂iW − 1

2
ψı

+∂ıW

}
dx1.
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From this we see that Q and its Hermitian conjugate obey the anti-commu-
tation relation

(39.292) {Q,Q†} = 2(H + ∆ImW ),

where ∆ImW = ImW (pb) − ImW (pa). The nilpotency relation Q2 = 0
is not modified (at least to the leading order). One can make the anti-
commutation relation into the standard form given by Eq. (39.242) by
redefining the Hamiltonian as H̃ = H + ∆ImW , or by the shift of the
action as

(39.293) S̃ = S −
∫

x1=π

dx0ImW +
∫

x1=0

dx0ImW.

The space of states can be considered as the space of differential forms
on the path space Ω(γa, γb). As before, the supercharge can be written as
iQ = δ + δh∧, where h is a function

(39.294) h =
∫

[0,π]×[0,1]

φ̂∗ω −
∫

[0,π]

ReWdx1,

which is well-defined on a cover of Ω(γa, γb). The critical points of h are the
paths obeying the equation δh = 0 which is given by

(39.295) ∂1φ
i = − i

2
gi∂W.

This is the equation for the gradient flow of the function −ImW . The
image in the W -plane is thus a straight line from W (γa) down to W (γb)
in the negative imaginary direction. In particular, there is no solution if
ImW (pa) < ImW (pb). There is no supersymmetric ground state in such a
case.

A

B

a

W

W

(  )

(  )

a

b

W

W(γ )

(γ )

b

Figure 10. The image of D-branes in the W -plane and a
path between them
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If ImW (pa) > ImW (pb), critical points may exist. Let us count how
many of them are there. We are considering the situation as depicted in
Fig. 10. We consider the wave-front at the point B along the straight line
from W (pb) and another wave-front at B along the broken segment starting
from W (pa) and cornering at the point A. From the general theory of
singularities, the two wave-fronts have intersection number ∆a◦∆b, the same
as the soliton number between a and b if there are no critical values between
W (γa) and W (γb). We assume for simplicity that all the intersection points
are positive. (We will comment on the case where there are also negative
intersections.) Then there are ∆a ◦∆b gradient flow lines from γa to γb that
map to the straight segment

−−→
AB in the W -plane. Since this holds for any

starting point A, there are ∆a ◦ ∆b families of such paths parametrized by
w1 := ReA = ReB. The length of x1 for each path P is given by

(39.296) ∆x1 =

∣∣∣∣∣∣2
∫
P

dImW

|∂W |2

∣∣∣∣∣∣ .
Only the paths with ∆x1 = π define the solutions to Eq. (39.295) with the
right boundary condition. If the starting point A or the end point B is the
critical value W (pa) or W (pb), the required length is infinity, ∆x1 = +∞. By
the assumption on the superpotential, ∆x1 approaches zero when w1 = ReA

goes to infinity. Thus, for each of the ∆a ◦ ∆b families, ∆x1 is roughly
a decreasing function as a function of w1. If it is a monotonic function,
the function shown in Eq. (39.296) cuts through ∆x1 = π exactly once.
However, it is also possible that ∆x1 is not monotonic and cuts through
∆x1 = π more than once, as depicted in Fig. 11.

We next define the R-charge of the approximate ground states that are
peaked at these critical points. This can be done, as before, by first com-
puting the relative Morse index. By the assumption on X and the fact
that γa and γb are contractible, we see that the axial U(1) R-symmetry is
anomaly-free. Thus, we expect to have a well-defined integral R-charge. In
particular, the mod 2 R-charge and Witten index are well defined. We can
compute the Witten index by using the deformation invariance property.
Let us deform the theory by rescaling the superpotential as W → etW . Let
us focus on one of the ∆a ◦∆b families of paths. The rescaling of W changes
the function given by Eq. (39.296) as ∆x1 → e−t∆x1. For an appropriate
choice of et one can make e−t∆x1 cut through π exactly once. Then the
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x1∆

0

π

W(b)Re
1w

Figure 11. A graph of ∆x1 as a function of w1 = ReA =
ReB. Corresponding to the situation in Fig. 10, the left end
is set at w1 = ReW (b).

contribution to the Witten index is ±1. To determine the sign, we need to
set the ground of the R-charge. If two families are in a common connected
component of Ω(γa, γb), the relative Morse index of the two paths is even.
Thus, one can set the sign to be all +1 and the total index is ∆a ◦ ∆b. (If
there were paths corresponding to negative intersections of the wave-fronts,
the Morse indices would be odd compared to those for positive intersections.
Thus the total Witten index is still ∆a ◦ ∆b.)

Finally, we consider the case where γa = γb. In this case, the critical
point of h is the constant map to pa = pb. Thus, there is a unique super-
symmetric ground state. In particular, the Witten index can be set equal
to 1.

To summarize, the Witten index is given by

(39.297) Tr(−1)F =


∆a ◦ ∆b if ImW (pa) > ImW (pb),

1 if γa = γb,

0 if ImW (pa) < ImW (pb).

Here we have chosen the ground of the R-charges so that the states corre-
sponding to positive intersection have even R-charge; we have shown that
one can do so. However, in general the ground states are in various con-
nected components of Ω(γa, γb), and there is no canonical way to set the
ground of the R-charge for all of them. Another choice is also possible and
may alter the total Witten index. What is invariant is the Witten index in
each connected component. One can represent this refined information as a
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weighted Witten index where the weight distinguishes the homotopy class
of the paths.

Let us determine the space of supersymmetric ground states. The prob-
lem is non-trivial only for the case ImW (pa) > ImW (pb). (As we have seen
above, there is none if ImW (pa) < ImW (pb), and there is one if γa = γb.)
We keep the assumption that there is no negative intersection between the
two wave-fronts at B, for any value of w1. Then we claim that there are
as many supersymmetric ground states as the Witten index ∆a ◦ ∆b, all
with even R-charges. If the ∆a ◦ ∆b families of paths are all in different
components of Ω(γa, γb), one can take the R-charges to be all 0. Let us
first suppose that the function ∆x1 cuts through π exactly once in each of
the ∆a ◦ ∆b families. Then there are ∆a ◦ ∆b critical points of h with all
even R-charges. Since no tunneling is possible between such critical points,
the claim follows. Let us now consider the general case where the function
∆x1 cuts through π several times (as in Fig. 11) in some of the ∆a ◦ ∆b

families. One way to proceed is to construct the Morse–Witten complex and
compute the cohomology. This will lead to the characterization of the space
of supersymmetric ground states as the Landau–Ginzburg analogue of the
Floer cohomology group

(39.298) HSUSY
∼= HF •

W (γa, γb).

However, there is actually an easy way to find the cohomology. Note that
the rescaling W → etW , which we used in computing the Witten index,
is in fact implemented by a similarity transformation of the supercharge
Q → e−∆hQ e∆h, where ∆h = (1− et)

∫ π
0 dx1ReW . Then the computation

reduces to the previous case, and hence the claim follows.

39.4.4. Holomorphic Bundles. We now turn to considering open
strings stretched between B-branes. We first take the non-linear sigma
model on X and consider D-branes wrapped totally on X and supporting
holomorphic vector bundles.

Let Ea and Eb be complex vector bundles on X with Hermitian connec-
tions A(a) and A(b). We consider an open string with the boundary interac-
tion as shown by Eq. (39.174), with A = −A(a)t at s = 0 and A = A(b) at
s = π. We require the curvatures of A(a) and A(b) to have only (1, 1)-form
components so that holomorphic structures are defined on Ea and Eb. Then
the open string theory is invariant under B-type supersymmetry generated
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by Q = Q+ + Q− and Q† = Q+ + Q−. Since the boundary interaction in
Eq. (39.174) includes the time derivatives of the fields, the Noether charges
are modified. The modified supercharge Q is expressed as

Q =
∫ π

0
ds
{
gi(ψ


+ + ψ

−)∂0φ
i − gi(ψ


+ − ψ

−)∂1φ
i
}

+(ψ
+ + ψ

−)A(b)


∣∣∣
s=π

− (ψ
+ + ψ

−)A(a)t


∣∣∣
s=0

.(39.299)

The supercharges Q and Q† obey the anti-commutation relations from Eq.
(39.242) without any correction, i.e., ∆ = Z = 0 in Eq. (39.243). The
system has an exact U(1) R-symmetry F , coming from the bulk vector R-
symmetry, with the commutation relation [F, ψ±] = −ψ± and [F, ψ±] = ψ±.

We first quantize the system in the zero mode approximation where we
assume all the fields have no s-dependence. From the boundary condition,
the left and the right fermionic zero modes are related as ψi

−0 = ψi
+0 and

ψı
−0 = ψı

+0. We can identify the quantum mechanical Hilbert space as the
space of (0, p)-forms with values in E∗

a ⊗Eb;

(39.300) Hzeromode =
n⊕

p=0

Ω0,p(X,E∗
a ⊗ Eb),

on which the fermionic zero modes act as

(ψı
+0 + ψı

−0) ←→ dzı∧,(39.301)

gi(ψi
+0 + ψi

−0) ←→ i∂/∂z .(39.302)

Note that we only have the combinations ψ−0 +ψ+0 and ψ−0 +ψ+0 because
ψ

+0 − ψ
−0 = 0 and ψi

+0 − ψi
−0 = 0 from the boundary condition. The

R-charge counts the form-degree; F = p on (0, p)-forms. The supercharge
Q corresponds to the Dolbeault operator on the bundle E∗

a ⊗ Eb:

(39.303) Q ↔ ∂A = dzı
(
∂ı + A

(b)
ı − A

(a)
ı

)
.

Thus, in the zero mode approximation, the space of supersymmetric ground
states is identified as the Dolbeault cohomology group

(39.304) Hzeromode
SUSY =

n⊕
p=0

H0,p

∂A
(X,E∗

a ⊗ Eb).
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In particular, the Witten index is equal to the Dolbeault index

Tr(−1)F =
n∑

p=0

(−1)p dimH0,p(X,E∗
a ⊗ Eb) =: χ(Ea, Eb)

=
∫
X

ch(E∗
a ⊗ Eb)Td(X),(39.305)

where Td(X) is the total Todd class of the tangent bundle of X (See Sec.
3.5.2). As we will show below, this holds also for the full theory.

Let us come back to the full theory. The space of bosonic field config-
urations is the space of paths obeying the Neumann boundary condition at
both ends:

(39.306) ΩN (X) =

{
φ : [0, π] → X

∣∣∣∣∣ ∂sφ = 0 at s = 0, π

}
.

This space inherits a complex structure from X, where the holomorphic
tangent space at φ ∈ ΩN (X) is isomorphic to the space of sections vi(s) of
φ∗TX that obey the Neumann boundary condition ∂sv

i(s) = 0 at s = 0, π.
The vector δ/δφj(s′) corresponds to the section vi(s) = δi

jδ(s − s′) and
belongs to a tangent vector only if s′ �= 0, π. (For s′ = 0, π the Neumann
boundary condition would not be satisfied.) There are two holomorphic
maps, p0 and pπ, from ΩN (X) to X that send a path φ to the two end
points ps[φ] = φ(s), s = 0, π. The Hilbert space of states can be considered
as the space of anti-holomorphic forms on ΩN (X) with values in the bundle
p∗0E

∗
a ⊗ p∗πEb ⊗

∧• TΩN (X):

(39.307) H = Ω0,•(ΩN (X), p∗0E
∗
a ⊗ p∗πEb ⊗

∧
• TΩN (X)),

where
∧• TΩN (X) is the exterior powers of the holomorphic tangent bundle

TΩN (X). The fermionic fields are identified as the operators

(ψı
+ + ψı

−) ←→ δφı∧, (ψi
+ + ψi

−) ←→ gii( δ
δφ

),(39.308)

(ψı
+ − ψı

−) ←→ gjı δ

δφj
∧, (ψi

+ − ψi
−) ←→ iδφi .(39.309)

The boundary condition ψ− − ψ+ = ψ− − ψ+ = 0 at s = 0 and π follows
from the absence of δ/δφi(0) and δ/δφi(π) in the tangent space. Then the
supercharge can be identified as the following operator acting on the Hilbert
space shown in Eq. (39.307),

(39.310) Q = δA + V ∧ .



39.4. SUPERSYMMETRIC GROUND STATES 841

Here, δA is the Dolbeault operator on p∗0E
∗
a ⊗p∗πEb⊗

∧• TΩN (X) with respect
to the connection induced from that of E∗

a ⊗Eb, while V is the holomorphic
vector field on ΩN (X) given by

(39.311) V =
∫

(0,π)
ds ∂sφ

i(s)
δ

δφi(s)
.

Thus, the system is an example of the class of supersymmetric quantum me-
chanics studied in Sec. 10.4.5. As in the discussion there, the Q-cohomology
is invariant under the rescaling V → etV, and the ground state spectrum is
independent of et as long as it is finite. A zero energy state remains as a
zero energy state in the limit et → +∞, and therefore the number of ground
states is bounded from above by the number of ground states of the limiting
theory. But the limiting theory is the theory on the V = 0 locus, namely, the
zero mode theory we have studied above. Thus, the space of ground states
is bounded from above by the space Hzeromode

SUSY in Eq. (39.304). It is possi-
ble that some of the states in Hzeromode

SUSY acquire nonzero energies for finite
et, but that happens always in pairs — together with superpartners. This
explains why the Witten index of the full theory remains the same as Eq.
(39.305). The pair-lifting of states in Hzeromode

SUSY cannot occur, however, if
the Dolbeault cohomology H0,p(X,E∗

a⊗Eb) is non-trivial only for even p (or
only for odd p). In such a case, the space of supersymmetric ground states
of the full theory is indeed the same as the space shown in Eq. (39.304),

(39.312) HSUSY
∼= Hzeromode

SUSY .

The equivalence from Eq. (39.312) holds also when X is a Calabi–Yau
manifold. To understand this it is best to consider topological twisting.
This will be explained in the next subsection in a similar model.

In general, the index shown in Eq. (39.305) is neither symmetric nor
anti-symmetric under the exchange of a and b. This is related by mirror
symmetry, as we will discuss later, to the fact noted earlier, that the super-
symmetric index for Lagrangian D-branes in LG models is neither symmetric
nor anti-symmetric. However, since odd Todd classes are divisible by the
first Chern class of X, for a Calabi–Yau manifold Td(X) is a sum of 4k-
forms. Under the exchange E∗

a ⊗Eb → E∗
b ⊗Ea the Chern character changes

by sign flip in the (4k + 2)-form components. Thus, for a Calabi–Yau man-
ifold of dimension n, the index is symmetric for even n and anti-symmetric
for odd n under the exchange of Ea and Eb.
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39.4.5. Holomorphic Branes in Landau–Ginzburg Models. Fi-
nally, we consider B-branes in Landau–Ginzburg models. Let X and W be
the target space and the superpotential. As we have seen in Sec. 39.2.3,
a D-brane wrapped on a complex submanifold of X on which W is locally
constant is a B-brane. We study the supersymmetric ground states of the
theory of an open string stretched between two such submanifolds Za and Zb.
Throughout this discussion, we assume that X is a non-compact Calabi–Yau
manifold so that one can consider B-twisting.

The system has B-type supersymmetry with the supercharge expressed
as

Q =
1
2π

∫
dx1

{
gi(ψ


− + ψ

+)∂0φ
i

− gi(ψ

− − ψ

+)∂1φ
i +

i

2
(ψi

− − ψi
+)∂iW

}
.

(39.313)

It is straightforward to see, by using the canonical (anti-)commutation re-
lations, that the supercharge squares to

(39.314) Q2 = − i

2π
(Wb − Wa)

where Wa and Wb are the constant values of the superpotential on Za and
Zb respectively, Wa := W |Za , Wb := W |Zb

. Thus, the theory loses its
cohomological structure unless the values of the superpotential on Za and
Zb coincide with each other. In particular, there are no supersymmetric
ground states if Wb �= Wa. In what follows, we consider the cases where Za

and Zb have the same W -value.

i

i

Figure 12. Field-State Correspondence

Let us consider an open string ending on the same D-brane, Za =Zb =:Z.
The supersymmetric ground states are in one-to-one correspondence with
the Q-cohomology classes of states. In the present case, the latter are in
turn in one-to-one correspondence with the Q-cohomology classes of bound-
ary operators. To see this, let us consider the tongue-shaped worldsheet
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(See Fig. 12) where the D-brane boundary condition is imposed on the sides
through the tip of the tongue, and the theory is B-twisted in the curved re-
gion. We insert an operator Oi at the tip. Then the state corresponding to
Oi is the one that appears at the back of the tongue. The claimed correspon-
dence follows from the fact that the state |Oi〉 is Q-closed (resp. Q-exact) if
and only if Oi is Q-closed (resp. Q-exact). This argument is applicable to
the open string in Calabi–Yau with holomorphic bundles, and explains why
the equivalence from Eq. (39.312) holds in such a case.

Thus, it is enough to determine the Q-cohomology classes of local bound-
ary operators in the twisted theory. As in the bulk theory, we rename the
fields as

(39.315) ηı = −(ψı
− + ψı

+), θi = gi(ψ

− − ψ

+), ρi
z = ψi

−, ρi
z = ψi

+.

We recall that the Q-variation of the fields is given by

(39.316)

δφi = 0,

δθi = ε∂iW,

δρµ = −2εJν
µ∂νφ

i,

δφı = εηı,

δηı = 0.

The boundary condition is given by

(39.317)

φ ∈ Z,

ρi
n : tangent to Z, ρi

t : normal to Z,

ηı : tangent to Z, θi : normal to Z,


on ∂Σ,

where ρi
n and ρi

t are the normal and tangent components of ρi
µ on the world-

sheet. Since η is tangent to Z, ηı can be identified as dzı where zi are the
coordinates of Z (not X). The condition on θ can also be stated as tiθi = 0
if ti ∈ TZ . This shows that the algebra generated by θi can be identified as
the exterior algebra of the normal bundle to Z:

NZ/X = TX/TZ .

Now, one can identify the Q-cohomology of the local boundary operators as
the cohomology of the operator

(39.318) ∂ + ∂W·
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acting on

(39.319)
⊕
p,q

Ω0,p(Z,
∧

qNZ/X).

Here ∂W· stands for the contraction by dW ∈ T ∗
X , which makes sense on

NZ/X since dW = 0 on TZ (W is a constant on Z). Thus, we find that the
space of supersymmetric ground states is given by the cohomology group

(39.320) HSUSY
∼= H(Ω0,•(Z,

∧
•NZ/X), ∂ + ∂W·).

Let us determine the action of the R-symmetry group. Suppose a sub-
group Γ of U(1) acts holomorphically on X, λ ∈ Γ : φ ∈ X �→ Rλ(φ) ∈ X,
in such a way that

(39.321) W (Rλ(φ)) = λ2W (φ),

and preserving the submanifold Z,

(39.322) Rλ(Z) = Z.

Then there is a (vector) R-symmetry Γ in the theory of an open string
ending on Z. The action on the fields is such that ηı → λRλ∗

ı
η

 and
θi → λRλ−1∗

j
iθj . Thus, the R-symmetry group Γ acts on the space shown

in Eq. (39.319) as

(39.323) ω �→ λp+qR∗
λω on Ω0,p(Z,

∧
qNZ/X),

where R∗
λ acts on NZ/X as Rλ−1∗. The supercharge Q = ∂ + ∂W· increases

the R-charge by 1, and hence the Q-complex is graded by the R-charge.
This determines the action of the R-symmetry group on the supersymmetric
ground states. Depending on the cases, the R-symmetry group Γ can range
from the full U(1) group to the Z2 subgroup (acting trivially on X).

39.4.5.1. Examples.
Z does not include any critical point. If Z does not pass through any of

the critical points of W , then there are no supersymmetric ground states

(39.324) HSUSY = 0.

This is simply because supersymmetry requires ∂iW = 0 on the boundary,
which is impossible to satisfy if Z is away from all the critical points. It
is an interesting problem to directly show that the (∂ + ∂W·)-cohomology
vanishes in this case.
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Z = a critical point. Let us consider a D0-brane located at a critical
point p∗ of W , namely, the case with Z = {p∗}. Then the normal bundle is
just the complex vector space N{p∗}/X = Cn and the supercharge is trivial,
Q = 0. Thus, the cohomology group is simply the exterior algebra

(39.325) HSUSY =
∧

•Cn ∼= C2n
.

With respect to the Z2 R-symmetry group acting trivially on X, we find
that even powers of Cn are bosonic and odd powers are fermionic,

(39.326) HB
SUSY =

∧
evenCn, HF

SUSY =
∧

oddCn.

In particular, the Witten index is zero,

(39.327) I(p∗, p∗) = 0.

Taking the example of the free theory where X = Cn and W =
∑n

i=1 Φ2
i ,

one can explicitly quantize the open string and check these results. We leave
this as an excercise for the readers.

Z = a line through a critical point. Let us consider the case
X = C2 = {(u, v)} and W = UV . The system has a non-degenerate critical
point at u = v = 0 with critical value W = 0, and we consider a sub-
manifold in W = 0. There are three smooth submanifolds: Z0 = {(0, 0)},
Z2 = {v = 0}, and Z ′

2 = {u = 0}. The first one, Z0, was already studied
above. Thus, we will focus on the second one, Z = Z2 (the third should be
similar). It is isomorphic to a complex line C = {u} and the normal bun-
dle N� /� 2 is spanned by ∂/∂v. The general element of Ω0,•(C,

∧• N� /� 2 ) is
expressed as

(39.328) f = f0 + fudu + fv ∂

∂v
+ fv

udu⊗ ∂

∂v
,

and the supercharge is given by

(39.329) Q = ∂ + udv · .

Here f0, fu, f
v, fv

u are normalizable functions of (u, u) and ∂ = du∂u. We
see that

Qf = ufv + (∂uf0 − ufv
u)du + ∂uf

vdu⊗ ∂

∂v
,(39.330)

Q†f = −∂ufu + (uf0 − ∂uf
v
u)

∂

∂u
− ufudu ⊗ ∂

∂v
.(39.331)
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Finding Q-cohomology classes is the same as solving Q = Q† = 0. We find
there is a unique solution to the latter,

(39.332) f = e−|u|2
(

1 − du⊗ ∂

∂v

)
.

With respect to the Z2 R-symmetry acting trivially on X = C2, this state
is invariant. Thus, the Witten index is

(39.333) I(Z2, Z2) = 1.

The R-charge of the ground state is also trivial with respect to the U(1)
R-symmetry U → λqU U , V → λqV V such that qU + qV = 2.

Since this is a free theory, one can explicitly quantize the open string
system and reproduce the above results, including Eq. (39.327) which says
I(Z0, Z0) = 0, and also Eq. (39.333). Moreover, one can also quantize the
Z0-Z2 and Z2-Z ′

2 open strings, and show the following: For the Z0-Z2 string,
there are two supersymmetric ground states, one bosonic and one fermionic.
For the Z2-Z ′

2 string, there is a unique supersymmetric ground state. In
particular, we have

I(Z0, Z2) = 0,(39.334)

I(Z2, Z
′
2) = 1.(39.335)

We leave the derivation as an exercise for the readers.
This story extends to cases with a larger number of variables. Let us

consider X = C2m = {(ui, vi)} with the superpotential W =
∑m

i=1 UiVi

that has a non-degenerate critical point at ui = vi = 0. The submanifold
Z = {v1 = · · · = vm = 0} has a constant superpotential W = 0 and
passes through the critical point. The system is the tensor product of m-
copies of the previous system of two variables. In particular, there is a
unique supersymmetric ground state with trivial R-charge and therefore
I(Z,Z) = 1.

More General Cases. One can use the above results to determine open
string ground states (and Witten index) in more general models. Let us
consider the following situation. Z is a middle-dimensional (complex) sub-
manifold of X. For each critical point of W that belongs to Z, Z is given
by Z = {v1 = · · · = vm = 0} for a coordinate system (ui, vi) in which W is
expanded as W = const +

∑m
i=1 UiVi + · · · . Then near each critical point

belonging to Z, we find a unique supersymmetric ground state. Thus, we
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find as many approximate supersymmetric ground states as the number of
such critical points. With respect to the Z2 R-symmetry acting trivially on
the bosonic variables, they all have trivial R-charge. Thus, there is no room
for non-perturbative lifting of the ground states. We thus conclude that
there are as many supersymmetric ground states as the index

(39.336) I(Z,Z) = #
(
critical points in Z

)
.

An example of such a case occurs in the LG model with 2m variables
X1, . . . , Xm, Y1, . . . , Ym with the superpotential W = f(X1, . . . , Xm)−
f(Y1, . . . , Ym). Then the “diagonal” Z = {Xi = Yi} satisfies the above
condition. Indeed, it passes through the diagonal critical points of f in the
desired way. In particular, the number of supersymmetric ground states
(and Witten index) equals the number of critical points of f .

39.5. Boundary States and Overlap with RR Ground States

In Sec. 39.1.4, we introduced the notion of boundary states. It was
useful in computing open string partition functions, but we also saw that it
carries important information about the D-brane. In this section, we study
boundary states for D-branes preserving N = 2 supersymmetry. We will see
that one can learn important topological information about the D-branes
even by looking at the coefficients of the RR ground states.

39.5.1. General Aspects. Let a be an A- or B-brane boundary con-
dition in a (2, 2) supersymmetric field theory. We study the properties of
the corresponding boundary states, |a〉 for an incoming boundary and 〈a|
for an outgoing boundary. First of all, they obey some conditions corre-
sponding to the fact that the boundary conditions preserve A- or B-type
supersymmetry. Let w = x1 + ix2 be the flat coordinate near the boundary,
which is located at x1 = 0 where the worldsheet is in the region x1 ≤ 0
for an incoming boundary, while it is in x1 ≥ 0 for an outgoing boundary.
This is the coordinate system for the open string. In this coordinate sys-
tem, the condition of N = 2 supersymmetry is that the supercurrents obey
G

1
+ + G1

− = G1
+ + G

1
− = 0 for an A-brane and G

1
+ + G

1
− = G1

+ + G1
− = 0

for a B-brane (for the trivial phases eiα = eiβ = 1). In terms of the co-
ordinates for the closed string, (x1′ , x2′) = (x2,−x1), the conditions are
expressed as e

πi
4 G

2′

+′ + e−
πi
4 G2′

−′ = e
πi
4 G2′

+′ + e−
πi
4 G

2′

−′ = 0 for an A-brane

and e
πi
4 G

2′

+′ + e−
πi
4 G

2′

−′ = e
πi
4 G2′

+′ + e−
πi
4 G2′

−′ = 0 for a B-brane. Here
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the phases e±
πi
4 come from the spin of the supercurrent, as in the case of

free fermions which we have studied in Sec. 39.1.4. This means that the
boundary states must obey the condition

(39.337)

(
G

2′

+′ − iG2′
−′

)
|a〉 =

(
G2′

+′ − iG
2′

−′

)
|a〉 = 0,

〈a|
(
G

2′

+′ − iG2′
−′

)
= 〈a|

(
G2′

+′ − iG
2′

−′

)
= 0,

 for A-brane,

(39.338)

(
G

2′

+′ − iG
2′

−′

)
|a〉 =

(
G2′

+′ − iG2′
−′

)
|a〉 = 0,

〈a|
(
G

2′

+′ − iG
2′

−′

)
= 〈a|

(
G2′

+′ − iG2′
−′

)
= 0,

 for B-brane.

If the axial or vector U(1) R-symmetry is not broken in the bulk theory,
and if the boundary condition preserves that symmetry, the corresponding
boundary states must obey additional conditions:

J2′
A |a〉 = 0, 〈a|J2′

A = 0, for A-brane,(39.339)

J2′
V |a〉 = 0, 〈a|J2′

V = 0, for B-brane.(39.340)

In the quantization of the closed strings, the Hermiticity condition is im-
posed so that (Gµ′

±′)† = G
µ′

±′ (whereas the quantization of open strings would
lead to (Gµ

±)† = G
µ
±). Thus, the above conditions on the boundary states

are not invariant under Hermitian conjugation. If a is a D-brane preserv-
ing A- or B-type supersymmetry with the phase eiα or eiβ, the Hermitian
conjugates 〈b| and |a〉 correspond to the boundary conditions preserving A-
or B-type supersymmetry with the phase − eiα or − eiβ . If the sign flip
(−1)FL of the left-moving worldsheet fermions is a symmetry of the theory,
the states 〈b|(−1)FL and (−1)FL |a〉 correspond to the boundary conditions
preserving the A- or B-type supersymmetry with the phase eiα or eiβ , which
is the same as the original supersymmetry.

Let a and b be D-brane boundary conditions that preserve the same com-
binations of the supercharges (A-type or B-type). We can use the boundary
states to represent the supersymmetric index for the open string stretched
between a and b as

(39.341) I(a, b) =
RR
〈a| e−TH(β)|b〉

RR
,

where
RR
〈a| and |b〉

RR
are the boundary states in the RR sector. By the

basic property of the index, it is independent of the various parameters,
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such as β and T . It is an integer and therefore must be invariant under the
complex conjugation that induces the replacement (a, b) → (b, a). We note,
however, that the latter preserves a different combination of the supercharges
compared to the original one.

39.5.2. Overlap with RR ground states. The boundary states are
in general the sum of infinitely many eigenstates of the Hamiltonian. Im-
portant information on the boundary states can be obtained by looking at
the contribution by the supersymmetric ground states, which can be mea-
sured by taking the overlap of the boundary state and the ground states.
This may be considered as the N = 2 analogue of the boundary entropy
discussed in Sec. 39.1.5. In supersymmetric field theory, there are several
supersymmetric ground states |i〉. Thus, we consider

Πa
i =

RR
〈a|i〉,

Π̃a
i = 〈i|a〉

RR
.

(39.342)

These overlaps encode information of D-brane charge, as we will explain
later in more detail.

The open string Witten index can be expressed in terms of these over-
laps. Let us look at the formula Eq. (39.341). The index is an integer and
in particular is independent of the parameters T and β. Let us expand the
time evolution operator in Eq. (39.341) in terms of a complete basis of the
closed string states. If we take the limit T → ∞ holding fixed β, only the
ground states contribute. Thus, we obtain

(39.343) I(a, b) =
∑
i̃

Πa
i g

i̃ Π̃b
̃ .

Here, |i〉 and 〈̃| are basis sets and gi̃ is the inverse of the ground state
metric g̃i = 〈̃|i〉. The two basis sets are not necessarily related to each
other. Suppose there is a subset of D-branes {a1, ..., aN}, with N = the
number of ground states, such that I(ai, aj) has an inverse Iaj ,ai and such
that Πaj

i is non-degenerate. Then from Eq. (39.343) one can deduce

(39.344) Π̃ak
̃ IakalΠal

i = g̃i.

Roughly speaking, one may say
∑

k,l |ak〉Iakal〈al| = 1 on the space of ground
states.

If the axial R-symmetry is unbroken, we see from Eq. (39.337) that the
boundary state for an A-brane has zero axial charge. Thus for the overlaps
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given by Eq. (39.342) to be non-vanishing, the ground state |i〉 must also
have zero axial R-charge. Likewise, if vector R-symmetry exists, the overlaps
given by Eq. (39.342) for B-type boundary state are non-vanishing only for
the ground state |i〉 with zero vector R-charge. If the theory has a mass gap,
this selection rule is vacuous since all ground states have zero R-charge.

If the vector (resp. axial) R-charge is conserved and integral, there is a
one-to-one correspondence between the supersymmetric ground states and
the elements of the ac ring (resp. cc ring), as discussed in Ch. 16. The state
|φi〉 corresponding to a chiral ring element φi is the one that appears at
the boundary S1 of the semi-infinite cigar Σ with the insertion of φi at the
tip, where the theory is twisted to a topological field theory in the curved
region. Thus, for those states, the overlaps

RR
〈a|φi〉 can be identified as the

path-integral on the semi-infinite cigar where the boundary condition a is
imposed at the outgoing boundary and the operator φi is inserted at the
tip. With this choice of basis of the ground states, from Eq. (39.343), we
obtain the following expression of the Witten index,

(39.345) I(a, b) = Πa
i η

ijΠ̃b
j ,

where ηij is the inverse of the topological metric ηij = 〈i|j〉. One could
also use the ground states obtained through anti-topological twisting. If
we do that for the 〈̃| basis in Eq. (39.343), we have another expression
I(a, b) = Πa

i g
i Π̃b

 , where gi is the inverse of the tt∗ metric gi = 〈|i〉.
The character of the overlaps depends crucially on which twist we choose.

We discuss the two cases separately, along with the explicit expressions, in
several examples.

39.5.3. A-brane with B-twist (B-brane with A-twist). Let us
consider an A-brane a in a theory with conserved and integral axial R-
charge where B-twist is possible. The operators φi we use to define the
supersymmetric ground states are the cc ring elements. The boundary
state 〈a| obeys the boundary condition from Eq. (39.337). The overlaps
Πa

i =
RR
〈a|φi〉 are invariant under the twisted F-term deformations of the

theory;

(39.346)
∂Πa

i

∂tac
= 0,

∂Πa
i

∂tac
= 0.
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As for the F-term deformations, the overlaps satisfy the equation

(39.347)
(∇iΠa)j = (Diδ

k
j + iβCk

ij)Π
a
k = 0,

(∇ıΠa) = (Dıδ
k
 − iβCk

ı)Π
a
k

= 0,

where β is the circumference of the boundary circle S1. Here Di is the
covariant derivative defined in Ch. 17 and Ck

ij are the structure constants
of the chiral ring. The relations Eqs. (39.346)–(39.347) can be shown by
the standard gymnastics in the tt∗ equation. The essential point is that
the contour integral of the supercurrent bounces back at the boundary of
the cigar, with G± turned into ±iG∓ via the boundary condition shown
in Eq. (39.337). Essentially the same relation holds for the other overlaps
Π̃a

i = 〈φi|a〉. They do not depend on the twisted F-term deformations, and,
for the F-term deformations, satisfy

(39.348)
(∇iΠ̃a)j = (Diδ

k
j − iβCk

ji)Π̃
a
k = 0,

(∇ıΠ̃a) = (Dıδ
k
 + iβCk

ı)Π̃
a
k

= 0.

Note that the sign in front of the chiral ring structure constants is the
opposite of Eq. (39.347).

What is said here applies also for the overlap of B-branes and the RR
ground states obtained from A-twist on the cigar.

Special Lagrangians in Calabi–Yau: Periods. Let us consider the D-
brane wrapped on a special Lagrangian submanifold L of a Calabi–Yau
manifold X. We will compute the overlap of the corresponding boundary
states and the RR ground states. As the basis of the RR ground states, we
use the one corresponding to chiral operators via B-twist. The chiral ring is
identified as the classical ring ⊕p,qH

q(X,
∧p TX), whose underlying vector

space is identified as the space of harmonic forms on X by contraction with
the holomorphic n-form Ω. We recall that the topological metric is given by

(39.349) ηIJ =
∫

X
Ω · (Ω−1ωI ∧ Ω−1ωJ) ∧ Ω = (−1)n(qI+1)

∫
X

ωI ∧ ωJ ,

where Ω· is the contraction with Ω and Ω−1 is its inverse. qI is the anti-
holomorphic degree of the harmonic form ωI .

Since special Lagrangians preserve the R-symmetry coming from the
bulk axial U(1) R-symmetry, the boundary states have non-trivial over-
laps only with the ground states with trivial axial R-charge. They are the
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ground states corresponding to n-forms. Thus, the only nonzero overlaps
are those with the n-form ΠL

i = 〈L|ωi〉, where {ωi} is a basis of Hn(X).
As the basis elements, we choose here those with definite Hodge degrees,
ωi ∈ Hpi,n−pi(X). Since L is an A-brane and |ωi〉 are obtained by B-twist,
the overlaps are independent of the twisted chiral parameters. In particular,
they are independent of the size of X, which is one of the Kähler parameters.
Thus, one can exactly compute the overlaps by taking the large volume limit.
In this limit, only the constant maps contribute in the cigar path-integral.
Then we find

ΠL
i = ci

∫
L
ωi,(39.350)

Π̃L
i = c̃i

∫
L
ωi,(39.351)

where ci and c̃i are numerical constants to be determined.
Let us see if the relations Eqs. (39.345)–(39.347)–(39.348) are satisfied.

We first note the following. Under the variation of complex structure of X

corresponding to a Beltrami-differential µ ∈ H0,1(X,TX), a harmonic (p, q)
form ω varies as

(39.352) δω = µ∧̇ω + (p, q)-form,

where ∧̇ stands for contraction of holomorphic indices and wedge product
on anti-holomorphic forms. Thus, µ∧̇ω is a (p − 1, q + 1)-form. Noting the
algebraic relation Ω−1(µ∧̇ω) = (−1)p−1µ∧Ω−1ω, we find that Eqs. (39.347)–
(39.348) are satisfied for an appropriate choice of ci and c̃i. Also, again for
an appropriate choice of ci and c̃i, the relation given by Eq. (39.345) is
satisfied by virtue of the Riemann bilinear identity:

(39.353) #(L1 ∩ L2) =
∑
i,j

∫
L1

ωi η̂ij

∫
L2

ωj ,

where η̂ij is the inverse of η̂ij =
∫
X ωi ∧ ωj . The appropriate choices for the

constants ci and c̃i are ci = c ipi(−1)
pi(pi+1)

2 and c̃i = c̃ ipi(−1)
pi(pi−1)

2 , with
cc̃ = in(−1)

n(n+1)
2 .

The overlap ΠL
0 (or Π̃L

0 ) for the ground state corresponding to the holo-
morphic n-form is the standard period integral

(39.354) ΠL
0 =

∫
L

Ω.
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For a Calabi–Yau threefold, other overlaps can be obtained from this by
variation of the complex structure. The Eq. (39.347) is then the first order
form of the Picard–Fuchs differential equations on the period. The quantity
ΠL

0 =
∫
L Ω is of special importance from space-time physics. It is the central

charge of the space-time supersymmetry algebra, and its absolute value is
the mass of the D-brane wrapped on L.

A-Branes in LG: Weighted period. Let us consider the LG model with
the target space X and the superpotential W . We assume X to be a (non-
compact) Calabi–Yau manifold so that B-twist is possible. We consider
A-branes wrapped on the wave-front trajectories γa passing through the
critical points pa of W . As in the sigma model, by taking the large volume
limit we can exactly compute the overlap of the A-brane boundary states
and the ground states obtained via B-twist (i.e., those corresponding to
chiral ring elements). In this limit, the theory reduces to the quantum
mechanics where the Hilbert space of states are differential forms on X and
the supercharges are realized as

Q+ = ∂ − iβ

2
∂W∧, Q+ = ∗(−∂ +

iβ

2
∂W∧)∗,(39.355)

Q− = ∂ +
iβ

2
∂W∧, Q− = ∗(−∂ − iβ

2
∂W∧) ∗ .(39.356)

There is a β dependence here because we are quantizing the system on the
circle of circumference β. As noted in Sec. 10.4.4 and 10.4.5, the ground
states are the middle-dimensional forms ωi on X. We note that the topo-
logical metric is given by ηij =

∫
X ωi ∧ ∗ωj . Taking into account the shift

of the action by the boundary term shown in Eq. (39.293), we find that
Πa

i and Π̃a
i are the integrals over γa of e−iβ(W−W )/2ωi and eiβ(W−W )/2 ∗ ωi

respectively. Note that the integrands are closed forms since the ground
state wave-functions ωi are annihilated by the supercharges Eqs. (39.355)–
(39.356). In particular, the integrals are invariant under deformation of the
integration region. We thus deform γa into γ∓

a in such a way that the image
in the W -plane is rotated by the small phases e∓iε around W (pa), so that
the exponential factors e∓iβ(W−W )/2 are small at infinity. We thus obtain
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the expressions

Πa
i =

∫
γ−

a

e−iβ(W−W )/2ωi,(39.357)

Π̃a
i =

∫
γ+

a

eiβ(W−W )/2 ∗ ωi.(39.358)

The relation given by Eq. (39.345) can be derived by using Riemann’s bilin-
ear identity and Poincaré duality in the relative (co)homology theory. To see
this, we first note that the submanifold γ±

a has a boundary in the region B±

of X where ±ImW is large. Namely, it defines the relative homology class
[γ±

a ] ∈ Hn(X,B±). The Poincaré dual P.D.[γ+
a ] of [γ+

a ] belongs to the dual
space of Hn(X,B−), which is the cohomology group Hn(X,B−). This latter
group is spanned by the basis vectors e−iβ(W−W )/2ωi. Thus the Poincaré
dual is expanded as P.D.[γ+

a ] = e−iβ(W−W )/2ωic
i. The coefficients ci can

be determined by taking the product with eiβ(W−W )/2 ∗ ωj and integrating
over X;

(39.359)
∫

X
P.D.[γ+

a ] ∧ eiβ(W−W )/2 ∗ ωj = ci

∫
X

ωi ∧ ∗ωj .

By using
∫
X ωi ∧ ∗ωj = ηij , we find that the coefficients are

ci = ηij

∫
γ+

a

eiβ(W−W )/2 ∗ ωj .

Thus, we find

#(γ−
a ∩ γ+

b ) =
∫
γ−

a

P.D.[γ+
b ]

=
∫
γ−

a

e−iβ(W−W )/2ωi η
ij

∫
γ+

b

eiβ(W−W )/2 ∗ ωj .

(39.360)

The right-hand side is just Πa
i η

ijΠ̃b
j . The left-hand side is zero if

ImW (pa) < ImW (pb) since the images in the W -plane do not intersect:
W (γ−

a ) is rotated clockwise and W (γ+
b ) is rotated counterclockwise, from

the 3-o’clock direction. On the contrary, if ImW (pa) > ImW (pb), the W -
images do intersect and the cycles γ−

a and γ+
b may also intersect. The

intersection number is (−1)
n(n−1)

2 ∆a ◦ ∆b. Finally, if γa = γb, the two cy-
cles γ−

a and γ+
a intersect transversely at the critical point pa, with the sign

(−1)
n(n−1)

2 . Thus, the left-hand side of Eq. (39.360) is nothing but the Wit-
ten index I(a, b) up to a sign (See Eq. (39.297)). The relation (39.345) is
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thus shown to hold. A more general relation (39.343) can also be shown by
replacing ωi in (39.358) by another basis ωı̃ of ground state wave-functions.

Finding the ground state wave-functions is a difficult problem. How-
ever, computation of the overlaps Eqs. (39.357)–(39.358) does not require
the full information of ωi. It is easy to see that Πa

i depends only on the
(Q+ + Q−)-cohomomology class of ωi, while Π̃a

ı̃ depends only on the
(Q+ + Q−)-cohomology class of ωı̃. Note that the ground states can be
written as

ωi = e−iβW/2Ωi + (Q+ + Q−)αi,(39.361)

ωı̃ = e−iβW/2Ωı̃ + (Q+ + Q−)βı̃,(39.362)

where Ωi (resp. Ωı̃) are middle-dimensional holomorphic (resp. anti-holo-
morphic) forms. Then the overlaps can be expressed as

Πa
i =

∫
γ−

a

e−iβW/2Ωi,(39.363)

Π̃a
ı̃ =

∫
γ+

a

e−iβW/2 ∗ Ωı̃.(39.364)

This formulation will be useful for practical purposes. In particular, we will
use it when we study D-branes in N = 2 minimal models. For convenience,
we record here the expression of the inner product of the ground states

(39.365) gi̃ :=
∫

ωi ∧ ∗ω̃ =
∫

e−iβ(W+W )/2Ωi ∧ ∗Ω̃.

This is derived by using the fact that (Q+ + Q−)† = (Q+ + Q−).
Holomorphic Bundles (approximate). We next consider the D-brane

wrapped on X and supporting a holomorphic vector bundle E over X. As
the ground states, we take the ones corresponding to homology cycles Ci (or
its Poincaré dual [Ci]) obtained via A-twist. Since E is a B-brane and the
ground states |[Ci]〉 are obtained from A-twist, the overlaps ΠE

i = 〈E|[Ci]〉
are expected to depend on the size of X. Nevertheless, we will compute
their behaviour in the large volume limit. Then the computation reduces to
the quadratic approximation around the constant maps. This leads to the
following approximate expressions.

ΠE
i =

∫
Ci

eB+iωch(E∨)
√

Td(X) + · · · ,(39.366)

Π̃E
i =

∫
Ci

e−B−iωch(E)
√

Td(X) + · · · ,(39.367)
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where + · · · are contributions from non-constant maps. B is the B-field and
ω is the Kähler form. Below, we explain how these expressions come about,
and also provide some consistency checks.

The parts ch(E∨) or ch(E) simply emerge from the (Euclidean) path-
integral of the quantum mechanics living on the boundary circles, precisely
as in the discussion of Ch. 10. e±(B+iω) comes out because of the absence
of fermionic zero modes. By the parallel section condition shown in Eq.
(39.347), the overlaps should obey ∂iΠE

j ∼ iCk
ijΠ

E
k and ∂iΠ̃E

j ∼ −iCk
ijΠ̃

E
k

for Kähler deformations, where Ck
ij are the matrix elements of the (quantum)

wedging by the Kähler form ωi,

(39.368) Ck
ij = (ωi∧)k

j + instanton correction.

The above expression for ΠE
i and Π̃E

i is consistent with this. Also, we note
that the B-field and the curvature F of the vector bundle enter into the
expressions in the combination

(39.369) B − i

2π
F,

as they should. Finally, the relation given by Eq. (39.345) is satisfied by
(39.370)

χ(E1, E2) =
∑
i,j

∫
Ci

eB+iωch(E∨
1 )
√

Td(X) ηij

∫
Cj

e−B−iωch(E2)
√

Td(X),

again by Riemann’s identity.

39.5.4. A-brane with A-twist (B-brane with B-twist). Let us
consider an A-brane a in a theory with conserved and integral vector R-
charge where A-twist is possible. As the supersymmetric ground states,
we take those corresponding via A-twist to the ac ring elements φi. In
this case, the path-integral can be regarded as the path-integral for the
topological field theory (A-model). By the standard argument, or again by
the tt∗ gymnastics, it is easy to show that the overlap is independent of the
F-term deformations

(39.371)
∂Πa

i

∂tcc
= 0,

∂Πa
i

∂tcc
= 0,

and depends holomorphically on the twisted F-term deformations,

(39.372)
∂Πa

i

∂tac
= 0.
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The above applies also for the overlap of B-branes and the RR ground
states obtained from B-twist on the cigar.

Lagrangian Submanifolds. Let us consider the non-linear sigma model
on X and A-branes wrapped on Lagrangian submanifolds. We study the
overlap of the boundary state 〈L| and the RR ground states |ωi〉 corre-
sponding to the cohomology classes ωi ∈ H∗(X) obtained from A-twist on
the cigar. The computation is done in the topological A-model, and the
overlap is simply the disc amplitude with an insertion of Oωi in the interior.
This can be expressed as

(39.373) ΠL
i =

∑
Φ∈H2(X,L)

nΦ(ωi) e−
�
Φ ω

where nΦ(ωi) is the number of holomorphic maps of the disc D2 to X

with the boundary ∂D2 mapped to L, and with the origin mapped into
the Poincaré dual of ωi.

Holomorphic Branes in LG. As the final example, we consider B-branes
in the LG model on a non-compact Calabi–Yau manifold X with superpo-
tential W . We assume that all the critical points are nondegenerate. We
choose a B-brane Z which is a complex submanifold of X on which W is
a constant. Recall that the bulk chiral ring is the ring of functions on X

subject to the constraint ∂iW = 0, and its dimension is equal to the number
N of the critical points. We denote by Of the operator corresponding to
a function f . The overlap ΠZ

f = 〈Z|Of 〉 is the disc topological amplitude
with Of insertion in the interior, and with the D-brane boundary condition
corresponding to Z. As in the bulk theory, by the localization principle, the
path-integral picks up contributions only at the constant maps to the criti-
cal points. Let us focus on one such point pa. The nonzero mode integrals
in the quadratic approximation at that point yields 1, as a consequence of
the boson/fermion cancellation. Thus, we consider zero mode counting. For
bosons φi, the zero modes are tangent directions to Z. For the fermions,
θi = gi(ψ


− −ψ

+), ηı = −(ψı
− + ψı

+), ρi
z = ψi

−, and ρi
z = ψi

+, the respective
zero modes are constant modes, constant modes, anti-holomorphic 1-forms,
and holomorphic 1-forms that obey the D-brane boundary conditions. The
D-brane boundary conditions shown in Eq. (39.317) dictate that ηı is tan-
gent to Z, θj are normal to Z, and ρi

z and ρi
z are related by ρi

z = ±ρi
z where

± depends on whether the index i is tangent or normal to Z. The number
of ρi

µ zero modes is 1 (for a constant) minus the index shown in Eq. (39.219)
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for trivial (E,E� ), which is 1− (2− 2g − h) = 2g + h− 1 on the worldsheet
of genus g and hole h. Since we are considering the disc, g = 0, h = 1, the
number is zero. Thus, (the contribution from pa to) the amplitudes are

(39.374)
∫

dφtdηndθt exp
(
−|dW |2 − ∂ı∂Wηıgiθi

)
f(pa),

where the subscript “t” or “n” stands for tangent or normal. Note that θ and
η are paired in the exponent. This means that the amplitude is vanishing
unless the numbers of tangent and normal directions are the same, namely,
unless Z is a middle-dimensional submanifold of X;

(39.375) ΠZ
f = 0 if dimZ �= 1

2
dimX.

If Z is middle dimensional, dimZ = m with dimX = 2m, the fermion
integral yields the determinant of the m ×m matrix ∂ıt∂nW where ıt runs
over tangent indices and n runs over normal indices. The boson integral, on
the other hand, yields the inverse of the determinant of the m × m matrix
∂it∂kWgkl∂l∂tW . Since W is a constant on Z, we note that any number
of tangent derivatives of W is zero on Z. Thus, the determinant is simply
| det ∂it∂jnW |2. Combining the two, the cancellation of the anti-holomorphic
determinant occurs, and we obtain simply det−1 ∂it∂jnW . One might wonder
if it depends on the choice of the coordinates. One can fix this ambiguity
by using the holomorphic n-form Ω, and defining

(39.376) PfZ∂i∂jW := Ωi1...imjn
1 ...jn

m∂i1∂jn
1
W · · · ∂im∂jn

m
W.

Here jn
α are the normal indices, that is, we have chosen the coordinate system

in such a way that Z is given by zjn
1 = · · · = zjn

m = 0. Thus, we have obtained
the following expression for the overlap:

(39.377) ΠZ
f = (−1)mΠ̃Z

f =
∑

pa: crit pt in Z

f(pa)
PfZ∂i∂jW (pa)

.

The factor (−1)m for Π̃Z
f is a convention. Now one can check the relation

Eq. (39.345) for the cases where the Witten index has been computed, and
for other cases one can compute the Witten index using Eq. (39.345). First
of all, one can deduce

(39.378) I(Z1, Z2) = 0 if dimZ1 or dimZ2 �= 1
2 dimX.

This agrees, for example, with Eq. (39.327). For computation in the case
dimZ1 = dimZ2 = 1

2 dimX, it is convenient to choose the point basis
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for the bulk chiral ring. Let εa be holomorphic functions on X such that
εa(pb) = δab. For such a basis we have

(39.379) ηab =
∑

pc: crit pt

εa(pc)εb(pc)
det ∂i∂jW (pc)

=
δab

det ∂i∂jW (pa)
,

or ηab = δab det ∂i∂jW (pa). The Hessian of W that appears here is related
to Eq. (39.376) as det ∂i∂jW = (−1)m

(
PfZ∂i∂jW

)2
. Then we find

I(Z1, Z2) = ΠZ1
a ηabΠ̃Z2

b

=
∑

pc: crit pt in Z1

δac

PfZ1∂i∂jW (pc)
δab det ∂i∂jW (pa)

×
∑

pd: crit pt in Z2

(−1)mδbd

PfZ2∂i∂jW (pd)

=
∑

pa: crit pt in Z1∩Z2

(−1)m det ∂i∂jW (pa)
PfZ1∂i∂jW (pa)PfZ2∂i∂jW (pa)

=
∑

pa: crit pt in Z1∩Z2

(±1)a.

In the case Z1 = Z2, the signs are all positive and thus we have
I(Z,Z) = #(critical points in Z), reproducing Eq. (39.336).

39.6. D-Brane Charge and Monodromy

In superstring theory, the closed string supersymmetric ground states
generate space-time gauge potentials, called Ramond-Ramond potentials.
The overlaps of the boundary states and the RR ground states thus measure
the charges of the D-brane with respect to the RR potentials. In other
words, a D-brane with a non-trivial overlap is a soure of RR gauge fields.
Even if the bulk theory does not give rise to a superstring background and
the space-time interpretation is absent, the overlaps introduce a particular
linear relation among the totality of D-branes. In any case, we can always
talk about the “D-brane charge” and the charge lattice ΛD of D-branes. The
charge lattice is roughly the dual of the space of supersymmetric ground
states. The relation from Eq. (39.343) shows that the Witten index I(a, b)
for the a-b open string depends only on the charges of the D-branes a and
b. Namely, the Witten index defines an integral bilinear form on ΛD.

We have seen that the overlaps obey the Eq. (39.347) or (39.348) with
respect to the variation of the parameters of the bulk theory. This means
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that they are parallel sections of the “improved connection” ∇ of the vac-
uum bundle over the parameter space M of the bulk theory. Let {γa} be a
set of D-branes such that the overlaps Πa = (Πγa

i ) span the space of parallel
sections. Then for any D-brane γ, the overlap Πγ can be expressed as a lin-
ear combination of Πa’s, with the coefficients being constant (i.e., invariant
under the deformation). Let us consider a contour C in the parameter space
M, starting from and ending at the same point P ∈ M. After travelling
along the contour, the overlaps Πa change into something else, Πa|C in gen-
eral, but remain as the parallel sections of the improved connection. Thus,
they can be spanned by the old basis:

(39.380) Πa|C = (MC)a
bΠ

a.

The matrix MC is called the monodromy along C for the system of Eq.
(39.347). It is the holonomy of the (flat) improved connection ∇ along C.
It is also interpreted as the monodromy of the D-brane charge. The same
thing can be said for the other overlaps Π̃a. Because of the interpretation
as the monodromy of D-brane charge, the monodromy matrix should be the
same as for Πa. Thus, we have

(39.381) Π̃a|C = (MC)a
bΠ̃

a.

The open string Witten index is monodromy invariant:

(39.382) (MC)a
cI(c, d)(MC)b

d = I(a, b).

This follows from the fact that I(a, b) is deformation invariant, or by using
the bilinear relation given by Eq. (39.343).

Below, we present the charge lattice ΛD and the monodromy for the
three classes of D-branes considered in Sec. 39.5.3.

39.6.1. Special Lagrangians in Calabi–Yau. Let us consider spe-
cial Lagrangian D-branes in a Calabi–Yau manifold X. The charge lattice
is the middle dimensional homology group

(39.383) ΛD = Hn(X; Z).

The sign flip in the lattice corresponds to the orientation flip. The bi-
linear form is the intersection form, which is symmetric for even n and
anti-symmetric for odd n.

The overlaps of the boundary states and the RR ground states are par-
allel sections of the vacuum bundle over the moduli space Mc of complex
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structures. (The dependence on the Kähler moduli is trivial, as we have
seen in Eq. (39.346).) The moduli space Mc contains a discriminant locus
∆ where X develops a singularity. Let us consider a non-trivial contour C
in Mc \∆. Under the transport along C, the middle dimensional homology
group Hn(X,Z) undergoes an integral linear transformation [γa] → [γb]M

b
a.

The matrix M is clearly identified as the monodromy matrix MC . On a dis-
criminant locus of complex codimension one, what happens typically is that
an n-dimensional cycle γV shrinks to zero size. Then the monodromy along
a contour C encircling such a locus is given by

(39.384) [γ] �→ [γ] + #(γ ∩ γV )[γV ].

For the case dimX = 3, the system of Eq. (39.347) is identified as the
first-order form of the Picard-Fuchs equation. Thus, the monodromy MC

can also be considered as the monodromy of the Picard-Fuchs equation.

39.6.2. A-Branes in Landau–Ginzburg. Let us next consider A-
branes in a Landau–Ginzburg model. They are wave-front trajectories γa

emanating from the critical points pa and extending in the positive real
directions in the image in the W -plane. The charge lattice is the relative
homology group

(39.385) ΛD = Hn(X,BW ; Z).

where BW is a region in X such that ReW is large. The homology classes
of γa provide a distinguished basis of ΛD for any values of the parameters of
the theory. Thus, we can consider the problem of monodromy even between
different points of the parameter space. The bilinear form is given by

(39.386) I([γa], [γb]) = #(γ−
a ∩ γ+

b ),

where γ± is defined as in Sec. 39.5.3. This is neither symmetric nor anti-
symmetric.

To see the monodromy action, we look at a situation where some change
is expected. Let γa and γb be wave-front trajectories emanating from critical
points pa and pb, where ImW (pa) is slightly larger than ImW (pb). By
(39.297), the Witten index is given by I(γa, γb) = #(γ−

a ∩ γ+
b ) = ∆a ◦ ∆b

while I(γb, γa) = 0. Let us change the parameters of the superpotential
W → W ′ so that the critical values move as in Fig. 13(L). After the move,
the relation of the critical values is reversed, ImW ′(p′b) > ImW ′(p′a). Let
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Wb

Wa

Wb

(L) (R)

Figure 13. Moves of Critical Values

us denote by γ′
a and γ′

b the wave-front trajectories emanating from p′a and
p′b. By Picard–Lefschetz theory, the homology classes of γa and γb turn into
the following classes in Hn(X,BW ′ ; Z):

(39.387) Fig. 13(L) :
[γa] −→ [γ′

a] ,

[γb] −→ [γ′
b] + (∆a ◦ ∆b) [γ′

a] .

We may describe the latter as “creation” of the brane γ′
a of multiplicity

(∆a ◦ ∆b) when pa passes through γb. For the index to be invariant along
the move, the Witten index for the branes γ′

a and γ′
b must be given by

I(γ′
a, γ

′
a) = I(γ′

b, γ
′
b) = 1, I(γ′

a, γ
′
b) = 0 and I(γ′

b, γ
′
a) = −(∆a ◦ ∆b), which

indeed obeys the general structure as in Eq. (39.297). Similarly, for the
move depicted in Fig. 13(R), the homology classes transform as

(39.388) Fig. 13(R) :
[γa] −→ [γ′′

a] + (∆a ◦ ∆b) [γ′′
b ] ,

[γb] −→ [γ′′
b ] ,

where [γ′′
a], [γ′′

b ] are the basis after the move. The monodromy of any other
move can be considered as a combination of these simple moves. Therefore,
the information of the monodromy is completely determined by the data
∆a ◦ ∆b, or the soliton numbers.

For illustration, let us consider the single-variable theory with the su-
perpotential

(39.389) W =
1
3
Φ3 − qΦ.

The region B is the union of the directions φ ∈ R+, e2πi/3R+, e−2πi/3R+

for any value of q. The critical points are at φ1 =
√

q and φ2 = −√
q with

the critical values W (φ1) = −2
3q

3/2 and W (φ2) = 2
3q

3/2. We start with the
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Figure 14. The wave-front trajectories

value q = eiε where the cycles γ1 and γ2 are depicted in Fig. 14(1). We
note that ∆2 ◦ ∆1 = γ−

2 ∩ γ+
1 = −1. We now decrease the phase of q so

that q = e−iε. The new wave-front trajectories are depicted in Fig. 14(2).
One can explicitly see that γ2 → γ′

2 and γ1 → γ′
1 − γ′

2, which obeys Eq.
(39.387).

39.6.3. R-charge and Monodromy. As an application, we show how
the ground state R-charge of a conformal LG model is related to the mon-
odromy matrix of the D-branes, which in turn is expressed in terms of the
soliton numbers in a massive deformation of the theory. Let us consider
a homogeneous superpotential W (Φ) with respect to some one-parameter
family of holomorphic maps ft, W (ftΦ) = e2itW (Φ). Then the LG model
has a vector R-symmetry given by the transformation

(39.390) eiαFV : Φ(xµ, θ±, θ
±) → fαΦ(xµ, e−iαθ±, eiαθ

±).

The theory is expected to flow in the IR limit to a non-trivial supercon-
formal field theory. The vector R-symmetry rotates the superpotential as
eiαFV W (φ) e−iαFV = e2iαW (φ). Thus, if |γ〉 is the boundary state corre-
sponding to a D-brane γ with W |γ ∈ R, then e−iαFV |γ〉 is the boundary
state corresponding to the D-brane fαγ with W |fαγ ∈ e2iαR. This can also
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be understood by noting that

(39.391) e−iαFV (Q+ + Q−) eiαFV = e−iαQ+ + eiαQ− =: Qα
A,

and that the W -image of a D-brane preserving this supercharge must be
parallel to e2iαR. In particular, as we change α from 0 to π, the W -image
of the brane rotates by 360◦. Note also that e−iαFV rotates the fermions,
and at α = π it acts as the (vectorial) fermion number operator (−1)FV . If
we perform the GSO projection (−1)FA = 1 (which we do in many cases),
the operator (−1)FV simply corresponds to the sign flip of RR-sector states.
In particular, when acting on the boundary states, it reverses the sign of
RR-coefficients. This corresponds to the flip of the orientation of the brane.
Thus, we find

(39.392) e−iπFV : |γ〉 → |fπγ〉.

By considering various branes γ, the action of e−iπFV on the supersymmetric
ground states is fully recovered by this equation. In this way, the R-charge
of the RR-ground states is related to the monodromy problem γ → fπγ.

One can actually express the monodromy γ → fπγ in terms of the soliton
number in the massive deformation of the theory. We deform W (without
changing its asymptotic behaviour) so that all the critical points, say N of
them, are non-degenerate. As discussed before we can associate N A-branes
to these vacua, one for each critical point. The image in the W -plane is a
straight line emanating from the critical point and going to infinity along a
line whose slope depends on the combination of A-type supercharges we are
preserving: for Qα

A in Eq. (39.391) they make an angle α relative to the real
axis.

Let us start with α = 0 and order the N D-branes according to the
lower value for Im (W ), as depicted in Fig. 15. Let us further assume that
the critical values have a convexity compatible with the ordering of Im (W )
as shown in the figure. This can be done, by deforming the coefficients of W

if necessary. As we increase α from 0 to π/2 we rotate the image of branes
by 180◦ in the W -plane counter clockwise. As discussed above, during this
process we “create” new branes as in Eq. (39.387). In particular the action
of brane creation in the basis of branes emanating from the critical points γa

is rather simple: The rotation of branes by 180◦ in the W -plane causes the
γb brane to cross all the other γa branes with a > b exactly once. Moreover
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Figure 15. A convex arrangement of critical values in the
W -plane is the most convenient one for deriving the mon-
odromy action by 2π rotation.

during this crossover it creates (∆a ◦∆b) new γa branes. This action of 180◦

rotation of branes is thus realized by an N×N upper triangular matrix with
1 on the diagonal and ∆a ◦ ∆b for each a > b. Thus we find

(39.393) fπ
2
γ(+)

b = γ(−)
b +

∑
a>b

γ(−)
a (∆a ◦ ∆b) =

N∑
a=1

γ(−)
a Iab,

where γ(+)
b and γ(−)

a are the basis of branes before and after the move: the
former extending to real positive infinity and the latter extending to real
negative infinity.

Now consider instead going from α = 0 to α = −π/2. In this case for
each a > b we get ∆a ◦ ∆b brane creation of γb, according to Eq. (39.388).
Thus the process is

(39.394) f−π
2
γ(+)

a = γ(−′)
a +

∑
a>b

γ(−′)
b (∆a ◦ ∆b) =

N∑
b=1

γ(−′)
b Iab,

where γ(−′)
b are the basis after the move. Since both γ(−)

a and γ(−′)
a emanate

from the critical point pa, they are the same setwise. However, they may
differ in orientation. The relation of the orientations can be seen by tracing
fαγa in the neighborhood of the critical point pa. In the W -image, the two
are related by 360◦ rotation. However, since the superpotential is quadratic
near pa, it is 180◦ rotation in the pre-image. Thus, the two are related
simply by the orientation flip

(39.395) γ(−′)
a = γ(−)

a .
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Thus, we find

fπγ(+)
b = f−1

−π
2
fπ

2
γ(+)

b = f−1
−π

2
γ(−)

a Iab = f−1
−π

2
γ(−′)

a Iab(39.396)

= γ(+)
c IacIab.

Namely, the relevant monodromy for our problem is given by the matrix
M = tI−1I. Combining what we have obtained, we see 〈̃| e−iπFV |γb〉 =
〈̃|γc〉IacIab. Using the definition of Πa

i and Π̃a
̃ , and also the relation

(39.344),

(39.397) 〈̃|i〉 = Π̃c
̃I

caΠa
i ,

we find

(39.398) 〈̃| e−iπFV |i〉 = Π̃c
̃I

acΠa
i .

This is the relation we wanted to show.

Exercise 39.6.1. It is instructive to work out all these in the exam-
ple (39.389), where q → 0 is the conformal point. Start with Fig. 14(1)
and show that fπ

2
γ1 = −γ̃1 − γ̃2, fπ

2
γ2 = γ̃2, as well as f−π

2
γ1 = γ̃1,

f−π
2
γ2 = −γ̃1 − γ̃2, where γ̃1 and γ̃2 are as depicted in Fig. 16. In the

W2

W1

γ1

p2

p
1

2γ~
~

Figure 16. The cycles γ̃1 and γ̃2

notation of the present discussion, we have γ(−)
1 = −γ̃1, γ(−)

2 = γ̃2, and
γ(−′)

1 = γ̃1, γ(−′)
2 = −γ̃2. Indeed the two basis sets have opposite orienta-

tions.
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39.6.4. Holomorphic Bundles. Finally, we consider B-branes of the
non-linear sigma model on a Kähler manifold X. We have seen that, for a
D-brane wrapped totally on X and supporting holomorphic vector bundles,
the overlaps depend on the Chern character of the bundle, Eqs. (39.366)–
(39.367). This motivates us to propose that the charge lattice is the topo-
logical K-theory

(39.399) ΛD = K(X),

which has a homomorphism ch : K(X) → Heven(X; Q). K-theory contains
elements corresponding to lower-dimensional D-branes such as D-branes
wrapped on complex submanifolds and supporting vector bundles on them,
not just the maximum dimensional branes. Such objects can also be con-
sidered as coherent sheaves on X, or more precisely, objects in the derived
category of sheaves in X. The bilinear form is given by Eq. (39.305):

(39.400) I([E1], [E2]) =
∫

X
ch([E∨

1 ])ch([E2])Td(X).

For a Calabi–Yau n-fold, this is symmetric for even n and anti-symmetric for
odd n. For a non-Calabi–Yau, it is neither symmetric nor anti-symmetric.

The overlaps with the RR ground states are parallel sections of the vac-
uum bundle over the moduli space Mk of Kähler classes and B-field classes.
Classically, Mk is a cone in H2(X,R) times the torus H2(X,R)/H2(X,Z),
and therefore a non-contractible loop is associated with the integral shift of
the B-field, B → B +σ, σ ∈ H2(X,Z). As can be seen from the expressions
Eqs. (39.366)–(39.367) for the overlaps, this induces a linear map of the
charge lattice,

(39.401) Lσ⊗ : K(X) → K(X),

which is induced from the tensor product by a line bundle with first Chern
class c1(Lσ) = σ. This preserves the bilinear form given by Eq. (39.400).
This class of monodromy is the only one that is present in the large radius
limit. However, as we have learned many times in the previous chapters, the
structure of the moduli space Mk is much more complicated than a cone
times a torus. There are loci where the theory develops a singularity or has
some special property. There can be other non-trivial loops, and the problem
of monodromy is more non-trivial than it seems. Below, we present another
class of changes of bundles that are related to the monodromy problem, in
the case where X is Fano, c1(X) > 0.
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Mutation of Exceptional Sheaves. Let X be a Fano manifold, c1(X) > 0.
A sheaf E on X is called exceptional if Exti(E,E) = δi,0C. A pair of
exceptional sheaves (E,F ) is called an exceptional pair if Exti(E,F ) = 0,
i �= i0 for some i0, and Exti(F,E) = 0 ∀i. Recall that, in such a case, the
space of supersymmetric ground states for the E-F open string is given by
Ext•(E,F ). For an exceptional pair, one can define new exceptional sheaves
LEF and RFE, called the left mutation of F with respect to E and the right
mutation of E with respect to F , such that (LEF,E) and (F,RFE) are both
exceptional pairs. In the cases (i) Ext0(E,F ) �= 0 and Ext0(E,F )⊗E → F

is surjective, (ii) Ext0(E,F ) �= 0 and Ext0(E,F ) ⊗ E → F is injective, or
(iii) Ext1(E,F ) �= 0, they are defined by the following exact sequences:

(i)
0 → LEF → Ext0(E,F ) ⊗ E → F → 0,

0 → E → Ext0(E,F )∗ ⊗ F → RF E → 0,

(ii)
0 → Ext0(E,F ) ⊗ E → F → LEF → 0,

0 → RF E → E → Ext0(E,F )∗ ⊗ F → 0,

(iii)
0 → F → LEF → Ext1(E,F ) ⊗ E → 0,

0 → Ext1(E,F )∗ ⊗ F → RFE → E → 0.

The K-theory classes are therefore related by

[F ] = ±[LEF ] + χ(E,F )[E],(39.402)

[E] = ±[RFE] + χ(E,F )[F ],(39.403)

where the signs are −, +, + for the cases (i), (ii), (iii) respectively. It is
known that RELEF = ±F . Let us consider the example on X = CP1

with E = O and F = O(1). We know that O(1) has two holomorphic
sections, denoted by X0 and X1, and hence Ext0(O,O(1)) ∼= C2. The map
Ext0(O,O(1))⊗O → O(1) is given by (f, g) �→ fX0 +gX1 and is surjective.
Thus, case (i) applies and we have the exact sequences

0 → O(−1) → Ext0(O,O(1)) ⊗O → O(1) → 0,

0 → O → Ext0(O,O(1))∗ ⊗O(1) → O(2) → 0.
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The first map of the first sequence is given by σ �→ (X1σ,−X0σ). In the
second sequence, the first map is given by f �→ (fX0, fX1) and the last map
is (λ, µ) �→ λX1−µX0. Thus, we find LOO(1) = O(−1) and RO(1)O = O(2).

An exceptional collection is an ordered set of exceptional sheaves
{E1, . . . , E�} such that (Ei, Ej) is an exceptional pair for any i < j. A
helix of period N is an ordered set of infinitely many exceptional sheaves
{Ei; i ∈ Z}, such that {Ei+1, . . . , Ei+N} is an exceptional collection for any
i and such that

Ei+N = REi+N−1
· · ·REi+1(Ei), Ei = Ei+N ⊗ KX .

The collection {Ei+1, . . . , Ei+N} is called a foundation of the helix. A foun-
dation of a helix generates the derived category of sheaves, and can be used
as the basis of the charge lattice. Change of basis is done by mutations.
For X = CP1, Ei = O(i) give the helix of period 2, as one can see from
RO(1)O(0) = O(2) and O(0) = O(2)⊗K� �1 . For X = CPN−1, {O(i); i ∈ Z}
is a helix of period N .

We note here the similarity between A-branes in Landau–Ginzburg mod-
els and B-branes in Fano sigma models. Namely, the wave-front trajectories
emanating from the critical points look very similar to the exceptional col-
lection of sheaves in the following sense. Both are ordered sets of branes
where the ordering determines the asymmetry of the open string Witten in-
dex. For A-branes in LG models the ordering is given by the value Im (W )
of the W -image, while the ordering is a part of the data for an exceptional
collection of sheaves. Furthermore, one can change the basis of the charge
lattice. For an LG model, it is organized by Picard–Lefschetz theory. For
exceptional collections, it is done by mutation of bundles. In fact, mutations
of the pair (E,F ) → (LEF,E) or (F,RFE) look very similar to the change
of A-branes in the LG model (γa, γb) → (γ′

b, γ
′
a) or (γ′′

b , γ
′′
a) discussed above:

compare Eqs. (39.387) and (39.402) as well as Eqs. (39.388) and (39.403).
The change of branes in the two class of theories appears to be related in
the way suggested in Fig. 17. In fact, this is not a coincidence: Mirror

E
F

E
F

+ FEL

+RFE

Figure 17. LG Interpretation of Mutations
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symmetry maps the B-brane associated with the exceptional bundles of X

to the A-branes wrapped on the wave-front trajectories in the mirror LG
model. Then mutation of bundles indeed corresponds to change of basis of
A-branes involving brane creation.

39.7. D-Branes in N = 2 Minimal Models

In this section, we study D-branes in the simplest non-trivial N = 2
superconformal field theory — N = 2 minimal models. This model is an ex-
actly solvable model and is expected to arise as the infrared fixed point of the
Landau–Ginzburg model of a single chiral superfield X with superpotential

(39.404) W = Xk+2.

We first review the construction of D-branes following Cardy. We then
find the corresponding D-branes in the Landau–Ginzburg description. In
particular, we will find a beautiful geometric realization of the Verlinde
ring for SU(2) level k Wess–Zumino–Witten models as well as a simple
understanding of the τ → − 1

τ modular transformation matrix S j
i .

39.7.1. The Model. N = 2 minimal models are unitary (2, 2) super-
conformal field theories in two dimensions with central charge c = 3k

k+2 ,
where k is a positive integer. They can be viewed as an SU(2)/U(1) super-
GKO construction at level k. The superconformal primary fields are labeled
by three integers (j, n, s) such that

j = 0,
1
2
, 1, . . . ,

k

2
,(39.405)

n ∈ Z2(k+2), (0, 1, . . . , 2k + 3 mod 2(k + 2)) ,

s ∈ Z4, (−1, 0, 1, 2 mod 4) ,

with the constraint 2j +n+s ≡ 0 (mod 2) and field identification (j, n, s) =
(k
2 − j, n + k + 2, s + 2). We denote the set of these labels (j, n, s) by M̂k.

s = 0, 2 in the NS sector and s = ±1 in the Ramond sector. The two
different values of s denote the parity of the fermion number in the Ramond
or NS sector. The conformal weights and the U(1) charges of the primary
fields are

(39.406) hj,n,s =
j(j + 1) − n2/4

k + 2
+

s2

8
mod 1, qj,n,s =

s

2
− n

k + 2
mod 2.
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The characters χj,n,s(τ) = TrHj,n,sq
L0− c

24 obey the modular transformation
relation

(39.407) χj,n,s(− 1
τ ) =

∑
(j′,n′,s′)∈�Mk

S j′,n′,s′

j,n,s χj′,n′,s′(τ) ,

where

(39.408) S j′,n′,s′

j,n,s =
1

k + 2
sin(π (2j+1)(2j′+1)

k+2 ) e
iπnn′
k+2 e−

iπss′
2 .

We consider the model with a vector-like GSO projection, with the space of
states

(39.409) H =
⊕

(j,n,s)∈�Mk

Hj,n,s ⊗Hj,n,s.

There are N = 2 chiral primary states (j,−2j, 0) in the NS sector. The
related Ramond states (j,−(2j + 1),−1) can be reached by spectral flow.
This model can also be described by the IR fixed point of the LG model
with a single chiral superfield X with superpotential (39.404). The chiral
primary fields X l correspond to the states ( l

2 ,−l, 0) and provide a represen-
tation of the chiral ring. We denote the corresponding RR-ground states in
( l
2 ,−(l + 1),−1) by |l〉:

(39.410) |l〉 ←→ X l, (l = 0, 1, . . . , k).

Note that there are only k +1 chiral primary fields or k +1 supersymmetric
ground states. However there are a total of (k + 1)(k + 2) primary states in
the Ramond sector.

39.7.2. Cardy’s Construction. There are both A-branes and B-branes
that preserve half of the (2, 2) superconformal symmetry. The conditions on
the corresponding boundary states are the generalizations of Eqs. (39.337)
and (39.338):

G̃−r − i eiαGr = G̃r − i e−iαG−r = Jn − J̃−n = 0 for A-brane,(39.411)

G̃r − i eiβG−r = G̃−r − i e−iβGr = Jn + J̃−n = 0 for B-brane.(39.412)

For a rational conformal field theory, the boundary states are linear combi-
nations of “Ishibashi states” on which the left and the right generators of
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the superconformal algebra are linearly related. Let us define A- and B-type
Ishibashi states by

(39.413) |Aj,n,s〉〉 :=
∑
N

|j, n, s;N〉 ⊗ ΩMU |j, n, s;N〉 “∈ Hj,n,s ⊗Hj,n,s”,

(39.414) |Bj,n,s〉〉 :=
∑
N

|j, n, s;N〉 ⊗ U |j, n, s;N〉 “∈ Hj,n,s ⊗Hj,−n,−s”.

Here the states |j, n, s;N〉 form an orthonormal basis of Hj,n,s. U is an anti-
linear operator Hj,n,s → Hj,−n,−s such that U−1GrU = −iεGr on Hj,n,s with
ε = 1 for s = −1, 0 and ε = −1 for s = 1, 2. ΩM is the mirror automorphism
of the N = 2 superconformal algebra. Note that all of |Aj,n,s〉〉 survive the
GSO projection while |Bj,n,s〉〉 survives it only for the values (j, 0, 0), (j, 0, 2)
(j integer) and also (k

4 ,
k+2
2 ,±1), where the latter is possible only for even k.

The boundary states are particular linear combinations of Ishibashi states.
For A-branes, it is simplest to follow Cardy’s prescription

(39.415) |Aj,n,s〉 =
∑

(j′,n′,s′)∈�Mk

S j′,n′,s′

j,n,s√
S j′,n′,s′

0,0,0

|Aj′,n′,s′〉〉 .

It is easy to show that this obeys the A-type condition Eq. (39.411) with
eiα = 1 if s = −1, 1 and eiα = 1 if s = 0, 2. All of the A-branes have
non-trivial RR-components, and therefore the corresponding D-branes are
charged under RR-potentials.

To obtain the B-branes, we note that the present model can be obtained
from the model with the opposite GSO projection, with the Hilbert space
⊕Hj,n,s ⊗ Hj,−n,−s, by orbifolding the discrete Zk+2 × Z2 symmetry. The
boundary states are obtained by taking the average:

(39.416) |Bj,s〉 =
√

2(k + 2)
∑

j′∈�,s′=0,2

S j′,0,s′

j,−2j−s,s√
S j′,0,s′

0,0,0

|Bj′,0,s′〉〉

s = 0, 1, j = 0,
1
2
, . . . ,

1
2

[
k

2

]
.

They obey Eq. (39.412) with eiβ = −1 for s = 0 and eiβ = 1 for s = 1.
Actually, the ones with j = k

4 (possible only if k is even) split into two
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boundary states:
(39.417)

|Bs〉 =
1
2
|B k

4
,s〉 +

√
k + 2
2

e−iπ s2

2

∑
s′=1,−1

e−iπ ss′
2 |B k

4
, k+2

2
,s′〉〉, s = −1, 0, 1, 2.

Note that the D-branes corresponding to |Bj,s〉 are neutral under RR-po-
tentials, but those corresponding to |Bs〉 are charged.

The boundary states at the outgoing boundary circle are found by the
prescription 〈a| =

[
eiπJ0 |a〉

]†. Since eiπJ0 = e−πi( n
k+2

− s
2
) on |Aj,n,s〉〉 and

|Bj,n,s〉〉, we find

〈Aj,n,s| = |Aj,n−1,s−1〉†,(39.418)

〈Bj,s| = |Bj,s−1〉†,(39.419)

〈B−1| = |B0〉†, 〈B0| = |B−1〉†, 〈B1| = |B2〉†, 〈B2| = |B1〉†.(39.420)

Overlaps with supersymmetric ground states. Let us compute the over-
laps of the boundary states with the RR ground states, 〈a| l 〉 and 〈 l̄ |a〉,
where | l 〉 is the normalized ground state corresponding to the chiral oper-
ator X l, and 〈 l̄ | = | l 〉†. We find for A-branes

〈Aj,n,s| l 〉 =
1√

k + 2

sin
(
π (2j+1)(l+1)

k+2

)
√

sin
(
π l+1

k+2

) eiπ
(n−1)(l+1)

k+2 e−iπ s−1
2 ,(39.421)

〈 l̄ |Aj,n,s〉 =
1√

k + 2

sin
(
π (2j+1)(l+1)

k+2

)
√

sin
(
π l+1

k+2

) e−iπ
n(l+1)

k+2 eiπ s
2 ,(39.422)

while for the charged B-branes (for even k)

〈Bs| l 〉 = 〈 l̄ |Bs〉 = δl, k
2

√
k + 2
2

, s = −1, 0,(39.423)

〈Bs| l 〉 = 〈 l̄ |Bs〉 = −δl, k
2

√
k + 2
2

, s = 1, 2.(39.424)

Witten Index. Consider an open string in the (a, b) sector. As we dis-
cussed in Sec. 39.4.3, the index I(a, b) = Tra,b(−1)F e−βH corresponds in
the closed string channel to an overlap in the Ramond sector boundary
states I(a, b) = Tra,b(−1)F =

RR
〈a|b〉

RR
. In the present case, however, since

we are performing the GSO projection, we should regard the tree-channel
amplitude 〈a|qHc |b〉 as the GSO projected open string partition function
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Trab(
1+(−1)F

2 qHo
o ). Thus, the correct identification is

(39.425) I(a, b) = Trab(−1)F qHo
o = 2 RR〈a|qHc

c |b〉RR = 2 RRG〈a|b〉RRG ,

where |b〉RRG is the projection to the RR-ground states. We start with the
A-branes Aj1,n1,s1 , Aj2,n2,s2 with s1, s2 both odd (so that the two preserve
the same N = 2 supersymmetry);

(39.426)

I(Aj1,n1,s1 , Aj2,n2,s2) =

= 2 [|Aj1,n1−1,s1−1〉RR
]† qHc

c ||Aj2,n2,s2〉RR

= 2
∑
s odd

(S j,n,s
j1,n1−1,s1−1)

∗S j,n,s
j2,n2,s2

S j,n,s
0,0,0

χj,n,s(qc)

=
1

k + 2

∑
2j+n odd

sin(π(2j1+1)(2j+1)
k+2 ) sin(π(2j2+1)(2j+1)

k+2 )

sin(π(2j+1)
k+2 )

e
iπn(n2−n1+1)

k+2

× e−iπ(s2−s1+1)(χj,n,1 − χj,n,−1)

=
2 e

iπ(s1−s2)
2

k + 2

×
∑

j

sin(π(2j1+1)(2j+1)
k+2 ) sin(π(2j2+1)(2j+1)

k+2 ) sin(π(n2−n1+1)(2j+1)
k+2 )

sin(π(2j+1)
k+2 )

= (−1)
s1−s2

2 N
n2−n1

2
j1,j2

,

where N j3
j1,j2

are the SU(2)k fusion coefficients,

(39.427) N j3
j1,j2

=

1 if |j1 − j2| ≤ j3 ≤ min{j1 + j2, k − j1 − j2} ,

0 otherwise .

If ∆n = n2 − n1 is negative, it is understood that N
∆n
2

j,j′ = −N
|∆n|−2

2
j,j′ . The

B-branes Bj,s are not charged under RR-potentials, and so the Witten index
vanishes. For the charged B-branes Bs, we find

I(B1, B1) = 2[|B2〉RRG
]†|B1〉RRG

=
k + 2

2
,(39.428)

I(B−1, B1) = 2[|B0〉RRG ]†|B1〉RRG = −k + 2
2

.(39.429)



39.7. D-BRANES IN N = 2 MINIMAL MODELS 875

Finally, the index for the open string stretched between Bs and Aj,n,s is
given by

I(B±1, Aj,n,s) = 2[|B2/0〉RRG ]†|Aj,n,s〉RRG(39.430)

= ∓2
√

k + 2
2

S
k
4
, k+2

2
,1

j,n,s√
S

k
4
, k+2

2
,1

0,0,0

= ∓ e
iπ(n−s)

2 sin(π(j + 1
2)).

It is 1 or −1 if j is an integer, but it vanishes if j is 1
2 plus an integer.

39.7.3. Landau–Ginzburg Description of A-Branes. As men-
tioned, the N = 2 minimal model is realized as the IR fixed point of the LG
model of a single variable X with superpotential W = Xk+2. Here we study
A-branes in this LG model by considering its massive deformations. We
have seen that, in a massive LG model, the gradient flow lines of Re (W )
starting from a critical point sweep out a middle-dimensional Lagrangian
submanifold that defines an A-brane. In the model of a single variable X,
such A-branes are simply the preimages of the straight lines in the W -plane,
starting from the critical values and going to +∞ in the real positive direc-
tion.

The superpotential W = Xk+2 has a single critical point X = 0 of
multiplicity (k + 1) with critical value w∗ = 0. If we consider deforming
the superpotential by lower powers of X we will generically obtain (k + 1)
non-degenerate critical points {a} with distinct critical values {wa}. We
assume that Im (wa) are separate from one another. Then we would get
(k + 1) A-branes γa, one associated to each of the critical points, whose
W -images are lines starting from wa and extending straight to infinity in
the positive real direction. For large values of X the deformation terms are
irrelevant and the D-branes approach the preimages of the positive real axis
Xk+2 ∈ R≥0 ⊂ C, namely

(39.431) X = r · exp
(

2πiν

k + 2

)
, ν = 0, · · · , k + 1 , r ∈ [0,∞).

Thus we see that the X-plane is divided up into k +2 wedge shaped regions
by the k + 2 lines going from the origin to infinity making an angle of 2πν

k+2

with the positive real axis; we will denote such a line by Lν .
Any A-brane γa of the deformed theory is a curve in the X-plane that

will asymptote to a pair of such lines, say Lν1 and Lν2 with ν1 �= ν2. To see



876 39. BOUNDARY N = 2 THEORIES

this, we note that the deformed superpotential W is approximately quadratic
around any (non-degenerate) critical point a and the preimage of the straight
line emanating from W (a) in the W -plane splits into trajectories of two
points (wave-fronts) starting from a. The two wave-fronts approach the
lines Lν1 and Lν2 as they move away from the critical point. Since there is
only one preimage of W ∈ R≥0 in the vicinity of each Lν (near infinity), the
two asymptotic regions should be different for ν1 �= ν2.

Thus, in the deformed theory there are (k + 1) distinct A-branes, each
labeled by a pair of (modulo (k+2)) integers {ν1, ν2} which label the asymp-
totes it makes. Taking into acconut the orientation, there are 2(k + 1) of
them labeled by the ordered pair (νi, νf ). We will label such a D-brane by
γνiνf

.
The (k + 1) D-branes we obtain in this way will not intersect with each

other, as their images in the W -plane do not intersect one another. Never-
theless, as discussed in Sec. 39.4.3 the index I(γa, γb) = Tra,b(−1)F is not
in general zero (Eq. (39.297)). This in turn is given by the intersection
number of the cycles γ−

a and γ+
b which are obtained from γa and γb by

slightly tilting the W -images in the negative and positive imaginary direc-
tions respectively. Let us consider two allowed branes γνi,νf

and γν′
i,ν

′
f
. We

are interested in computing the Witten index of the theory of the oriented
open string starting from γνi,νf

and ending on γν′
iν

′
f
. If none of the νi, νf

and ν ′
i, ν

′
f are equal, the branes γ−

νi,νf
and γ+

ν′
i,ν

′
f

do not intersect, and thus
the index is zero. The more subtle case is when one of the νi, νf is equal to
one of the ν ′

i, ν
′
f . If they are both equal, then we get the Witten index to be

1 as discussed before. Without loss of generality we can order the branes so
that νi < νf and ν ′

i < ν ′
f (otherwise the intersection number is multiplied

by a minus sign for each switch of order). Thus there are only four more
cases to discuss. Let us also assume that ν ′

i + ν ′
f > νi + νf (by ν ′

f = νi we
mean ν ′

f = νi + k + 2). It is a simple exercise to see that in such cases

(39.432) I(γνi,νf
, γν′

i,ν
′
f
) =

1 if νi = ν ′
i or νf = ν ′

f

0 otherwise.

Now we come to the D-branes at the conformal point. Since the (k + 1)
D-branes make sense arbitrarily close to the conformal point, they survive in
the limit of the conformal point as well. The resulting cycles are the broken
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straight lines with a sharp corner at X = 0:

(39.433) γνi,νf
= Lνf

− Lνi .

We have different allowed pairs (νi, νf ) in the massive theory, depending
on the choice of the deformation polynomials: all of them survive at the
conformal point. Actually, any pair (νi, νf ) is realized in terms of a D-brane
for some deformation of W . Thus, the A-brane γνi,νf

exists at the conformal
point for any pair (νi, νf ) of mod (k + 2) integers. This gives us a total of
(k + 2)(k + 1) A-branes that are pairwise the same up to orientation. Here
we encounter an interesting effect: The number of D-branes jumps as we go
from the conformal point to the massive theory.

The fact that we have obtained (k+2)(k+1) such branes at the conformal
point is very encouraging as that is exactly the same as the predicted number
of Cardy states, as already established. Moreover, if we consider the range of
parameters where 0 ≤ νi < νf ≤ k+1 we see that |νf−νi| ∈ {1, . . . , k+1} and
νi +νf ∈ {0, . . . , 2k+2}. The range of these parameters exactly corresponds
to the quantum numbers (2j, n) labelling Cardy’s A-branes with s = ±1
that preserve the A-type supersymmetry with eiα = 1. This motivates us
to claim that the A-branes γνi,νf

are identified with Cardy’s A-brane Aj,n,s,
where the labels are related by

(39.434) |νf − νi| = 2j + 1, νf + νi = n, s = sign(νf − νi),

or

(39.435)
νf = n+2j+1

2

νi = n−2j−1
2

 s = 1,
νf = n−2j−1

2

νi = n+2j+1
2

 s = −1.

Note that this is compatible with the field identification (2j, n, s) =
(k − 2j, n + k + 2, s + 2): If we change νi → νf and νf → νi + k + 2 we get
the same brane back up to a flip in the orientation (reflected in s → s + 2).

Below, we provide further evidence for this identification. Along the
way we find a simple geometric interpretation of Verlinde ring and modular
S-matrix for SU(2) level k.

Geometric Interpretation of Verlinde Algebra. We would like to com-
pute the Witten index at the conformal point for the open string stretched
between two A-branes γν1

i ,ν1
f

and γν2
i ,ν2

f
and reproduce the index formula
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Eq. (39.426). One aspect of the formula is clear. The intersection num-
ber will not change if we rotate both branes by integral multiples of 2π

k+2 ,
which implies that the index will depend on n2 − n1 but not on the other
combinations of n1 and n2 (as n1 and n2 shift by the same amount under
the rotation). Moreover the appearance of (−1)

s2−s1
2 in the index is also

natural as that correlates with the choice of orientation on the D-branes.
So without loss of generality we set s1 = s2 = 1, i.e., as before we choose
ν1

f > ν1
i and ν2

f > ν2
i . Also in checking Eq. (39.426) it suffices to consider

the case where n2 − n1 ≥ 0, which is the same case as ν2
f + ν2

i ≥ ν1
f + ν1

i . It
is now clear that the index is 1 if

(39.436) ν1
i ≤ ν2

i < ν1
f ≤ ν2

f < ν1
i + k + 2

and it vanishes for all other cases. Note that the condition of getting non-
vanishing results in the case of equality follows from Eq. (39.432).

Now we use Eq. (39.435) to rewrite Eq. (39.436) as

n1 − 2j1 − 1 ≤ n2 − 2j2 − 1 < n1 + 2j1 + 1

≤ n2 + 2j2 + 1 < n1 − 2k1 + 2k + 3.

These four conditions can also be written as

(39.437) |j2 − j1| ≤
n2 − n1

2
≤ min[j1 + j2, k − j1 − j2].

(We used the fact that n2 − n1 and 2j2 + 2j1 are equal mod 2.) This is pre-
cisely the condition for non-vanishing of the SU(2) level k fusion coefficient,
and we have thus derived Eq. (39.426) from a purely LG point of view.

Overlap with RR ground states as Period Integral. We next compute
the overlaps of the boundary states and the supersymmetric ground states.
As shown in Eq. 39.5.3, they are given by the weighted period integrals
Eqs. (39.357)–(39.358), or by (anti-)holomorphic integrals Eqs. (39.363)–
(39.364) if the (Q+ + Q−) or (Q+ + Q−)-cohomology classes of the ground
states are expressed as in Eqs. (39.361)–(39.362). We will consider the
ground state wave-functions of the form Eqs. (39.361)–(39.362) where the
(anti-)holomorphic representatives are given by

Ωl = clX
ldX,(39.438)

Ωl̄ = clX
l
dX.(39.439)

For a suitable choice of cl, they define an orthonormal basis of the supersym-
metric ground states. To see this, we compute the inner product using the
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formula Eq. (39.365) (here we set the circumference β = 2 for simplicity):

gll̄′ =
∫

e−i(W+W )Ωl ∧ ∗Ωl̄′

= clcl′

∫
e−i(Xk+2+X

k+2
)X lX

l′
dX ∧ ∗dX

= 2clcl′

∫
e−2irk+2 cos((k+2)θ) ei(l−l′)θrl+l′+1drdθ.

At this stage, we see that they are orthogonal, gll̄′ = 0 if l �= l′ (we assume
0 ≤ l, l′ ≤ k). Expanding the exponential and performing the θ integral, we
find

gll̄ = 4π|cl|2
∫ ∞

0

∞∑
m=0

(−1)m

(m!)2
(rk+2)2mr2l+1dr

= 4π|cl|2
∫ ∞

0
J0(2rk+2)r2l+1dr

= |cl|2
2

k + 2

[
Γ
(

l + 1
k + 2

)]2
sin
(

π(l + 1)
k + 2

)
,

where J0(x) =
∑∞

m=0(−1)m(x/2)2m/(m!)2 is the Bessel function, and we
have used the integral formula

∫ ∞

0
xµ−1J0(ax)dx = 2µ−1[Γ(µ/2)]2 sin(πµ/2)/(πaµ).

Thus, they form an orthonormal basis if cl are chosen as

(39.440) cl = eiγl

√
k + 2

Γ( l+1
k+2)

√
2 sin(π(l+1)

k+2 )
,

where eiγl is some phase.
Now, let us perform the overlap integrals. We consider the brane

γνiνf
= γjns corresponding to Ajns, where νi, νf are related to jns via

Eq. (39.435). We consider in particular the one with s = 1. So γjns is a

broken line coming from infinity in the direction zi = e
πi(n−2j−1)

k+2 , cornering

at X = 0, and then going out to infinity in the direction zf = e
πi(n+2j+1)

k+2 .
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The overlap is

Πγjn1

l = cl

∫
γ−

jn1

e−iXk+2
X ldX

= cl(zl+1
f − zl+1

i )
∫ +∞−i·0

0
e−itk+2

tldt

= cl
1

k + 2
e

πi(n−1/2)(l+1)
k+2 2i sin

[
π(2j + 1)(l + 1)

k + 2

]
Γ
(

l + 1
k + 2

)
and

Π̃γjn1

l̄
= cl

∫
γ+

jn1

e−iX
k+2

X
l ∗ dX

= i cl

∫
γ+

jn1

eiXk+2X ldX

= i cl e
−πi(n+1/2)(l+1)

k+2 (−2i) sin
[
π(2j + 1)(l + 1)

k + 2

]
Γ
(

l + 1
k + 2

)
.

Using the normalization formula Eq. (39.440) with the phase choice

eiγl = −i e
−πi(l+1)
2(k+2) , we find that the above reproduce the overlaps obtained

earlier (Eqs. (39.421)–(39.422)):

(39.441) Π
γjn1

l =
√

2 〈Ajn1| l 〉, Π̃
γjn1

l̄
=

√
2 〈 l̄ |Ajn1〉.

Note that
√

2 is the standard factor associated with the GSO projection:
compare Eqs. (39.343) and (39.425).

Among the (k + 2)(k + 1) A-branes, let us choose (k + 1) of them,
γa,a+1 with a = 0, 1, . . . , k, which generate the charge lattice H1(C, B). It is
straightforward to see that the index Iab = I(γa,a+1, γb,b+1) and its inverse
Iab are given by

(39.442) Iab = δa,b − δa,b+1, Iab =

1 if a ≥ b,

0 if a < b.

Using this, and using the above expressions for Πa
l and Π̃a

l̄′
for γa,a+1 =

γ0,2a+1,1, it is straightforward to compute

k∑
a,b=0

Π̃a
l̄′I

abΠb
l = δl,l̄′ ,(39.443)

k∑
a,b=0

Π̃a
l̄′I

baΠb
l = − e−2πi l+1

k+2 δl,l̄′ .(39.444)
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This confirms the relations (39.397) and (39.398). Note that the ground state
| l 〉 is characterized by its vector R-charge FV = 2 l+1

k+2 − 1, or

e−πiFV = − e
−2πi(l+1)

k+2 . The latter Eq. (39.444) can also be regarded as
confirming that the ground state wave-function with holomorphic represen-
tative Ωl = clX

ldX indeed corresponds to the state | l 〉. Finally, the same
equation can also be regarded as the diagonalization of the fusion coefficients
using the modular S-matrix: Iab is essentially the fusion coefficients N j′′

jj′

while Πa
l is the modular S-matrix S j′

j .

39.7.4. Landau–Ginzburg Description of B-Branes. We now study
B-branes of the LG model W = Xk+2 by considering its massive deforma-
tions.

We have seen that a B-brane in a massive LG model is wrapped on a
complex submanifold on which the superpotential W is constant. Further-
more, in order for the supersymmetry to be unbroken, it has to pass through
some of the critical points of W . In the LG model with a single variable, this
means that only D0-branes localized at the critical points are possible. For
a generic deformation of W = Xk+2, there are (k + 1) critical points. Thus,
we find (k + 1) D0-branes at those points. As we have seen, the Witten
index of any pair of such branes is zero. Also, since the dimension of the
cycle, 0, is not one-half of the number of LG fields (which is 1/2), they have
vanishing overlaps with RR-ground states (see Eq. (39.375)). This means
that these B-branes are not charged under RR-potentials.

Actually, one can consider another LG realization of the N = 2 minimal
model. It is to add one variable, Y , with the quadratic superpotential Y 2.
Namely, we consider the model of two variables X,Y with the superpotential

(39.445) W0 = Xk+2 − Y 2.

In the IR limit, the Y sector simply goes away and we again obtain the
N = 2 minimal model. We will discuss its massive deformations, obtained
by adding lower-order terms in X to the superpotential W0. An advantage
in this realization is that one can now have middle-dimensional complex
submanifolds, that is, submanifolds of complex dimension 1. We are in-
terested in submanifolds passing through some critical points of W . Let
us focus on a neighborhood of a critical point (X,Y ) = (X∗, 0), where W

behaves as W = W (X∗) + c(X − X∗)2 − Y 2 + · · · . Then the submanifold
defined by W = W (X∗) has a double point singularity — it is a union
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of two curves Y = ±
√

c(X − X∗) + · · · intersecting at the critical point
(X,Y ) = (X∗, 0). Our previous discussion is not sufficient to study such a
D-brane. The only way to avoid this difficulty is to select either one of the
signs Y = ±

√
c(X −X∗) + · · · . This is consistent only if the superpotential

globally factorizes as W = (Y +
√

c(X−X∗)+ . . .)(−Y +
√

c(X−X∗)+ . . .).
To avoid linear terms in Y the dot terms + . . . must be the same, and there-
fore W should be of the form

(39.446) W = (X
k+2
2 + · · · )2 − Y 2 =

(
(X − a1) · · · (X − a k+2

2
)
)2

− Y 2,

up to addition of a constant. This is possible only if k is even. There are k+2
2

critical points at X = ai, Y = 0 plus k
2 more at other places. The subsets

(39.447) Z± = {Y = ±(X − a1) · · · (X − a k+2
2

) }

are smooth, middle-dimensional submanifolds obeying W = constant. Thus,
they define B-branes possibly with non-vanishing overlaps with RR-ground
states. They both pass through exactly k+2

2 critical points at X = ai, Y = 0.
One can apply the method developed in Sections 39.4.5 and 39.5.4 to

study some of the properties of these branes. First, the Witten index of
an open string ending on the same brane is the number of critical points
included in the brane. Thus,

(39.448) I(Z±, Z±) =
k + 2

2
.

We next compute the overlap of the corresponding boundary states and
RR-ground states. Since we consider B-brane boundary states and the
ground states from B-twist, the overlaps are given by topological disc am-
plitudes. To find the normalization of the ground states, we first compute
the topological metric (S2 amplitudes with two operator insertions). We
fix the holomorphic two -form as Ω = dY dX. An elementary way to com-
pute 〈O1O2〉 is to first compute the Hessian at each of the critical points
det ∂i∂jW and then sum O1O2/det ∂i∂jW over the critical points. The
contribution of the Y -sector to the Hessian is simply −2. The X-sector
contribution would be complicated to obtain, but we will use the following
technique: For holomorphic functions f(X) and g(X) we have

(39.449)
∑
g=0

f(X)
g′(X)

=
1

2πi

∮
Large circle

f(X)dX
g(X)

,
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where the contour is a large circle encircling all zeroes of g. Applying this
to g = ∂XW = (k + 2)Xk+1 + · · · and f = X l1X l2 , we find

(39.450)

〈X l1X l2〉 =
∑

∂XW=0

X l1X l2

(−2)∂2
XW

=
1

(−2)(k + 2)
δl1+l2,k + · · · W→W0−→ 1

(−2)(k + 2)
δl1+l2,k,

where (−2) is from the Y -sector, and + · · · are the terms that vanish in the
conformal limit W → W0 = Xk+2 − Y 2. Thus, the properly normalized
operators in the conformal limit are

(39.451) Ol =
√

2(k + 2)X l.

To compute the disc amplitudes, we must compute the “Pfaffian,” Eq.
(39.376), at each critical point included in Z±. Let us first consider Z+

and use the normal coordinate z = (X − a1)...(X − a k+2
2

) − Y . Then we
find Ω = dXdz and ∂X∂zW = 2∂X((X − a1) . . . (X − a k+2

2
)). Thus, the disc

amplitude is

(39.452)

ΠZ+

l =

k+2
2∑

i=1

√
2(k + 2)X l

2∂X((X − a1) . . . (X − a k+2
2

))

∣∣∣∣∣
X=ai

=
1

2πi

∮
Large circle

√
2(k + 2)X l

2(X − a1) . . . (X − a k+2
2

)
W→W0−→

√
2(k + 2)

2
δl, k

2
.

where we have used Eq. (39.449). Together with the topological metric
ηl,l′ = −δl+l′,k and the other overlap Π̃Z+

l = −ΠZ+

l , we reproduce the in-
dex Eq. (39.448) via ΠZ+

l ηll′Π̃Z+

l′ = k+2
2 . We also find ΠZ−

l = −Π̃Z−
l =

−δl, k
2

√
2(k + 2)/2, and

(39.453) I(Z+, Z−) = I(Z−, Z+) = −k + 2
2

.

As far as the ground state sector is concerned, we see that Z+ and Z− differ
only in their orientations. Moreover, in the conformal limit, Z+ and Z− are
geometrically the same in the vicinity of X = Y = 0. This suggests that
they indeed differ only in orientation in this limit.

Let us now compare with the result obtained by Cardy’s method. There
we have found k (resp. (k + 1)) uncharged B-branes if k is even (resp. k is
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odd), half of them (s = 0) preserving the opposite B-type supersymmetry
to that of the other half (s = 1). Some of them may correspond to the
(k + 1) D0-brane discovered in the LG description. However, it is hard
to make the relation more precise, since there is no non-trivial quantity
that is computable in the LG description. If k is even we have also found
four charged B-branes Bs (s = −1, 0, 1, 2) where Bs+2 and Bs differ just
by orientation, and Beven preserves the opposite supersymmetry to that of
Bodd. For a suitable boundary condition for the fermions, we see that Z+

or Z− corresponds to B−1 or B1. Indeed, the Witten indices agree, and we
also see

(39.454) ΠZ±
l =

√
2〈B∓1| l 〉, Π̃Z±

l = −
√

2〈 l̄ |B∓1〉.

The factor
√

2 is the one associated with the GSO projection. The minus sign
of the second equation can be traced back to the relation of the topological
states 〈 l | and the conjugate states 〈 l̄ | = −〈(k− l)| (which follows from the
comparison of the metrics).

39.8. Mirror Symmetry

In this section, we describe how D-branes are related by mirror symme-
try. Recall that mirror symmetry exchanges the supercharges Q− and Q−.
Since A-branes preserve the combination of the supercharges Q+ +Q− while
B-branes preserve Q+ + Q−, mirror symmetry exchanges A-branes and B-
branes. We will study how Lagrangian A-branes are related to holomorphic
B-branes. We will consider the correspondence between holomorphic branes
in sigma models and Lagrangian branes in Landau–Ginzburg mirrors, as
well as Lagrangian branes in sigma models and holomorphic branes in LG.

39.8.1. Holomorphic Bundles on X and Lagrangian Branes in
LG. In Sec. 39.6, where we have studied monodromy properties of D-branes,
we have seen a similarity between B-branes in Fano sigma models and A-
branes in Landau–Ginzburg models. Here we show that this is not a coinci-
dence — these branes are mapped to each other under mirror symmetry.

Let us take the example X = CPN−1. We have seen that this is mirror
to the Landau–Ginzburg model of N − 1 periodic variables Y1, . . . , YN−1 of
periodicity 2πi with superpotential

(39.455) W = e−Y1 + · · · + e−YN−1 + e−t+Y1+···+YN−1 .
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Here t = r − iθ corresponds to the complexified Kähler class parameter of
CPN−1, where θ determines the B-field, Eq. (15.71). The superpotential
has N critical points p� (� ≡ � + N), where p� is at e−Y1 = · · · = e−YN−1 =
e−t/N e2πi�/N .

Let us first find, in the theory with θ = 0 (B = 0), the mirror of the
D-brane wrapped totally on CPN−1 and supporting the trivial U(1) gauge
field. We recall that the mirror symmetry was derived using the linear sigma
model — U(1) gauge theory with charge 1 chiral superfields Φ1, . . . ,ΦN . The
variables Yi (i = 1, . . . , N) were obtained by T-dualizing along the phase of
Φi. The D-brane wrapped on CPN−1 with trivial gauge field is lifted in
the linear sigma model to a pure Neumann boundary condition. What is
relevent here is the fact (see Sec. 39.1.3) that T-duality maps the Neumann
boundary condition on S1 to the Dirichlet boundary condition on the dual
circle S̃1, where the gauge field on S1 corresponds to the position of the
dual brane on S̃1. When this rule is applied to the linear sigma model
fields, we find that the pure Neumann boundary condition on Φi is mapped
to the D-brane boundary condition ImYi = 0 on Yi. Thus, we find that the
D-brane wrapped on CPN−1 with trivial gauge field on it is mirror to the
D-brane wrapped on the middle-dimensional submanifold ImYi = 0. The
latter is indeed a Lagrangian submanifold and its W -image is the straight
line emanating from W (p0) = N and extending in the positive real direction.

Let us now apply to this mirror pair an axial R-rotation. The axial
R-rotation shifts the theta angle of the linear sigma model as θ → θ− 2Nα.
This reduces in the non-linear sigma model to the shift of the B-field. Thus
the trivial B-brane on CPN−1 is now under the influence of a non-trivial B-
field. On the other hand, on the LG side this induces a rotation of the critical
points and their critical values: W (p�) = N e2πi�/N → N e−2iα+2πi�/N . In
fact this axial R-rotation shifts the fields Yi as Yi → Yi + 2iα. Thus, the
A-brane is deformed to ImYi = 2α. The image in the W -plane is a straight
line emanating from the new critical value N e−2iα and making an angle
−2α with the real axis. Now, consider the special value α = π/N . At this
value, the set of critical points is the same as the starting configuration: p�

has moved to the position where p�−1 was. Now we recall the fact that a
D-brane in the theory with a quantized value B0 of the B-field is identical
to a D-brane in a theory with trivial B-field supporting a non-trivial U(1)
gauge bundle whose first Chern class c1 is related to B0. In the present case,
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θ = −2π corresponds to a gauge bundle with
∫
� �1 c1 = 1. The holomorphic

line bundle with this topology is simply O(1). Thus, we have seen that
O(1) is mirror to the A-brane through p−1 whose W -image is the straight
line emanating from W (p−1) = N e−2πi/N and extending straight to infinity
with angle −2π/N with the real axis. Repeating this procedure, we find that
O(−�) is mirror to the A-brane through p� whose W -image is the straight
line emanating from W (p�) = N e2πi�/N and extending straight to infinitly
with angle 2π�/N with the real axis.

Since the axial rotation rotates the supercharges, in general, D-branes
obtained in this way preserve different combinations of supersymmetry com-
pared to the original one which is Q+ + Q−. In the LG side, a D-brane
preserving Q+ + Q− is obtained by deforming the cycle so that the W -
image is rotated around the critical value and becomes parallel to the real
axis. This is depicted in Fig. 18 in the example of O(−1) and O(1) on
CP5. For the bundles O(2), O(3), . . . or O(−2), O(−3), . . ., it is impos-

(a) (b) (c)

Figure 18. a) O(0), b) O(−1), c) O(1)

sible to rotate the cycle so that the images in the W -plane are paral-
lel to the real axis without passing through other critical values. One
can avoid this cross-over by bending the branes, although it results in the
breaking of the supersymmetry. Bending in the clockwise direction, we
obtain the collection of bundles {O(0), . . . ,O(n + 1)}, which are excep-
tional collections as we have seen above. By partially changing the di-
rection of bending, we can obtain other exceptional collections as shown
in Fig. 19 for the case of P5. If we order the lines in terms of decreas-
ing asymptotic imaginary part, then the exceptional collection in Fig. 19(b)
is {O(−3),O(−2),O(−1),O(0),O(1),O(2)} and the exceptional collection
in Fig. 19(c) is {O(−2),O(−1),O(0),O(1),O(2),O(3)}. These exceptional
collections are related to one another by mutations. The similarity of the
monodromy property observed in Sec. 39.6 can thus be understood as a
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(a) (b) (c)

Figure 19. Three exceptional collections.

consequence of mirror symmetry. For bundles Ei corresponding to super-
symmetric (straight) A-branes γi, the spaces of open string supersymmetric
ground states match with each other

(39.456) Ext•(Ei, Ej) ∼= HF •
W (γi, γj).

39.8.2. Lagrangians in X and Holomorphic Branes in LG. We
next consider A-branes in toric sigma models and B-branes in LG models.
In both cases, the combination of supercharges that defines the topological
theory is preserved by the boundary condition. In Sec. 39.4, we have seen
that the relation Q2 = 0 can be modified: it can be broken by an anomaly
in non-linear sigma models while it can be modified at the classical level
in LG models. In the case where the sigma model and the LG model are
mirror to each other, the two modifications of Q2 = 0 should match. In
other words, one can use mirror symmetry to predict when we expect the
quantum anomaly of Q2 = 0 in the sigma model.

Let us consider the general toric manifold X, defined by the charges Qa
i

(i = 1, . . . , N , a = 1, . . . , k). One can construct a boundary interaction in
the linear sigma model that includes a boundary analogue of the F-term that
depends holomorphically on parameters s1, ..., sN obeying

∑N
i=1 Qa

i si = ta.
We denote sj = cj − iaj . In the sigma model limit ea → ∞, the boundary
interaction reduces to the one for the D-brane wrapped on the torus TN−k

c

defined by |φi|2 = ci with the Wilson line

(39.457) Aa =
N∑

i=1

[
aidϕi − θaMabQ

b
icidϕi

]
,
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where ϕi = arg φi and Mab is the inverse matrix of
∑N

i=1 Qa
i Q

b
ici. Eq. (39.457)

is well defined on X if and only if the constraints
∑N

i=1 Qa
i si = ta are satis-

fied. Dualizing the boundary theory, we find that the mirror of (Tc, Aa) is a
D0-brane in the LG model located at e−Yi = e−si .

Now, we come to an interesting point. Let us consider such A-branes,
(Tc(1) , Aa(1)) and (Tc(2) , Aa(2)). They are mirror to a pair of D0-branes at
e−Y = e−s(1)

and e−s(2)
. We have seen that, for such a pair of B-branes in

the LG model, the open string supercharge squares to

(39.458) Q2 ∝ W ( e−s(2)
) −W ( e−s(1)

).

The quantum anomaly for the A-branes in X vanishes if and only if the right-
hand side vanishes. This also applies to the most general case where the
mirror B-branes are not necessarily D0-branes. Thus, we find the condition:
for a pair of Lagrangians with flat connections, the quantum anomaly of
Q2 = 0 vanishes if and only if the W -values of the mirror B-branes match
with each other.

Supersymmetry is spontaneously broken unless the point e−Yi = e−si

is a critical point of the superpotential W . This is a strong constraint
on Tc and Aa. For example, consider X = CP1 where the mirror is the
N = 2 sine-Gordon model W = e−Y + e−t+Y . There are two critical points
e−Y = ± e−t/2. The corresponding branes are wrapped on the equator Tr/2

and have Wilson line 0 or π.
One can use this mirror symmetry to solve the open topological sigma

model for (Tc, Aa) in terms of the open topological LG model for the cor-
responding D0-brane. Let (θ)n := θ

1 · · · θn be the chiral ring element of
the boundary LG model. This corresponds to the volume element of Tc.
The cylinder amplitude with (θ)n insertion at both boundaries is given by
det ∂i∂jW at the D0-brane location p. The disk amplitude with boundary
(θ)n insertion and a bulk chiral ring element O inserted in the interior is
the value of O at p. It is a simple exercise to show that, for X = CP1, this
gives the correct number of holomorphic disks with the boundary lying in
the equator Tr/2.
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Sec. 25.1.1. Recursions for rational plane curves. The presentation is

taken from [102]. For a check that the right-hand side of Eq. (25.1) (in
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Chapter 27
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Sec. 27.3. Localization on the moduli space of maps: Determination of
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[163]. The presentation in this section is taken directly from [118].

Sec. 27.5. The Aspinwall–Morrison formula. Manin’s proof of the
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Chapter 28
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Chapter 29
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[26], [27], [170], [105], [108]–[110]. The presentation in this chapter is
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Sec. 29.1 Overview of the conjecture. The prediction of Candelas, de la
Ossa, Green, and Parkes appeared in [45].

Sec. 29.1.2 The Clemens Conjecture. See [248] for the reason why there
exist nodal degree 5 rational curves on a generic quintic. For the quintic, the
numbers nd are enumerative at least for d ≤ 9 ([145], [157]; for a discussion
of higher degrees, see [158]). See [63] Section 7.4 for more discussion of the
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Chapter 30
The Mirror conjecture for hypersurfaces II — the CY case. This proof is

taken from [207] Section 4. The method follows Givental’s approach [108].
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Part V

Chapter 31
Topological strings were first introduced by Witten in [262] .
For topological twisting for CFTs, and topological strings examined in

the context of CFT, see Eguchi and Yang [81]. For topological strings and
the holomorphic anomaly, see the BCOV papers [24] and [25].

For the Dijkgraaf–Verlinde–Verlinde formula on associativity of the chi-
ral ring, see their paper [70] on topological strings In D < 1.

Chapter 32
The references for the material in this chapter are the two papers on

M-theory and topological strings [114] as well as [147].

Chapter 33
A related but slightly different approach to a mathematical of the GV

invariants has been proposed in [138]. Our approach follows [147] with
some extensions.

The K3 situation was discussed in [271]. Related mathematical work in
the K3 case appears in [18, 87].

Our deformation analysis of smooth curves is from Ch. 8 of [47]. There
is a more general analysis for Calabi–Yau threefolds with ordinary double
points in [54].

See [164] for an introduction to homological mirror symmetry.
Example 33.0.6 is from [35], where different computational techniques

were used.
The classification of singularity types of a general surface section of the

contraction of a curve is from [150].

Chapter 34
Ch. 34 Multiple covers, integrality, and Gopakumar–Vafa invariants. A

sketch of a natural approach to Conjecture 34.0.1 in the symplectic category
can be found in [63]. In the quintic case, a number theoretic approach is
also possible via hypergeometric series (see [179]). The Gopakumar–Vafa
invariants were first defined in [112], [113]. There should be a relationship
between Eq. (34.3) and multiple cover contributions, see [208], [37]. For
compelling evidence of Gopakumar and Vafa’s mathematical construction of
ng

β using a moduli space of sheaves on X, see [147], [137]. A refined version
of Conjecture 34.0.2 for local Calabi–Yau geometries is proposed in [37].
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Sec. 34.1 The Gromov–Witten theory of threefolds. The presentation
follows [208]. The Hodge integral

∫
Mg

λg
g−1 was computed in [84]. For

more motivation for Pandharipande’s conjecture 34.2.1, see [208]. In the
case

∫
β c1(X) = 0, the integrality constraint is believed to be “equivalent”

to a suitably defined cover formula; see [208], [37] for a discussion.
Sec. 34.3 Consequences for algebraic surfaces. See [199] for the expla-

nation of why λ2 satisfies a boundary relation in M2.
Sec. 34.4 Elliptic rational surfaces. See [34] for further details, including

a proof of Conjecture 34.3.2 for the classes Lk. The proof that F (q) wis a
modular form is due to Bryan and Leung [36].

Chapter 35
Most of the material presented in this section goes back to the papers

[24] and [25]. The derivation of the partition function of string theory on
the torus may require some standard string theory background, see e.g.,
[212]. The duality group for string theory on tori is reviewed in [111]. The
evaluation of F1 on the torus has some phenomenological interest as it cap-
tures threshold corrections to the gauge couplings below the string scale in
orbifold compactifications, see e.g., [72], where useful explicite calculations
can be found.

For the mathematical discussion of the Ray–Singer torsion and the Quil-
len anomaly see [218] and [216]. Reference [28] deals specifically with the
differential equations for the determinants needed to calculate F1 on Calabi–
Yau spaces.

The open string action is presented e.g., in [268] and [171]. The calcu-
lation of the determinants for the open string can be done following [6].

The necessary material concerning the mirror map and the genus 0 am-
plitudes on Calabi–Yau spaces was reviewed in Sec. 6, but see also [45],
[136]. The same formalism for the local case was specifically considered in
[146],[53] and [160]. The explicit higher-genus (g > 2) calculations were
done in [160] and [147]. Some direct calculations of the ng

d for the quintic
and the O(−3) → P2 case can be found in [147].

Chapter 36
For further detail on geometric engineering of QFTs see [146] and [149],

and the review articles of Klemm [159], Lerche [172] and Mayr [190].
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For the large N limit of Chern–Simons theory and the relation to topo-
logical strings see the original paper of Gopakumar and Vafa [115] .

For the connection to knot invariants, see [205], [166], and [167].

Chapter 37
For an introduction to effective actions from string theory, read [120],

Chs. 13, 14, and [212], Chs. 12, 17, 18. Non-perturbative mirror symmetry
first appeared in [90]. The condition of conformality on bosonic D-branes
was derived in [67]. Polchinski showed that D-branes carry non-perturbative
Ramond–Ramond charge in [210]. BPS states in general supersymmetry
algebras can be found in [252]. Boundary states and the open/closed string
channel are discussed in D-brane cycle conditions were derived from the low
energy point of energy point of view in [19], and from the conformal view
in Ref. [204] (no gauge field). D-brane conditions including B-field and
gauge field on the brane are derived in Ref. [188]. The special Lagrangian
fibration conjecture appeared in Ref. [234]. The moduli space of special
Lagrangian submanifolds was first discussed in Ref. [191]. The complexified
moduli space of special Lagrangian cycles was discussed in Ref. [234] and
Ref. [130]. Mirror Calabi–Yau manifolds are shown to have dual torus
fibrations by M. Gross in Ref. [126]; also by W.-D. Ruan in Ref. [221].
Mirror symmetry with bundles is due to Vafa (Ref. [246]). Witten derived
the result that Chern–Simons theory (resp. holomorphic C–S theory) is the
string field theory of the open string A-model (resp. B-model) in Ref. [267].
A gerbes to mirror symmetry can be found in [130], and is due to Hitchin and
Chatterjee. Also in that paper is a discussion of D-brane (A-cycle) moduli
space. The “definitive” description of B-cycles is still lacking. The role of the
tachyon in D-brane annihilation was conjectured by Sen in [230, 231], and
emphasized by Witten in Ref. [269]. Superconnections are due to Quillen
(see, e.g., Ref. [217]. Douglas and collaborators have studied the physics
of the derived category; a review can be found in Ref. [75]. Kontsevich’s
conjecture can be found in Ref. [164]. Fukaya developed the A∞ category
of Lagrangians in [96, 98]. The example of the elliptic curve is worked out
in detail in [215]. The The real Fourier transform functor appears from the
topological point of view (for tori) in Ref. [7] and from the geometric point
of view developed in this chapter in [176]. Kontsevich discusses the relation
between his conjecture and the usual mirror symmetry in his original paper,
[164].
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Chapter 38
The splitting of boundary conditions on the worldsheet into purely com-

plex and symplectic sides is due to Witten [267], and interpreted in the
context of mirror symmetry exchanging the two is in [246]. The reformula-
tion of mirror symmetry as the statement of equivalence of two associated
categories of D-branes (long before D-branes were invented) is in [164].
That considering the complex and symplectic structures independently re-
flects the physics is referred to as the “decoupling conjecture” in Ref. [33],
and checked there in a number of cases. For standard theory of hermitian
metrics and connections on holomorphic vector bundles see Sec. 5.2.1 and,
for example, Section 0.5 of Ref. [121]. A proof of the of a ∂̄-operator with
∂̄2 = 0, giving a bundle a holomorphic structure, is in Chapter 2 of [73].

Symplectic structures and reduction on the infinite dimensional space of
connections on a bundle were introduced in [9]. Using the gradient flow of
minus the norm square of the moment map was exploited mainly by Donald-
son in infinite dimensions, for instance to prove (38.2.2) on algebraic surfaces
in [73] (where there are more references to original sources). Uhlenbeck and
Yau prove Theorem 38.2.2 in Ref. [243]. For deformed instanton equations
such as those of Ref. [188] little analytical work has yet been done, but the
corresponding results for a related equation (associated with Gieseker stabil-
ity) are in Ref. [174], with similar symplectic structures to those discussed
here in Ref. [175]. The stability condition we describe should presumably be
related to the the ‘Π-stability’ of Ref. [76]. The algebro-geometric construc-
tion of moduli of stable sheaves (as opposed to the more standard Gieseker
stable sheaves) was accomplished for a complex surface in Ref. [177].

That D-branes should take their charges in K-theory was proposed in
[195] and [269]; the role of tachyons between branes was discovered in [231].
For an introduction to derived categories, their motivation and geometric
meaning see [238]; for proper rigorous accounts try [106], [144], [250].
Reconstruction of a variety (with ample (anti-)canonical bundle) from its
derived category is proved in Ref. [29], and the fact that all equivalences
are Fourier–Mukai transforms ( [197]) is proved in [206], based on work in
Ref. [198]. The main result of Ref. [12], expressing moduli of string theories
on K3 surfaces in terms of just the Mukai lattice, can be reinterpreted as
saying that the derived category determines the string theory, by a result of
Ref. [206]. That a flop induces an equivalence of derived categories is proved
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in many cases in Ref. [29] and in general in Ref. [31]. The Fourier–Mukai
transforms by mirror symmetry and the monodromy transformations around
rational double points of the mirror (symplectic) manifold are studied in
Ref. [229]. Fourier–Mukai transforms and derived featured in the physics
literature in, for instance, [134], [11], [15]. Since the summer school took
place the role of the derived category in string theory has been dramatically
clarified in [75] as the category of topological boundary conditions of the
conformal field theory.

The second half of the chapter, on Lagrangians, is based on [239] and
[240] (in which there are more details), in turn inspired by [164] and [98].
Graded Lagrangians are due to Kontsevich [164] and studied by Seidel in
[227] (where it is shown that Lagrangian connect sums are gradeable if and
only if the Floer index of their intersection is 1). Their definition is the one
we gave in Sec. 37.7.1; the one given in Sec. 38.4 is slightly different in using
the complex structure, and using orientations: we pass to the Z2-orientation
cover of the Lagrangian Grassmannian, then to its universal Z-cover; this
is equivalent to the standard definition. The Ricci-flat metric on a Calabi–
Yau manifold is provided by the fundamental result of Yau [270]. Special
Lagrangians were introduced in [129], and derived from supersymmetry in
[19]. The deformation theory of sLags is due to McLean [191].

Floer homology for Lagrangians originated in [91]. The obstruction
theory for (special) Lagrangians and their Floer theory has now been worked
out in [97]. Explicit mirror calculations of obstructions appear in [97] and
[142]. That stable holomorphic bundles (six-branes) can be obstructed is
shown in [237].

The holomorphic Chern–Simons functional was introduced in [267], and
its geometry studied in [236], where the holomorphic Casson invariant is
also defined, as suggested in [74], and calculated in examples such as the
one mentioned in the footnote. The mirror relation between the real and
holomorphic Chern–Simons functionals is suggested in [246], which has been
further developed after completion of the school in [1, 2]. This mirror
relationship has also been proved in a special case in [176]. The complexified
functional that allows the extension to non-Lagrangian submanifolds is due
independently to Chen and Tian [52] and to [239]. Joyce’s study of counting
sLag homology three-spheres is begun in [140]. Perhaps the first person to
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suggest the mirror equality of real and holomorphic Casson invariants was
Tyurin [242].

Mean curvature flow for Lagrangians is studied in [233]; see also [224],
[240] for more details about minimising volume of Lagrangians. Lagrangian
connect sum and the symplectic monodromy results quoted are in Ref. [226].
Joyce’s examples are in Ref. [140], based on work of Lawlor [169]. That
slope should be mirror to slope is a slogan of Ref. [215]; see also Ref. [76]
for the more complicated situation. The mirror monodromy calculations in
the derived category (Eqs. (38.29) and (38.30)) are from Ref. [229]. In-
terpreting Joyce’s obstruction as a marginal for sLags is due to Ref. [76],
and an earlier example of this phenomenon is in Ref. [232]. Stability for
Lagrangians, moment maps, and the conjecture, are from Ref. [239]. Mean
curvature flow, the limiting Jordan–Hölder sLag decomposition and other
details are from Ref. [240]. There examples are worked out proving the
conjecture for mean curvature flow to the sLags of Ref. [232], and unique-
ness of sLags in hamiltonian deformation classes is proved under some Floer
homology conditions. Atiyah’s classification of sheaves on T 2 is from Ref.
[8], and convergence of mean curvature flow is due to Grayson in [119].

Chapter 39
Materials recorded in this Chapter are partly classic, partly new but

known, and partly original. In paricular, the discussion on charged B-branes
in Landau–Ginzburg models has not appeared in the literature.

First of all, we again cite the fundamental papers on D-branes [67] and
[131]. Boundary states are introduced in [40, 213].

See Ooguri–Oz–Yin [204] for a discussion of the supersymmetric condi-
tion for D-branes in Calabi–Yau spaces. The condition of supersymmetry for
D-branes in Landau–Ginzburg models is found in [116] and [133]. A-branes
that are not Lagrangian were extensively studied in [143].

The paper [148] was useful in preparing the discussion on R-anomaly.
Supersymmtric ground states for open strings stretched between La-

grangian submanifolds is extensively studied in [97]. Open string ground
states for a pair of A-branes in Landau–Ginzburg models and for a pair of
B-branes in non-linear sigma models are studied in [133]. A part of the
discussion on the open string ground states for a pair of B-branes in LG
models is in [132], but the rest is original.
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Properties of overlaps of boundary states and RR ground states were
originally discussed in [204] and [133].

For background references for D-branes in rational conformal field the-
ory, see [139] and [48]. The basic reference for D-branes in N = 2 minimal
model is [184]. For minimal model D-branes in Landau–Ginzburg descrip-
tion, we again refer to [133] and [132], but the discussion on charged B-
branes is original.

Mirror symmetry between B-branes in toric manifold and A-branes in
LG models is studied in [133] and [228]. Mirror symmetry between A-branes
in toric manifolds and B-branes in LG models is studied in [132]. For mirror
symmetry between special Lagrangians in toric Calabi–Yau and holomorphic
branes in the mirror CY, with computation of space-time superpotential, see
[1] and [2].
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action, 146

ADE singularity, 99, 337, 677

adjunction formula, 53, 521, 667

affine structure, 703

ALE space, 372

almost complex structure, 68, 487, 488,

627

integrable, 488

angular momentum, 282

annulus amplitude, 657, 661

anomaly, 295, 833

axial, 353, 589, 813

factorization, 660

holomorphic, 593, 597, 654, 657, 662,

668, 672

Quillen, 597, 646, 656

R-anomaly, 809

anomaly-free, 809

anti-brane, 708, 739

anti-chiral superfield, 273

twisted, 274

anti-topological theory, 427

arithmetic genus, 490

Aspinwall–Morrison formula, 537, 546,

635

asymptotic freedom, 366

Atiyah–Bott fixed-point theorem, 58

autoequivalence, 760

auxiliary field, 277

B-brane, 800, 805, 838, 847, 855, 856,

872

B-cycle, 707

B-field, 254, 294, 687, 798, 803, 806, 867

B-model, 87, 654, 655, 657, 658, 685,

686, 730

B-twist, 401, 416, 420, 592, 850, 856

bare

coupling, 325

field, 325

Batyrev’s construction, 665

Bekenstein–Hawking entropy, 612

Beltrami differential, 422, 590, 596

Bernoulli number, 552, 610, 638

beta function, 326, 327, 329

Bianchi identity, 50, 75, 247, 252

black hole, 612

entropy, 695

blow-down, 126

blow-up, 97, 123–125, 369

boson–fermion equivalence, 266

bosonic, 155

Bott residue formula, 537

Bott–Morse function, 233, 303

bound state, 704

boundary

state, 454, 779, 847ff

boundary condition, 450, 766ff

Dirichlet, 450, 659, 767ff

Neumann, 450, 659, 767ff

twisted, 259

boundary divisor, 500, 510

boundary field theory, 697
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boundary lemma, 513

boundary stratum, 499

BPS

configuration, 447, 469

soliton, 435ff, 436, 447, 470

state, 606, 607, 615, 616, 619, 636, 671,

694

bubbling, 499, 513

bundle

polystable, 736, 737, 743, 744, 755

semistable, 736, 744

c-theorem, 790

Calabi–Yau, see Calabi–Yau, manifold

condition, 74

correspondence, 393

form, 91

hypersurface, 130

manifold, 55, 64, 72, 77, 299, 329, 337,

416, 434, 464, 523, 571ff, 587, 720,

761, 851, 857

mirror, 603

non-compact, 474, 842

moduli space, 78, 82

n-fold, 455, 654, 816, 867

threefold, 130, 548, 562, 587, 589, 600,

617, 625, 630, 662, 679, 853

Cardy’s construction, 871

Čech cohomology, 34

Čech–de Rham cohomology, 36

Čech–Dolbeault isomorphism, 37, 81

characteristic class, 45

charge, 114, 115

central, 283, 693, 790, 870

conserved, 208, 214, 279, 776

R-charge, 826, 830, 836, 863

charge fractionalization, 390

charge lattice, 859

Chern

character, 51, 704, 740

class, 45ff, 297, 317, 810

Chern–Simons theory, 680, 684–687, 690

holomorphic, 705

chiral field, 164

twisted, 466

chiral multiplet, 284, 351, 472

twisted, 284

chiral operator, 398

twisted, 398

chiral ring, 164, 165, 337, 397ff, 404ff

twisted, 398

chiral superfield, 273, 335, 435

twisted, 281, 382

Chow group, 116

Chow ring, 485

classifying space, 58

Clemens conjecture, 561

Clifford algebra, 254

coherent sheaf, 707, 708, 736, 739

comparison lemma, 513, 528

complete conic, 502

complete intersection, 374, 377

complex

manifold, 78

structure, 67, 70

submanifold, 806

complex of sheaves, 740

Compton wavelength, 327

cone, 102, 105, 108, 122

polyhedral, 102

confinement, 381

conformal field theory, 335

conformal structure, 487

conifold, 95, 684

singularity, see singularity, conifold

transition, 98

conjugate momentum, 174, 769

connect sum, 758, 759, 763

connection, 13

HYM, 731, 735, 743, 762

Levi–Civita, 15

conservation equation, 238

conserved current, 239, 279, 293

coordinates, 4, 25

flat, 457, 588

homogeneous, 25, 105, 123, 133

correlation function, 163, 410, 418, 421

topological, 404, 418
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correlator, 553, 560, 562, 564, 571, 577

correspondence principle, 724

cotangent bundle, 9

holomorphic, 69

crepant resolution, 95

critical point, 197, 202, 205, 836, 847

curvature, 16

D-brane, 449ff, 606, 684, 692ff, 709, 729ff,

742, 767

worldvolume, 696

∂̄-operator, 71, 731, 735

D-term, 274, 331, 438, 463

D2-brane, 609, 615, 618

de Rham

cohomology, 20, 71, 210, 410

cohomology complex, 19

decoupling, 331

Dedekind eta function, 246, 650, 771

deformation, 161

conifold, 96

Hamiltonian, 751, 752, 755, 760

invariance, 160

long exact sequence, 506

obstructions to, 505, 748

of complex structures, 79

unobstructed, 748

deformation theory, 504

degeneration, 495

Dehn twist, 757, 760

del Pezzo surface, 369

Deligne–Mumford stack, 484, 541, 542,

572

derived category, 708, 719, 730, 738ff

autoequivalence, 739

inverting arrows in, 741

descendant invariant, 526ff, 557

determinant, 660

differential form, 10, 18

dilaton equation, 514, 527

dimensional transmutation, 331, 354

Dirac fermion, 254, 260, 278, 768, 775,

782, 787

Dirac operator, 411, 660, 827

Dirac’s sea, 259

Dirac–Born–Infeld action, 700

divisor, 39

T -invariant, 107, 108, 129, 136

divisor equation, 527

Dolbeault

cohomology, 41, 58, 839

operator, 215, 410, 812

Donaldson–Uhlenbeck–Yau theorem, 736

dual graph, 489

dualizing sheaf, 492

Dynkin diagram, 99, 677

edge, 103, 105, 106

effective action, 325, 382

elliptic curve, 78, 495, 591, 641, 714, 762

elliptic fibration, 130, 667

elliptic rational surface, 643

entropy

boundary, 791, 793

bounded, 789

enumerative prediction, 672, 673

equation of motion, 170, 252, 326, 449

equivariant cohomology, 58ff, 62, 535ff,

566

Euler characteristic, 18, 45, 58, 191, 589,

610, 625, 626

Euler class, 45, 63, 523, 550, 617

Euler–Lagrange equation, 170

evaluation map, 503

exceptional

collection, 869

pair, 868

sheaf, 868

exceptional divisor, 97, 370

excess intersection, 47, 65

formula, 525

extension class of sheaves, 743

extensions of holomorphic bundles, 737

F-term, 275, 331, 387, 463, 602, 604, 608

twisted, 275, 331, 405

F-theory, 130

fan, 101ff, 115, 128, 131

morphism of, 127
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normal, 133

simplicial, 124

Fano manifold, 365, 559, 568, 640, 868

Fayet–Iliopoulos (FI) parameter, 112, 118,

351, 353, 465

Fermat quintic, 478

fermion number operator, 185

fermionic, 155

Feynman diagram, 152, 154, 172, 320,

585, 599, 681, 683

Feynman graph, 681, 692

fixed point, 57

flag, 542, 543

flat U(1) connection, 747

Floer cohomology, 749, 832, 838

Floer homology, 831

flop, 125

forgetful map, 528

forgetful morphism, 498, 503

Fourier–Mukai transform, 708, 723, 739

free energy, 154

of a point, 515

frequency, 314

Frobenius manifold, 87

Fubini–Study metric, 359, 360

Fukaya composition, 719

Fukaya’s A∞ category, 710, 730, 745

Fulton–MacPherson configuration space,

502

fundamental solution, 555

g-theorem, 791

gauge

field, 146, 296, 342, 800

symmetry, 341

gauged linear sigma model (GLSM), see

sigma model, gauded linear (GLSM)

Gauss–Manin connection, 84, 430

Gaussian measure, 153

generating function, 647

geometric engineering, 108, 130, 677

gerbe, 707

Givental’s polynomiality condition, 577

GKO construction, 870

GKZ decomposition, 113, 118

Goldstone

boson, 344

mode, 344

Goldstone’s theorem, 344

Gopakumar–Vafa invariant, 611, 615ff,

635ff, 670

graded Lagrangian, 715

gradient flow, 44, 737, 836

grading, 745, 754, 759

Grassmann variables, 155

Grassmannian, 329, 502

Lagrangian, 815, 818

gravitational descendant, 725

invariant, 526

Gromov–Witten

invariant, 64, 94, 526ff, 546, 550, 564,

611, 617, 619, 627, 633, 635, 640,

647, 671

open string, 706

potential, 635, 637

theory, 615, 627

Grothendieck–Riemann–Roch formula, 52,

56, 488, 717

ground state, 306, 307

Ramond–Ramond (RR), 645

RR, overlap with, 849, 878

group cohomology, 58

GSO projection, 266, 872

Hamiltonian, 147, 171, 173, 174, 282

Hamiltonian deformation, 745, 746

harmonic oscillator, 239

simple, 174

supersymmetric, 194

helix, 869

Hermitian metric, 70

Hermitian symmetric space, 329

Hermitian-Yang–Mills

connection, see connection, HYM

equation, 697, 730, 731, 733

Hessian, 201, 303, 664, 859

Higgs mechanism, 346, 704

Hilbert scheme, 623, 625, 630
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Hirzebruch surface, 29, 106, 371

Hirzebruch–Riemann–Roch theorem, 586

Hitchin–Kobayashi correspondence, 761

Hochschild cohomology, 725

Hodge

bundle, 84

bundle, 83, 86, 516, 550

decomposition, 22

numbers, 71

star, 21

theory, 22

holomorphic bundle, 730, 739, 855, 867,

884

holomorphic Casson invariant, 747

holomorphic Chern–Simons functional, 749,

750

holomorphic vector field, 57, 217

zeroes, 57

holonomy, 72, 453, 600, 685

homological mirror symmetry conjecture,

730

Hopf index, 58

hyper-Kähler rotation, 756

improved connection, 860

index, 812, 815, 827

supersymmetric, 848

index theorem, 297

infrared, 314

divergence, 346

instanton, 220, 224, 680

number, 559, 667

integrality conjecture, 641

integration, 18

intersection number, 114, 115, 438, 442

intersection product, 43

Ishibashi state, 871

isotropy group, 484

j-line, 495

Jacobian, 18

Jordan–Hölder decomposition, 737, 762

K-theory, 741, 742, 867, 868

Kähler

class, 317, 329

complexified, 361, 593, 687

cone, 74, 363

metric, 71, 315

potential, 72, 86

Kaluza–Klein reduction, 147, 601

knot, 688

invariant, 690

trivial, 689

Kontsevich’s

conjecture, 709, 719, 727, 730, 739,

742

recursion, 509, 512

theorem, 515

Lagrangian

connect sum, 754

graded, 745, 760

stable, 760

submanifold, 688, 745, 751, 801, 802,

821, 857

Landau–Ginzburg

A-brane, 875

B-brane, 881

correspondence, 393

model, 202, 216, 219, 284, 291ff, 408,

416, 435ff, 834ff, 842, 853, 861

supersymmetric, 148

orbifold, 376

theory, 162, 456, 458, 472, 477, 478,

693

Laplace–Beltrami operator, 210

Laplacian, 22, 605

large complex limit point, 729

large Kähler limit point, 729

large volume limit, 303, 853

Lefschetz decomposition, 620

Legendre transform, 703

Lichnerowicz equation, 77

line bundle, 30, 38

hyperplane, 30

tautological, 30

vacuum, 84, 85

linear equivalence, 510, 741



926 INDEX

local Calabi–Yau threefold, 131

local mirror symmetry, 95, 100

localization, 157, 225, 411, 535ff, 565,

572

formula, 62, 575

principle, 158, 199ff

loop space, 301

M-theory, 607, 671

M2-brane (membrane), 607, 608, 612

magnetic monopole, 51, 693

Majorana fermion, 262

Maslov

class, 745

index, 716, 810, 813, 815–817, 819, 827

matrix model, 683

McKay correspondence, 99

mean curvature flow, 753, 761

metric, 12

minimal model, 443

N = 2, 870

Mirror

conjecture, 553, 559, 571ff

family, 138

map, 663

quintic, 88ff, 664

mirror symmetry, 94, 137ff, 149, 284ff,

307, 310, 463ff, 553, 645ff, 677ff, 692ff,

726, 884ff

with bundles, 704

MMMS equation, 731, 733, 737

modular invariance, 651

modular transformation, 246

moduli space, 412, 428, 519, 520, 590,

698

coarse, 484

of curves, 54, 493ff

of stable maps, 501

moment map, 235, 735, 753

momentum, 251, 282

Monge–Ampère equation, 720

monodromy, 84, 754, 758, 759, 859, 860,

862, 863

Mori cone, 117, 119, 120, 363

morphism, 126, 714

Morse complex, 44

Morse function, 220, 235, 820

perfect, 236

Morse index, 44, 201, 221, 231, 829

relative, 227, 826

Morse theory, 43

Morse–Witten complex, 230, 231, 236,

831

Mukai vector, 730, 740, 744

multiple cover formula, 65, 551

mutation, 868

left, 868

right, 868

Narain lattice, 650, 651

nef manifold, 365

Neveu–Schwarz sector, 262

Newlander–Nirenberg theorem, 68

Nijenhuis tensor, 68

nodal curve, 489, 491

node, 96, 125

Noether

charge, 171

procedure, 171, 183, 238, 279

non-confinement, 390

non-renormalization theorem, 333

non-singular, 485

normal ordering, 242

with respect to the ground state, 261

normalization, 489

observable, 725

physical, 403

obstruction, see deformation, obstructions

to

one-parameter subgroup, 109, 110, 122

open string, 769

open string sector, 704

operator

lowering, 185

raising, 185

orbifold, 121, 122, 124, 126, 376, 474, 484

ordinary double point, 96, 97
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partition function, 151, 155, 162, 172,

174, 244, 262ff, 786, 822

path-integral, 146, 178, 199ff, 250, 310,

649, 652

anti-topological, 428

topological, 426

period, 84, 666, 851

integral, 852, 878

Pfaffian, 156

physical operator, 409, 417, 421

Picard group, 38

Picard–Fuchs differential equation, 91, 560,

853

Picard–Lefschetz

monodromy, 439, 760

theory, 435, 869

Poincaré duality, 42, 413, 415, 854

Poincaré’s Lemma, 275

Poisson resummation, 179, 652, 675

polylogarithm, 671

polytope, 101, 132ff, 138

polar, 138

reflexive, 137

principal bundle, 11

propagator, 668

proper, 485

pseudo-holomorphic curve, 627, 628

pull-back, 10

push-forward, 9

Q-cohomology, 210, 397, 820, 831, 843

quantum cohomology, 94, 553

quantum cohomology ring, 530, 532

big, 532

small, 533

quantum differential equation, 553ff

small, 555

quantum field theory (QFT), 145

quantum gravity, 146

quantum mechanics, 169ff

quantum product, 531

quasi-homogeneous function, 295

quasi-isomorphism, 708, 730, 741

quasi-modular form, 644

quintic

hypersurface, 54, 88, 664

threefold, 64, 82, 140, 521, 546, 635

R-charge

axial, 273

vector, 273, 282

R-rotation

axial, 273

vector, 273

R-symmetry, 294, 386, 793, 809, 822, 844,

847

axial, 282

vector, 282

Ramond sector, 262

Ray–Singer torsion, 654, 657, 707

reconstruction

genus 0 descendant, 528

regularization, 322

renormalization, 315, 322, 323, 467

renormalization group, 323

flow, 313ff, 354, 385, 477, 791

invariant dynamical scale, 354

renormalized field, 326

resolution

conifold, 96

resolution of singularities, 125

Ricci tensor, 75, 327

Riemann bilinear identity, 852

Riemann surface, 16, 487

Riemann’s bilinear identity, 854

Riemann–Roch theorem, 488

Riemann-Hurwitz formula, 538

scale, 313

transformation, 313

scattering amplitude, 692

Schubert cell, 64

section, 7

covariantly constant, 14

global, 35

selection rule, 410, 586

Serre duality, 38, 52

sheaf, 32
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sigma model, 146, 177, 179, 180, 206,

246ff, 327

Calabi–Yau, 317, 420, 586

gauded linear (GLSM), 102, 111, 114,

118, 123

linear, 339ff

non-linear, 291ff, 302, 356ff, 408

perturbation theory, 317

supersymmetric, 148, 307, 796

supersymmetric linear, 348

supersymmetric non-linear, 292

toric, 391

sine-Gordon model, 420

N = 2, 444

singularity, 27, 90, 95, 686

conifold, 90, 96, 125, 368, 686

quotient, 27

skyscraper sheaf, 740

sLag, see special Lagrangian

sLag Fukaya category, 730

slope, 736, 738, 747

soliton, 389, 693

solitonic state, 436

special geometry, 434

special Lagrangian, 701, 711, 720, 723,

745, 746, 753, 851, 860

deformation, 702

fat, 762

moduli space, 701

special point, 497

spectral flow, 226

of fermion number, 262

of Hessian eigenvalues, 227

splitting principle, 51

stability, 736

stable

bundle, 730

curve, 495

map, 501

orbit, 736

pointed curve, 497ff

string equation, 514, 527

string theory, 694, 695, 791

Strominger–Yau–Zaslow conjecture, 691

structure sheaf, 34, 484, 707, 740

subvariety, 104

T -invariant, 104, 106, 109

supercharge, 184, 208, 213, 282, 294, 316,

400, 793, 824, 839, 842
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